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A SIMPLE PROOF OF THE DPRZ THEOREM FOR 2D COVER TIMES

BY MARIUS A. SCHMIDT

Departement of Mathematics and Computer Science, Universität Basel, mariusalexander.schmidt@unibas.ch

We give a simple proof of the theorem by Dembo, Peres, Rosen and
Zeitouni (DPRZ) regarding the time Brownian motion needs to cover every ε

ball on the two-dimensional unit torus in the ε ↘ 0 limit.

The ε-cover time of the two-dimensional unit torus T2 by Brownian motion (BM) is the
time for the process to come within distance ε > 0 from any point. Denoting by Tε(x) the
first time BM hits the ε-ball centered in x ∈ T2, the ε-cover time is thus given by

(1) Tε ≡ sup
x∈T2

Tε(x).

The purpose of these short notes is to provide a concise proof of a celebrated theorem by
Dembo, Peres, Rosen and Zeitouni, DPRZ for short, which settles the leading order in the
small-ε regime:

THEOREM 1 (The DPRZ theorem, [3]). Almost surely,

(2) lim
ε↓0

Tε

(ln ε)2 = 2

π
.

A key idea in the DPRZ approach is to relate hitting times of ε-balls on T2 to excursion
counts between circles of mesoscopic sizes around these balls [6]; the DPRZ proof of the
theorem goes then through an involved multiscale analysis in the form of a second moment
computation with truncation. We take here a similar point of view but with a number of
twists which altogether lead to a considerable streamlining of the arguments. In particular,
we implement the multiscale refinement of the second moment method emerged in the recent
studies of Derrida’s GREM and branching Brownian motion [5]. This tool brings to the fore
the true process of covering [1] with the help of minimal infrastructure only; it also efficiently
replaces the delicate tracking of points which DPRZ refer to as “n-successful,” and requires
the use of finitely many scales only. All of these features simplify substantially the proof of
the DPRZ theorem.

We believe the route taken here would also streamline the deep DPRZ results on late and
thin/thick points of BM [2], and what is perhaps more, that it might be useful in the study
of the finer properties. In fact, our approach carries over, mutatis mutandis, to these issues
as well: when backed with [1], the present notes suggest that in order to address lower order
corrections, one “simply” needs to increase the number of scales.

These notes are self-contained. Although, as mentioned, some key insights are taken from
[3]; no knowledge of the latter is assumed and detailed proofs to all statements are given.
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1. The (new) road to the DPRZ theorem. We identify the unit torus T2 with [0,1) ×
[0,1) ⊂R

2, endowed with the metric

dT2(x, y) = min
{‖x − y + (e1, e2)‖ : e1, e2 ∈ {−1,0,1}}.

We construct BM on T2 by Wt ≡ (Ŵ1(t) mod 1, Ŵ2(t) mod 1), where Ŵ is standard BM
on R

2.
By the Borel–Cantelli lemma and monotonicity of Tε , the DPRZ theorem follows from the

following.

THEOREM 2. For δ > 0 small enough, there exist constants c(δ), c′(δ) > 0 such that the
following bounds hold for any 0 < ε < c′(δ):

(1) (upper bound)

(3) P

(
Tε > (1 + δ)

2

π
(ln ε)2

)
≤ εc(δ),

(2) (lower bound)

(4) P

(
Tε < (1 − δ)

2

π
(ln ε)2

)
≤ εc(δ).

Theorem 2 will be proved by relating the natural timescale of the covering process to the
excursion counts of an embedded random walk. We will then perform a multiscale analysis
of the latter which exploits some underlying, approximate hierarchical structure in the spirit
of [1]. More precisely, we will argue in Section 1.1 that it suffices to (1) count excursions
between concentric circles and (2) to consider only finitely many centers and radii. In the
process, we will however heavily rely on the picture/tools which are somewhat classical in
the analysis of hierarchical models [5], Chapter 2.2.1 and 3. For the readers convenience,
here is a “dictionary “allowing to translate the picture of hierarchical models to the cover
time setting”: the number of excursions in the latter plays the role of what is called “energy”
in the former; the circle centers then correspond to the leaves (or configurations/particles).
Excursion counts between larger circles are thus “closer to the root,” whereas those between
smaller circles are “further away from the root.” It turns out that the first moment computed in
Section 1.2 is a sharp upper bound (to leading order). To prove this, we identify in Section 1.3
the strategy employed by a circle center to have its ε-ball avoided, that is, we compute the
expected excursion counts conditioned on avoidance. We then proceed to check that there
exists (at least) a circle center following this strategy by showing that the number of these has
growing mean and is concentrated around it: this will be done via the multiscale refinement
of the second moment method from [5]. In general, we refer the reader to these lecture notes
for an introduction to this approach to hierarchical fields in an exactly hierarchical setting.

1.1. Scales, embedded random walks and excursion counts. For R ∈ (0, 1
2) and K ≥ 1,

we consider scales i = 0,1, ..,K and associate to each such scale a radius

(5) ri ≡ R

(
ε

R

)i/K

.

BM started on ∂Bri hits ∂Bri+1 before ∂Bri−1 with probability 1/2: by the strong Marko-
vianity and rotational invariance, it follows that the process obtained by tracking the order in
which BM visits the scales (with respect to one fixed center point and not counting multiple
consecutive hits to the same scale) during one excursion from scale 1 to scale 0 is a simple
random walk (SRW) started at 1 and stopped in 0. Keeping track of all BM excursions up to
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FIG. 1. Reading off the SRW excursions 1 → 0 and 1 → 2 → 1 → 0.

some time thus yields a collection of independent SRW excursions from 1 to 0. A formally
precise statement of this observation is provided by Lemma 5 in Section 2.3. (The evolu-
tion of the SRW excursions can be unambiguously read off the BM path; see Figure 1.) For
x ∈ T2, we set

(6)
Dn(x) ≡ time at which W completes the

nth excursion from ∂Br1(x) to Bc
r0

(x).

PROPOSITION 1 (Concentration of excursion counts). For δ,R ∈ (0, 1
2) and x ∈ T2, it

holds

P

(
Dn(x) ≥ (1 + δ)n

1

π
ln

r0

r1

)
≤ exp

(
−n

(
δ2

8
+ or1(1)

))
,(7)

P

(
Dn(x) ≤ (1 − δ)n

1

π
ln

r0

r1

)
≤ exp

(
−n

(
δ2

4
+ or1(1)

))
(8)

for all n ∈ N as r1 → 0.

Proposition 1 will bear fruit when combined with the following.

PROPOSITION 2 (First moment of hitting times). There exists an universal constant
C > 0, such that

(9)
∣∣∣∣Ey[τBr(x)] − 1

π
ln

dT2(x, y)

r

∣∣∣∣ ≤ C

for all x ∈ T2, r > 0 and y ∈ T2 \ Br(x). Also,

(10) Ey[τBc
r (x)] = r2 − dT2(x, y)2

2

for all x ∈ T2, r ∈ (0, 1
2) and y ∈ Br(x).

Propositions 1 and 2 make precise the intuition that Dn(x) ≈ nEBr0
[τBr1

], allowing in
particular to switch from the natural timescale to the excursion counts. Armed with the above
results, which will be proved in Section 2.1, we discuss the main steps behind Theorem 2.
The upper bound is easy: we address that first.

Here and below, Lε will denote the square grid of mesh size ε−1�−1.
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1.2. The upper bound. We will show that, with overwhelming probability, at time

(11) tε(δ) ≡ (1 + δ)
2

π
(ln ε)2,

each ε-ball with center on Lε has been hit by BM and extend this to the entire torus thereafter.

LEMMA 1. For δ > 0 small enough, there exist constants c, c′ > 0 depending on δ only
such that

(12) P
(∃x ∈ Lε such that Tε(x) > tε(δ)

) ≤ εc

holds for all 0 < ε < c′.

PROOF. We set

(13) nε(δ) = −(1 + δ/2)2K ln(ε),

which is slightly larger than the typical amount of excursions up to time tε(δ) from scale 1
to scale 0. For an ε-ball to be avoided up to some time: either (i) BM needs to complete less
than nε(δ) excursions from scale 1 to scale 0 in that time or (ii) scale K , corresponding to the
ε-ball, has to be avoided for at least nε(δ) many excursions. Therefore, setting

T (x) ≡ number of the first excursions from ∂Br1(x)

to Bc
r0

(x) that hits BrK (x)

we have

(14)
P

(∃x ∈ Lε s.t. Tε(x) > tε(δ)
)

≤ P
(∃x ∈ Lε s.t. T (x) > nε(δ) or Dnε(δ)(x) ≥ tε(δ)

)
.

By Markov’s inequality and union bound,

(15) (14) ≤ ∑
x∈Lε

P
(
T (x) > nε(δ)

) + P
(
Dnε(δ)(x) ≥ tε(δ)

)
.

The probability that nε(δ) independent excursions of a SRW starting in 1 all hit 0 before K

is given by (1 − 1/K)nε(δ), while the second probability on the r.h.s of (15) is estimated by
Proposition 1. This shows that the above is at most

(16) |Lε|
[(

1 − 1

K

)nε(δ) + exp
(
− δ2

72
nε(δ)

)]
≤ εδ(1 + oε(1)

)
for K > 144+72δ

2δ2+δ3 . The the last inequality by estimating 1 − 1
K

≤ e−1/K , and |Lε| ≤ ε−2. The
given minimum size of K is then the result of a simple comparison of the exponents of the
two summands. �

Coming back to the upper bound in Theorem 2,

(17)
P

(
Tε > tε(δ)

) = P
(∃x ∈ T2 : Tε(x) > tε(δ)

)
≤ P

(∃x ∈ Lε/10 : Tε/10(x) > tε(δ)
)
,

the last step using that any ε-ball contains a ball of radius ε/10 with center in Lε/10. For
ε > 0 small enough depending on δ, we have tε(δ) ≥ tε/10(δ/2), therefore, it holds that

(18) (17) ≤ P
(∃x ∈ Lε/10 : Tε/10(x) > tε/10(δ/2)

)
.

Lemma 1 with ε/10 and δ/2 then yields the upper bound in Theorem 2.
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1.3. The lower bound. We show that with overwhelming probability there exists x ∈ T2
with avoided ε-ball at time

(19) t= t(ε, δ) ≡ (1 − δ)4 2

π
(ln ε)2.

Theorem 2 will then follow immediately by considering1 δ̂ ≡ 1 − (1 − δ)4. We set

(20) n(j) = n(j ; ε, δ,K) ≡ −2K(1 − δ)j ln ε (j ∈ N),

which is for any fixed j > 0 slightly smaller than the typical amount of excursions up to time
tε(δ) from scale 1 to scale 0. When ever we need to leave some slight room we drop the
exponent j by one. With τr ≡ τr(x) denoting the first time BM hits the r-ball around x ∈ T2,
we define the events

R ≡ ⋂
x∈Lε

{
Dn(3)(x) > t

}
and(21)

Rx ≡ {τr1 < τrK } ∩ {
at most n(2) excursions �δk� → �δk� − 1

during first n(3) excursions 1 → 0
}
.

(22)

For n ∈ N and l ∈ {1, ..,K − 1}, let

(23)

N x
l (n) ≡ number of excursions of W from ∂Brl (x) to ∂Brl+1(x)

within the first n excursions from ∂Brl (x) to ∂Brl−1(x)

after time τr1 .

A very useful property of these counting random variables, which is proved in Section 2.3, is
the following.

PROPOSITION 3 (N -Independence). For x, y ∈ T2 with dT2(x, y) ∈ [ri+1, ri], we have
that

(24)
{
N x

l : l ∈ {1, ..,K} \ {i − 1, i, i + 1, i + 2}} ∪ {
N y

l : l ∈ {i + 3, ..,K}}
is a collection of independent processes.

For x ∈ T2, define the events

(25) Ax ≡
K−1⋂

l=�δK�
Ax

l ,

where

(26) Ax
l ≡

{
N x

l

(
n(0)

(
1 − l

K

)2)
≤ n(0)

(
1 − l + 1

K

)2}
.

The events A, R are motivated by the following observations. First, it can be checked via
Doob’s h-transform that the expected number of excursions from l to l + 1 performed by
a SRW started at 1 and stopped at 0 and conditioned not to hit K , is approximately [1 −
(l + 1)/K]2. The events Ax thus describe the natural avoidance strategy of scale K by n(0)

independent such SRW, which is in turn equivalent to specifying the avoidance strategy of an
ε-ball.

1This is notationally convenient, but holds no deeper meaning.
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Second, we claim that

(27) R∩Rx ∩ Ax ⊂ {
Bε(x) is not hit up to time t

}
.

Remark in fact that on Rx , the ball Bε(x) is not hit before ∂Br1(x), hence the ε-ball can only
be hit in an excursion from Br1 to Br0 . R ensures that there are at most n(3) excursions before
time t. Therefore, on Rx ∩R, there are at most n(2) excursions from scale �δK� → �δK�−1
at time t. But on Ax , none of these excursions reaches scale K , hence the ε-ball is not hit,
and (27) holds.

In light of (27), and in view of the lower bound in Theorem 2, estimates on the probabilities
of the R, A-events are needed. This information is provided by Lemma 2 and 3 below, whose
proofs are deferred to Section 2.2. Concerning the R-event we state the following.

LEMMA 2. For all δ > 0 and large enough K = K(δ) ∈ N, there exist constants κ, κ ′ > 0
depending on δ, K only such that

(28) inf
x∈Lε\Br1 (W0),ε∈(0,κ ′)

P
(
Rx)

,P(R) ≥ 1 − εκ .

Concerning the A-events, we have the following.

LEMMA 3 (One point estimates). For K large, ε > 0 small enough (depending on δ and
K), we have

ε2−1.99δ ≤ P
(
Ax) ≤ ε2−2.01δ and(29)

K−1∏
l=�δK�,|l−i|>2

P
(
Ax

l

) K−1∏
l=i+3

P
(
A

y
l

) ≤ ε4−2.01δ−2 i
K .(30)

Coming back to the lower bound, restricting to the set L∗
ε ≡ Lε \ Br1(W0) yields that

(31)

P

(
sup
x∈T2

Tε(x) > t
)

≥ P
(∃x ∈ L∗

ε such that Bε(x) is not hit up to time t
)

(27)≥ P
(
R and ∃x ∈ L∗

ε such that Rx ∩ Ax)
≥ E[#{x ∈ L∗

ε : Rx ∩ Ax}]2

E[#{x ∈ L∗
ε : Rx ∩ Ax}2] − P

(
Rc),

the last inequality by Paley–Zygmund.
It is intuitively clear (and rigorously proven in Lemma 5 below) that rotational invariance

and strong Markovianity imply that Rx and Ax are, in fact, independent: the above is thus at
least

(32)
[ ∑
x∈L∗

ε

P
(
Rx)

P
(
Ax)]2

/

[ ∑
x,y∈L∗

ε

P
(
Ax ∩ Ay)] − P

(
Rc).

We now analyze the denominator. First, remark that for dT2(x, y) > 2r�δK�−1, the A-events
decouple: in fact, they are rotationally invariant and depend on disjoint excursions, hence by
the strong Markov property,

P
(
Ax ∩ Ay) = P

(
Ax)

P
(
Ay)

.

Shortening

A≡ ∑
x∈L∗

ε

P
(
Ax)

, B ≡ ∑
x,y∈Lε

1{dT2 (x,y)≤2r�δK�−1}P
(
Ax ∩ Ay)

,



DPRZ THEOREM: A SIMPLE PROOF 451

by Lemma 2 and the exact decoupling we thus have that

(33)
(32) ≥ (

1 − εκ)2 A2

A2 +B − εκ ≥ (
1 − εκ)2

(
1 − B

A2

)
− εκ

≥ (
1 − εκ)2

(
1 − B

ε−3.96δ

)
− εκ,

the last step by Lemma 3 and using that |Lε| ≥ ε−2+0.01δ . It thus remains to analyze the
B-term: by regrouping terms according to the distance,

(34) B ≤
K∑

i=�δK�−2

∑
x,y∈Lε

1{dT2 (x,y)∈[ri+1,ri ]}P
(
Ax ∩ Ay)

.

To get a handle on the two points probabilities appearing in (34), we follow the recipe from
[5], Section 3.1.1, pages 97–98, exploiting the approximate hierarchical structure which un-
derlies the excursion counts, and which is best explained with the help of a picture; see
Figure 2. First, the circles associated to x, y on small scales i (left) are almost identical and
so are the excursion counts; this suggests that Ax

i ∩ A
y
i is well represented by Ax

i alone.
Dropping one of the events is an estimate by the worst case scenario known in this context as
“REM approximation.” For larger i (middle), this approximation is not sharp, but only few
scales can fall into this case as we can choose ε arbitrarily small for given K . Choosing K

large makes the influence of few scales comparatively small. For i large (right), balls are dis-
joint, which by rotational invariance and strong Markovianity yields independent excursion
counts. The technical details of this argument are discussed in the proof of Proposition 3.
The approximate tree structure of excursion counts is summarized in the lower pictures, the
red box corresponding to the scale at hand. By these considerations, for i ≥ �δK� − 2 and
dT2(x, y) ∈ [ri+1, ri], we write

(35)

P
(
Ax ∩ Ay)

= P

(
K−1⋂

l=�δK�
Ax

l ∩
K−1⋂

l=�δK�
A

y
l

)

≤ P

(
K−1⋂

l=�δK�,|l−i|>2

Ax
l ∩

K−1⋂
l=i+3

A
y
l

)
(REM approximation)

=
K−1∏

l=�δK�,|l−i|>2

P
(
Ax

l

) K−1∏
l=i+3

P
(
A

y
l

)
(Proposition 3, N -independence)

≤ ε4−2.01δ−2 i
K (Lemma 3, one-point estimates).

FIG. 2. Common branch on small scales (left) and decoupling on large scales (right).
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There are at most 2ε−4πr2
i pairs of points on Lε with distance at most ri : using that ri ≤ εi/K ,

and (35) in (34) we get

(36) B ≤
K∑

i=�δK�−2

2πε−2.01δ ≤ ε−2.02δ.

Applying this estimate to (33) and putting δ̂ ≡ 1 − (1 − δ)4 we therefore see that

(37) P

(
sup
x∈T2

Tε(x) > (1 − δ̂)
2

π
(ln ε)2

)
≥ 1 − εĉ,

for ĉ ≡ 1
2 min{κ,1.94δ}, settling the lower bound of Theorem 2.

2. Proofs.

2.1. Hitting times and excursion counts. The study of hitting times for BM is closely
related to Green’s functions. Estimates on the torus have however proofs which are either
opaque or hard to find: we include here an elementary treatment based on Fourier analysis
for the reader’s convenience.

LEMMA 4. The function

(38)

F(x, y) ≡ Gx(y) − 1

2π
lndT2(x, y)

where Gx(y) ≡ − ∑
p∈2πZ2\{0}

1

|p|2 eip(x−y)

is bounded on T
2
2 \ {(x, x) : x ∈ T2}.

PROOF. It suffices to consider y in a small neighborhood of x, as otherwise the result is
trivial. So let z ≡ x − y and assume that 2|z1| ≥ |z| (swapping coordinates otherwise). We
have

(39)
∣∣∣∣ ∑
p∈2πZ2\{0}
|p|>|z|−1

1

|p|2 eipz

∣∣∣∣ =
∣∣∣∣ ∑
p∈2πZ2\{0}
|p|>|z|−1

1

1 − ei2πz1

1

|p|2
(
eipz − ei(p+(2π,0))z)∣∣∣∣.

Shifting the difference from the exponential to |p|−2 by collecting terms with the same expo-
nent, and by the triangle inequality, one obtains boundedness uniformly over z �= 0 in a small
enough neighborhood of 0. The extra terms due to the boundary of the summation domain
are easily shown to be bounded. By combining the summand p and −p, we see that sums of
this form are real valued. Therefore,

(40)
∑

p∈2πZ2\{0}
|p|≤|z|−1

1

|p|2 eipz = ∑
p∈2πZ2\{0}
|p|≤|z|−1

1

|p|2 cos(pz).

Since |pz| ≤ 1 for all summands contained in this sum, we can estimate cos(x) ≤ 1 − x2/4.
Hence

(41)
∣∣∣∣Gx(y) − ∑

p∈2πZ2\{0}
|p|≤|z|−1

1

|p|2
∣∣∣∣
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is uniformly bounded for y in a small neighborhood of x. The claim of Lemma 4 then fol-
lows by rearranging summands into groups Cj ≡ {p ∈ 2πZ2 \ {0} : |p|2 ∈ ((j − 1)3, j3]},
estimating |p|−2 by the best/worst case scenario within each group, and using that |Cj | =
3

4π
j2 + O(j3/2). �

PROOF OF PROPOSITION 2: FIRST MOMENT OF HITTING TIMES. Let μ(y) ≡
Ey[τBr(x)]. For �, the Laplacian with periodic boundary condition on T2, we have Poisson’s
equation �μ = −2 on T2 \ Br(x) with μ = 0 on Br(x). Plainly,

(42) Gx(y) ≡ − ∑
p∈2πZ2\{0}

1

|p|2 eip(x−y)

is a Green function, that is, solution of �Gx = 1 − δx on the torus. In particular, μ + 2Gx is
harmonic on T2 \ Br(x). By the maximum principle, and since μ ≡ 0 on ∂Br(x),

(43) 2 inf
z∈∂Br(x)

Gx(z) ≤ μ(y) + 2Gx(y) ≤ 2 sup
z∈∂Br(x)

Gx(z)

holds. It follows from Lemma 4 that μ(y)− 1
π

ln[dT2(x, y)/r] is bounded, and the first claim
(9) is proved. The second claim (10) is elementary as we can identify the ball on T2 with the
ball in R

2 and exploit rotational invariance to solve Poisson’s equation explicitly. �

PROOF OF PROPOSITION 1: CONCENTRATION OF EXCURSION COUNTS. By Kac’s mo-
ment formula [4],

(44) Ex

[
τ i
A

] ≤ i! sup
x∈T

Ex[τA]i , A ⊂ T closed.

By monotone convergence, Taylor expanding the exponential function and by the above esti-
mate,

(45)

Ex

[
eθτA

] ≤ 1 + θEx[τA] +
∞∑
i=2

(
θ sup

x∈T
Ex[τA]

)i

≤ exp
(
θEx[τA] + 2θ2 sup

x∈T
Ex[τA]2

)

for 0 < θ < 1
2(supx∈T Ex[τA])−1. Using e−x ≤ 1 − x + x2 for positive x gives

(46)

Ex

[
e−θτA

] ≤ 1 − θEx[τA] + θ2 sup
x∈T

Ex[τA]2

≤ exp
(
−θEx[τA] + θ2 sup

x∈T
Ex[τA]2

)
.

Consider τ (i←) the time it takes W to get from ∂Br1(x) to Bc
r0

(x) the ith time; τ i→ the time
W needs to get from ∂Br0(x) to Br1(x) the ith time after Br1(x) has been hit the first time
and τr1 the time it takes W to get from the starting point to ∂Br1(x). Now by definition we
have

(47) Dn(x) = τr1 +
n−1∑
i=1

τ (i→) +
n∑

i=1

τ (i←).

Exponential Markov inequality gives for any t, θ > 0,

(48) P
(
Dn(x) ≥ t

) ≤ e−θt
E

[
eθDn(x)].
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Using (47), the strong Markov property, and estimating by worst starting points the right-hand
side above is at most

(49) e−θt
(

sup
z∈T2

Ez

[
eθτr1

])(
sup

z∈Br0 (x)

Ez

[
eθτ (1→)])n−1(

sup
z∈Br1 (x)

Ez

[
eθτ (1←)])n

.

Using (45) with θ = − πδ
4 ln r1

, and applying Proposition 2, we obtain

(50)

sup
z∈T2

Ez

[
eθτr1

] ≤ e
δ
4 + δ2

8 +or1 (1),

sup
z∈Br0 (x)

Ez

[
eθτ (1→)]n−1 ≤ e(n−1)( δ

4 + δ2
8 +or1 (1)),

sup
z∈Br1 (x)

Ez

[
eθτ (1←)]n ≤ enor1 (1).

With t = (1 + δ)n 1
π

ln r0
r1

, and by the above estimates, (49) reads

(51) P

(
Dn(x) ≥ (1 + δ)n

1

π
ln

r0

r1

)
≤ e−n( δ

4 + δ2
4 +or1 (1))en( δ

4 + δ2
8 +or1 (1)),

settling (7). As for (8), for any n ∈ N and θ > 0, we have

(52) P
(
Dn(x) ≤ t

) ≤ eθt
Ee−θDn(x) ≤ eθt

E
[
e−θτ (1→)]n−1

.

Choosing θ = πδ
2 ln r1

and t = (1 − δ)n 1
π

ln r0
r1

, applying (46) together with Proposition 2 yields
the second claim and concludes the proof of Proposition 1. �

2.2. Estimates for R and A.

PROOF OF LEMMA 2. For x ∈ L∗
ε , {τr1 < τrK } almost surely. By rotational invariance

and strong Markovianity, the number of excursions from scale �δK� to scale �δK� − 1 in
different excursions from scale 1 to scale 0 are independent of each other. The number of
excursions from scale �δK� to scale �δK� − 1 in one excursion from scale 1 to scale 0
is distributed like the product of a Bernoulli distributed and an independent geometrically
distributed random variable, both with parameter �δK�−1. (This product has expectation 1.)
By Cramér’s theorem,

(53)

P
(
more than n(2) times �δK� → �δK� − 1 in the first

n(3) excursions 1 → 0
)

≤ exp
(
−n(3)I

(
1

1 − δ

))
= ε2K(1−δ)3I ( 1

1−δ
),

with I the rate function of a Bernoulli(1/�δK�) × geometric(1/�δK�). It follows that
P((Rx)c) vanishes polynomially in ε for fixed δ and K . Taking the complement yields the
first claim.

By Proposition 1, we have

(54) P
(
Dn(3)(x) ≤ t

) ≤ ε2K(1−δ)3(δ2/4+or1 (1)),

which vanishes faster then, say, ε3 for K sufficiently large. The second claim thus follows by
union bound over all x ∈ Lε on the complements. �
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PROOF OF LEMMA 3. The number of times a SRW goes from l to l+1 before going from
l to l − 1 is geo(1/2)-distributed. Therefore, N x

l (n) is, by strong Markovianity and rotational
invariance, the sum of n independent geo(1/2)-distributed r.v.’s. Hence by Cramér’s theorem,

(55)

P
(
Ax) =

K−1∏
l=�δK�

P
(
Ax

l

)

=
K−1∏

l=�δK�
exp

(
−n(0)

(
1 − l

K

)2
I

(
(1 − l+1

K
)2

(1 − l
K

)2

)
+ oε

(
n(0)

))

= exp

(
−n(0)

K2

K−1∑
l=�δK�

(K − l)2I

((
1 − 1

K − l

)2)
+ oε

(
n(0)

))
,

where I (x) = x ln(x)− (1+x) ln(1+x
2 ) is the geo(1/2)-rate function. Using I (1) = I ′(1) = 0

and I ′′(1) = 1
2 , one quickly obtains

j2I
(
(1 − 1/j)2) = 1 + oj (1) (j → ∞),

and, therefore,

(56)
P

(
Ax) = exp

(
−n(0)

K
(1 − δ)

(
1 + oK(1)

) + oε

(
n(0)

))

= ε2(1−δ)(1+oK(1))+oε(1),

concluding the proof of the first claim. The second claim is analogous. �

2.3. Independencies and distributional identities. Fixing a reference point x ∈ T2 we
define the function

(57) sx(y) ≡ K
lndT2(x, y) − lnR

ln ε − lnR

for y ∈ T2, which maps a point y to the scale i around x it belongs to (i.e., sx(y) = i ⇔ y ∈
Bri (x)). Additionally, we define stopping times:

τ
(1)
1 (x) ≡ inf

{
t > 0|Wr ∈ ∂Br1(x)

}
,

τ
(i)
0 (x) ≡ inf

{
t > τ

(i)
1 |Wr ∈ ∂Br0(x)

}
for i ∈ N,

τ
(i)
1 (x) ≡ inf

{
t > τ

(i)
0 |Wr ∈ ∂Br1(x)

}
for i > 1, i ∈ N,

σ
(i)
1 (x) ≡ τ

(i)
1 (x)

and

σ
(i)
j (x) ≡ inf

{
t > σ

(i)
j−1|Wt ∈ ∂Bri (x) for some i ∈ N0 \ {

sx(Wσ
(i)
j−1

)
}}

,

for j > 1, i ∈ N. With these stopping times, we can precisely describe the simple random
walk structures embedded in W with respect to a fixed reference point x ∈ T2.

LEMMA 5. Setting Ji ≡ inf{j ∈ N : σ (i)
j = τ

(i)
0 } = inf{j ∈N : S(i)

j = 0}, we have that

(58)
(
S

(i)
j

)
j∈{1,..,Ji} ≡ (

sx(Wσ
(i)
j (x)

)
)
j∈{1,..,Ji}, i ∈ N

are independent excursions of simple random walks on Z from 1 to 0.
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PROOF. By construction of σ and continuity of W , we have that(
sx(Wσ

(i)
j (x)

)
)
j∈{1,..,Ji}

has values in N0 and each step changes by exactly one almost surely. If we furthermore
identify the circles with circles in R

2 and solve the Dirichlet problem explicitly, we see that
a “+1” step and a “−1” step are equally likely due to the constant multiplicative growth rate
the ri . As the position of W on some scale ∂Bri (x) by rotational invariance around x has no
influence on the distribution of the future of the considered excursions the claim follows by
the strong Markov property. �

We now turn our attention to the independencies when considering two reference points
x, y ∈ T2.

PROOF OF PROPOSITION 3 (N -INDEPENDENCE). We define the set of (viable) indices
by

(59)
C ≡{

(x, l, n) : l ∈ {1, ..,K} \ {i − 1, i, i + 1, i + 2}, j ∈ N
}

∪ {
(y, l, n) : l ∈ {i + 3, ..,K}, j ∈ N

}
.

For (z, l, n) ∈ C, let γ z
l (n) be the nth smallest σ

(i)
j (z) with j ∈ {1, .., Ji}, i ∈N and W

σ
(i)
j (x)

∈
∂Brl (x). γ z

l (n) is simply the nth time after the first hit of ∂Br1(x) that W visits scale l after
hitting another scale directly prior. Additionally, set γ̃ x

l (n) the first time at which W visits a
scale different from l after γ x

l (n). Clearly, both are stopping times. First, we make sure that
the intervals [γ z

l (n), γ̃ z
l (n)), (z, l, n) ∈ C are disjointed, which is the essential observation for

independence. If two such intervals correspond both to x or both to y then they are disjoint
by construction, simply by the fact that the nth trip from scale j to the next hit of another
scale cannot happen simultaneously to another such trip. Considering now the other case
namely (x, l, n), (y, l′, n′) ∈ C the corresponding intervals cannot intersect as on one hand W

is within Bri+2(y) ⊂ Bri−1(x) \ Bri+2(x) during the time [γ y

l′ (n
′), γ̃ y

l′ (n
′)) for (y, l′, n′) ∈ C,

but on the other hand during [γ x
l (n), γ̃ x

l (n)) we have that W is on (Bri−1(x) \ Bri+2(x))c for
(x, l, n) ∈ C. Consider the indicators

(60) I x
l (n) ≡ 1

{
Wγ̃ x

l (n) ∈ ∂Brl+1(x)
}
,

which track whether l + 1 or l − 1 is visited next after one particular hit of scale l. Clearly,
the process N x

l is a deterministic functional of (I x
l (n))n∈N. Therefore, it is sufficient to show

that

(61)
{
I z
l (n) : (z, l, n) ∈ C

}
is a collection of independent random variables, as this property is inherited by the N . As
product measures are uniquely determined by the finite dimensional distributions, we pick
a finite A ⊂ C. Consider {u1, .., u|A|} = A such that (by slight abuse of notation) γ (ui), i ∈
{1, .., |A|} is sorted increasingly. One easily checks that γ (ui) are stopping times, as A is a
finite deterministic set. For v ∈ {0,1}|A|, we have

(62) P
(
I (ui) = vi,∀i ≤ |A|) = E

[
1{I (ui)=vi ,∀i≤|A|−1}P

(
I (u|A|) = v|A||Fγu|A|

)]
,

because I (ui) = vi are Fγu|A| measurable for i < |A|, since γu|A| > γ̃ui
in this case by the

disjointness property we showed in the beginning of the proof. By rotational invariance of
the construction the probability of going up or down a scale is 1/2 regardless of the starting
point. Hence

(63) P
(
I (u|A|) = v|A||Wγu|A|

) = P
(
I (u|A|) = v|A|

) = 1/2,
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holds, which together with the strong Markov property of W allows to reformulate (62) to

(64)
P

(
I (ui) = vi,∀i ≤ |A|)
= P

(
I (ui) = vi,∀i ≤ |A| − 1

)
P

(
I (u|A|) = v|A|

)
.

Conditioning on Fγui
for the largest i that is not yet split off and repeating the argument until

product form is established yields independence of the indicators and, therefore, the claim.
�

Acknowledgments. I am grateful to David Belius, Giuseppe Genovese, Nicola Kistler,
Benjamin Schlein and Tobias Weth for enlightening conversations and the J. W. Goethe Uni-
versity Frankfurt, where most of the work on this paper was done.

REFERENCES

[1] BELIUS, D. and KISTLER, N. (2017). The subleading order of two dimensional cover times. Probab. Theory
Related Fields 167 461–552. MR3602852 https://doi.org/10.1007/s00440-015-0689-6

[2] DEMBO, A. (2006). Simple random covering disconnection, late and favorite points. In International
Congress of Mathematicians. Vol. III 535–558. Eur. Math. Soc., Zürich. MR2275695

[3] DEMBO, A., PERES, Y., ROSEN, J. and ZEITOUNI, O. (2004). Cover times for Brownian motion and random
walks in two dimensions. Ann. of Math. (2) 160 433–464. MR2123929 https://doi.org/10.4007/annals.
2004.160.433

[4] FITZSIMMONS, P. J. and PITMAN, J. (1999). Kac’s moment formula and the Feynman–Kac formula
for additive functionals of a Markov process. Stochastic Process. Appl. 79 117–134. MR1670526
https://doi.org/10.1016/S0304-4149(98)00081-7

[5] KISTLER, N. (2015). Derrida’s random energy models. From spin glasses to the extremes of correlated ran-
dom fields. In Correlated Random Systems: Five Different Methods. Lecture Notes in Math. 2143
71–120. Springer, Cham. MR3380419 https://doi.org/10.1007/978-3-319-17674-1_3

[6] RAY, D. (1963). Sojourn times and the exact Hausdorff measure of the sample path for planar Brownian
motion. Trans. Amer. Math. Soc. 106 436–444. MR0145599 https://doi.org/10.2307/1993753

http://www.ams.org/mathscinet-getitem?mr=3602852
https://doi.org/10.1007/s00440-015-0689-6
http://www.ams.org/mathscinet-getitem?mr=2275695
http://www.ams.org/mathscinet-getitem?mr=2123929
https://doi.org/10.4007/annals.2004.160.433
http://www.ams.org/mathscinet-getitem?mr=1670526
https://doi.org/10.1016/S0304-4149(98)00081-7
http://www.ams.org/mathscinet-getitem?mr=3380419
https://doi.org/10.1007/978-3-319-17674-1_3
http://www.ams.org/mathscinet-getitem?mr=0145599
https://doi.org/10.2307/1993753
https://doi.org/10.4007/annals.2004.160.433

	The (new) road to the DPRZ theorem
	Scales, embedded random walks and excursion counts
	The upper bound
	The lower bound

	Proofs
	Hitting times and excursion counts
	Estimates for R and A
	Independencies and distributional identities

	Acknowledgments
	References

