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LARGE DEVIATION PRINCIPLE FOR RANDOM MATRIX
PRODUCTS1

BY CAGRI SERT

ETH Zürich

Under a Zariski density assumption, we extend the classical theorem of
Cramér on large deviations of sums of i.i.d. real random variables to random
matrix products.

1. Introduction. Let S be a set of d × d real invertible matrices and μ be a
probability measure on S. Let X1,X2, . . . be independent S-valued random vari-
ables with distribution μ. Consider the random product Yn = Xn, . . . ,X1. One of
the goals of the theory of random matrix products is to understand the limiting be-
haviour of this random product as n tends to infinity. A convenient way to do this
is to study the extensions of classical limit theorems (law of large numbers, central
limit theorem, Cramér’s theorem and so on) for the norm of this random product.
More precisely, choose a norm ‖ · ‖ on Rd and consider the associated operator
norm ‖ · ‖ on Matd(R) (the choice of norm is irrelevant to our discussion). One
is interested in studying the probabilistic limiting behaviour of log‖Yn‖. Note that
when d = 1, this is precisely a sum of independent identically distributed (i.i.d.)
real random variables, that is, the subject of study of classical limit theorems in
probability theory. When d > 1, there are at least two new aspects: the operation is
no longer commutative and the log-norm functional is only subadditive. In this ar-
ticle, we shall be working in a more general setting and we will consider a slightly
more general multi-norm given by classical decompositions of Lie groups, which
we now describe.

For the sake of exposition, let G be a connected semisimple linear Lie group,
for example, SL(d,R) (more generally, we prove our results in the setting of a
group of k-points of a connected reductive algebraic group defined over a local
field k). The multi-norm that we shall consider comes from the classical Car-
tan decomposition: let g be the Lie algebra of G, a be a Cartan subalgebra in
g and a+ be a chosen Weyl chamber in a. Let K be a maximal compact sub-
group of G for which we have the Cartan decomposition G = K exp(a+)K .
This decomposition allows one to consider the mapping κ : G → a+, called the
Cartan projection or multi-norm, satisfying for every g ∈ G, g ∈ k exp(κ(g))u
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for some k,u ∈ K . In the case of G = SL(d,R), this is the usual polar de-
composition and for an element g ∈ SL(d,R), the multi-norm κ(g) writes as

κ(g) = (log‖g‖, log ‖∧2 g‖
‖g‖ , . . . , log ‖∧d g‖

‖∧d−1 g‖), where
∧k Rd ’s are endowed with

their canonical Euclidean structures and ‖ · ‖’s denote the associated operator
norms. The components of κ(g) are the logarithms of the singular values of g.

Now let μ be a probability measure on G and X1,X2, . . . be G-valued i.i.d. ran-
dom variables with distribution μ. Consider the random product Yn and its multi-
norm κ(Yn). The first limit theorem that was proven for random matrix products
is the analogue (extension) of the law of large numbers. Stating it in our setting,
Furstenberg–Kesten’s result [16] reads: if μ is a probability measure on G with a
finite first moment [i.e.,

∫ ‖κ(g)‖μ(dg) < ∞ for some norm ‖ · ‖ on a], then the
μ-random walk Yn = Xn, . . . ,X1 satisfies

1

n
κ(Yn)

a.s.−→
n→∞

�λμ ∈ a,

where �λμ can be defined by this and is called the Lyapunov vector of μ. Nowadays,
this result is a corollary of Kingman’s subadditive ergodic theorem.

A second important limit theorem that was established in increasing generality
by Tutubalin [29], Le Page [21], Goldsheid-Guivarc’h [18] and Benoist-Quint [9];
[8] is the central limit theorem (CLT). Benoist–Quint’s CLT reads: if μ is a prob-
ability measure on G with finite second-order moment and such that the support
of μ generates a Zariski-dense semigroup in G, then 1√

n
(κ(Yn) − n�λμ) converges

in distribution to a nondegenerate Gaussian law on a. A feature of this result is the
Zariski density assumption which also appears in our result below. We note that
the fact that the support S of the probability measure μ generates a Zariski-dense
semigroup can be read as: any polynomial that vanishes on

⋃
n≥1 Sn also vanishes

on G (recall that when d = 1, a subset is Zariski dense if and only if it is infinite).
Some other limit theorems whose analogues have been obtained are the law of it-
erated logarithm and local limit theorems, for which we refer the reader to the nice
books of Bougerol–Lacroix [10] and more recently Benoist–Quint [8].

An essential and, until now, a rather incomplete aspect of these noncommutative
limit theorems is concerned with large deviations. The main result in this direction
is that of Le Page [21] (see also Bougerol [10]) and its extension by Benoist–
Quint [8], stating the exponential decay of probabilities of large deviations off the
Lyapunov vector. Before stating this result, recall that a probability measure μ

on G is said to have a finite exponential moment, if there exists α > 1 such that∫
α‖κ(g)‖μ(dg) < ∞. We have the following.

THEOREM 1.1 (Le Page [21], Benoist–Quint [8]). Let G be as before,
μ be a probability measure of finite exponential moment on G whose sup-
port generates a Zariski-dense semigroup in G. Then, for all ε > 0, we have
lim supn→∞ 1

n
logP(‖ 1

n
κ(Yn) − �λμ‖ > ε) < 0.
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In our first main result, under the usual Zariski density assumption, we prove
the matrix extension of Cramér’s classical theorem about large deviations for i.i.d.
real random variables. Let X be a topological space and F be a σ -algebra on X.

DEFINITION 1.2. A sequence Zn of X-valued random variables is said to
satisfy a large deviation principle (LDP) with rate function I : X −→ [0,∞], if for
every measurable subset R of X, we have

− inf I (x)
x∈int(R)

≤ lim inf
n→∞

1

n
logP(Zn ∈ R) ≤ lim sup

n→∞
1

n
logP(Zn ∈ R) ≤ − inf I (x)

x∈R

,

where, int(R) denotes the interior and R the closure of R.

With this definition, Cramér’s theorem says that the sequence of averages
Yn = 1

n

∑n
i=1 Xi of real i.i.d. random variables of finite exponential moment satis-

fies an LDP with a proper convex rate function I , given by the convex conjugate
(Legendre transform) of the Laplace transform of Xi’s. Our first main result reads
as follows.

THEOREM 1.3. Let G be a connected semisimple linear real algebraic group
and μ be a probability measure of finite exponential moment on G, whose support
generates a Zariski dense semigroup of G. Then the sequence of random variables
1
n
κ(Yn) satisfies an LDP with a proper convex rate function I : a −→ [0,∞] hav-

ing a unique zero at the Lyapunov vector �λμ of μ.

REMARK 1.4. 1. In Theorem 3.3, without any moment assumptions on μ, we
also obtain a weaker result which is an extension of a result of Bahadur [2] for
i.i.d. real random variables.

2. In Theorem 3.4, under a stronger exponential moment condition, by exploit-
ing convexity of I , we are able to identify the rate function I with the convex
conjugate of a limiting Laplace transform of the random variables 1

n
κ(Yn).

3. We note that the unique zero assertion for I in the previous theorem is a
reformulation of the exponential decay result expressed in Theorem 1.1.

4. In Section 6, we conjecture that a similar LDP holds for the Jordan projection
λ : G → a+ in place of κ (see the definition of Jordan projection below).

REMARK 1.5. Let us also mention that if the Zariski closure of the semigroup
generated by the support of the measure μ is compact or unipotent, the conclusion
of this theorem is still valid. In this case the rate function I is degenerate, its
effective support DI := {x ∈ a | I (x) < ∞} equals {0} ⊂ a.

Coming back to the initial setting of norms of matrices, let V be a finite di-
mensional real vector space and recall that a subgroup � of GL(V ) is said to be
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completely reducible if V is a direct sum of �-irreducible subspaces. By the so-
called contraction principles for LDP’s, Theorem 1.3 (see also Theorem 3.4) yields
the following corollary.

COROLLARY 1.6. Let μ be a probability measure with finite exponential mo-
ment on GL(V ) and suppose that the group generated by the support of μ is com-
pletely reducible. Then the sequence of random variables 1

n
log‖Yn‖ satisfies an

LDP with a proper convex rate function I : R → [0,∞] having a unique zero at
the first Lyapunov exponent of μ.

We note that Remark 1.4 also applies to this corollary.
In the second part of this article, we study the effective support of the rate func-

tion I given by the previous theorem. By convexity of I , the effective support DI

is clearly a convex subset of a. Our second main result gives more information
on this set. One important feature is that when the support S of the probability
measure μ is a bounded subset of G, we show that the effective support of I is
identified with a set of deterministic construction depending only on S, namely the
joint spectrum J (S) of S, which we now describe: let G be a connected semisim-
ple linear Lie group as before. Denote by λ : G → a+ the Jordan projection of
G: for an element g ∈ G, if g = geghgu is the Jordan decomposition of g with ge

elliptic, gh hyperbolic and gu unipotent, then λ(g) is defined as κ(gh). Now let S

be a bounded subset of G and suppose that S generates a Zariski dense semigroup
in G. In [12], it is shown that both of the sequences 1

n
κ(Sn) and 1

n
λ(Sn) of subsets

of a+ converge in the Hausdorff topology to a convex body (i.e., compact, convex
subset with nonempty interior) in a+. This limit set is called the joint spectrum of
S (see [12]). In these terms, our second result reads as follows.

THEOREM 1.7. Let G be a connected semisimple linear Lie group and let μ

be a probability measure on G. Denote by S the support of μ and suppose that the
semigroup generated by S is Zariski dense in G. Let I be the rate function given
by Theorem 3.3. Then:

1. The effective support DI = {x ∈ a | I (x) < ∞} of I is a convex set with
nonempty interior. Moreover, if μ has a finite second-order moment, we have �λμ ∈
int(DI ).

2. If S is a bounded subset of G, then DI = J (S) and int(DI ) = int(J (S)).
3. If S is a finite subset of G, then DI = J (S).

REMARK 1.8. 1. Since DI has nonempty interior and I is convex, it follows
that I is locally Lipschitz (in particular continuous) on the interior of DI .

2. Convexity of I and the identification in 2. of the previous theorem allows us
to show the existence of certain limits in large deviation probabilities (see Corol-
lary 5.4) for sufficiently regular sets R ⊆ a.

3. In Section 5, we present an explicit example of a probability measure μ of
bounded support S such that DI �= J (S).



LARGE DEVIATION PRINCIPLE FOR RANDOM MATRIX PRODUCTS 1339

Let B be a bounded subset of the matrix algebra Mat(d,R) endowed with an
operator norm ‖·‖. Recall from [25] that (the logarithm of) the joint spectral radius
r(B) of B is the quantity limn→∞ supx∈Bn

1
n

log‖x‖. This limit exists by subaddi-
tivity and does not depend on the norm ‖ · ‖. This generalizes the usual notion of
spectral radius. Recall furthermore that the joint spectral subradius rsub(B) of B

is the quantity similarly defined by replacing sup by inf in the definition of r(B).
From the previous theorem and Corollary 1.6, we deduce the following.

COROLLARY 1.9. Let μ be a probability measure on GL(V ) such that the
group generated by its support is completely reducible and let I be the rate func-
tion given by Theorem 3.3 (as in Corollary 1.6). Then:

1. DI ⊆ R is an interval with nonempty interior. Moreover, if μ has a finite
second-order moment, then λ1 ∈ int(DI ), where λ1 is the first Lyapunov exponent
of μ.

2. If the support S of μ is a bounded subset of GL(V ), then DI =
[rsub(S), r(S)] and int(DI ) = (rsub(S), r(S)).

3. If S is a finite subset of G, then DI = [rsub(S), r(S)].
Finally, the following question remains unsettled:

QUESTION 1.10. Is the rate function I given by Theorem 1.3 strictly convex?

Some partial results have recently been obtained by Guivarc’h–Le Page [20]
using an analytic approach. We also note that a positive answer to this question
would be considerably stronger than the exponential decay result of Le Page (The-
orem 1.1) which itself may be considered to indicate that I is strictly convex at
least around the Lyapunov vector �λμ.

1.1. Overview of the argument. We now briefly sketch the proof of the exis-
tence of an LDP as claimed in Theorem 1.3. A key tool here will be the notion
of an (r, ε)-Schottky semigroup. For simplicity, we shall assume that the measure
μ is compactly supported. The general fact that we use to show the existence of
LDP is Theorem 3.15: we have to show that the equality Ili = Ils in that theorem
is satisfied.

To fix ideas, let us speculate that κ was an additive mapping [i.e., κ(gh) =
κ(g)+ κ(h)]. Then the equality Ili = Ils would follow rather easily from the inde-
pendence of random walk increments and uniform continuity of κ . Of course, κ is
not additive, but in fact a weaker form of additivity [i.e., ‖κ(gh)− κ(g)− κ(h)‖ is
uniformly bounded for all g,h ∈ supp(μ)] is sufficient to insure the desired equal-
ity. A key result of Benoist (see Theorem 2.15 and Proposition 3.11) shows that this
weak form of additivity is satisfied in any given (r, ε)-Schottky semigroup ([4]).
This already completes the proof in the case when μ is supported on such a semi-
group. For the general case, we need an argument showing that we can restrict the
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random walk on Schottky semigroups with no loss in the exponential rate of prob-
abilities involved. This is done by using, first a result of Abels–Margulis–Soifer
[1] about the ubiquity of proximal elements in Zariski dense semigroups (which
in turn uses a result of Benoist–Labourie [7] and Prasad [22]) together with the
uniform continuity of the Cartan projection, and second, a simple partitioning and
pigeonhole argument.

Abels–Margulis–Soifer show that for a Zariski dense semigroup � in G, there
exists r > 0 such that for every ε > 0, one can find a finite subset F ⊂ � with
the property that for all γ ∈ �, there exists f ∈ F such that γ.f is (r, ε)-proximal
(see Section 3). This allows one to see that (Lemma 3.7) if the Cartan projection
of the random walk hits a region of a+ at some step with some probability, after
a uniformly bounded number of steps, it will hit (r, ε)-proximal elements, whose
Cartan projection belong to a neighbourhood of that region, and this with almost
the same exponential rate of probability.

The next step in the proof consists in observing that one can further restrict
the random walk to a (r, ε)-Schottky semigroup, again keeping almost the same
exponential rate of probability (Corollary 3.10). By doing so, we reduce the sit-
uation to a random walk on a semigroup on which the Cartan projection κ(·) is
almost additive, and hence we can conclude as we mentioned in the beginning of
the argument.

1.2. Organization of the article. In Section 2, we review some basic proper-
ties of reductive groups over local fields and we note some variants of classical
results on (r, ε)-Schottky semigroups. These results will be essential in our later
arguments on large deviations. In Section 3, we give two precise versions of Theo-
rem 1.3 and prove the existence of the LDP. Section 4 is devoted to the proof of the
convexity of the rate function and other assertions of Theorem 3.4. In Section 5,
we give the precise version of Theorem 1.7 and prove it. Finally, in Section 6 we
collect some results on large deviations for Jordan projections, make a conjecture
and present some examples.

2. Preliminaries from (r, ε)-Schottky semigroups. We start by indicating
related definitions and results for linear transformations, we then note some basic
properties of linear reductive groups over local fields, and finally give relevant
definitions and some variants of results on (r, ε)-Schottky semigroups. We also
provide an example to illustrate some of the notions for the reader only interested
in matrices for the case of G = SL(d,R).

Let k be a local field (locally compact topological field with respect to a nondis-
crete topology), that is, k = R or C (Archimedean, characteristic zero case) or
a finite extension of Qp (non-Archimedean, characteristic zero case) or a finite
extension of Fp((T )) (non-Archimedean, positive characteristic case). When k is
Archimedean, we denote by |.| the usual absolute value on k. When k is non-
Archimedean, we denote O the ring of integers of k, m the maximal ideal of O,
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q the cardinality of the residue field and 	 a uniformizer of k, that is, a generator
of m. We denote by ν(·) the discrete valuation on k such that ν(	) = 1 and we
endow k with the ultra-metric norm |.| = q−ν(·).

Let V be a finite dimensional k-vector space, X = P(V ) its projective space.
If k is Archimedean, we endow V with a Euclidean norm ‖ · ‖, and if k is non-
Archimedean, we endow V with an ultra-metric sup-norm ‖·‖ associated to a basis
of V . We will work with the Fubini-Study metric on X: for x, y ∈ X, denoting
by vx and vy any two vectors in V projecting respectively on x and y, we have

d(x, y) := ‖vx∧vy‖
‖vx‖·‖vy‖ , where ‖ · ‖ also denotes the associated norm on

∧2 V . In the
sequel, we will also denote by the same ‖ · ‖, the operator norm on the k-linear
endomorphisms of V , associated to the norm ‖ · ‖ on V . Finally, for a metric space
(X,d), we denote by dH the corresponding Hausdorff distance on the set of subsets
of X.

2.1. Proximal transformations. The notion of proximality of a linear trans-
formation is related to an important contraction property of the dynamics of its
projective action. It is, for example, of essential use in the Tits’ original proof
of the Tits alternative in [28] through the so-called ping-pong lemma. It is also
in close relation to Furstenberg’s earlier (quasi-) projective transformations [15].
See Breuillard–Gelander’s [11] for a more detailed account and Quint’s [23] for a
generalization.

For g ∈ End(V ), denote by λ1(g) the spectral radius of g. An element g ∈
End(V ) is said to be proximal if it has a unique eigenvalue α such that |α| = λ1(g),
and this eigenvalue is simple (in particular, α ∈ k). Denote by x+

g , the element of
X corresponding to the one dimensional eigenspace corresponding to α. Let v+

g be
a vector of norm 1 on this line, and V <

g the supplementary g-invariant hyperplane,
and put X<

g := P(V <
g ) ⊂ X.

The following definition singles out special proximal elements: let 0 < ε ≤ r

and set bε
g := {x ∈ X | d(x, x+

g ) ≤ ε} and Bε
g := {x ∈ X | d(x,X<

g ) ≥ ε}.
DEFINITION 2.1 ([1], [3]). Let 0 < ε ≤ r . An element g ∈ End(V ) is said

to be (r, ε)-proximal, if d(x+
g ,X<

g ) ≥ 2r , g(Bε
g) ⊂ bε

g , and g|Bε
g

is an ε-Lipschitz
mapping.

REMARK 2.2. 1. The notion of an (r, ε)-proximal transformation, as well as
the numbers 0 < ε ≤ r depend on the choice of the norm on V .

2. Nevertheless, it is not hard to see that for every proximal transformation g

and for any choice of norm on V , there exists r > 0 such that for all k ∈ N large
enough, gk is (r, εk)-proximal with εk −→ 0 as k → ∞.

2.2. Two properties of (r, ε)-proximal transformations. The following lemma
says that for ε > 0 small enough, the spectral radius of an (r, ε)-proximal transfor-
mation can be controlled by the operator norm of this transformation:
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LEMMA 2.3. Let V be a finite dimensional k-vector space and 0 <

ε ≤ r . Then there exist constants cr,ε ∈ ]0,1[ such that, for each r > 0, we have
limε→0 cr,ε = 2r , and for every (r, ε)-proximal endomorphism g of V , we have

cr,ε‖g‖ ≤ λ1(g) ≤ ‖g‖.
PROOF. One notes that if (gk)k∈N is a convergent sequence of (r, εk)-proximal

transformations such that for all k ∈ N, ‖gk‖ = 1 and εk −→ 0 as k → ∞, then
limk→∞ gk = αp, where α is a positive constant and p is a projection satisfying—
denoting by vp a nonzero vector in its image, xp ∈ P(V ) its projective image,
and by Xp ⊂ P(V ) the projective image of kerp − d(xp,Xp) ≥ 2r [note also
that the definition of an (r, ε)-proximal transformation implies that r ≤ 1

2 ]. Since
‖αp‖ = 1, it follows by elementary computations that we have α ≥ 2r , and the
conclusion of lemma results from the compactness of the set of (r, ε)-proximal
transformations of norm 1 and continuity of the application λ1(·). �

The following important proposition is a direct consequence of Lemma 1.4. in
Benoist’s [6] (see also Proposition 6.4. in [3]). It says that one can have a fairly
good control over the spectral radii of the products of (r, ε)-proximal elements in
terms of the spectral radii of the factors, given that the successive factors satisfy a
natural geometric condition.

PROPOSITION 2.4. For all real numbers 0 < ε ≤ r , there exist positive
constants Dr and Dr,ε > 0 with the property that for each r > 0, we have
limε→0 Dr,ε = Dr and such that if g1, . . . , gl are (r, ε)-proximal linear transfor-
mations of V satisfying (putting gl = g0) d(x+

gj−1
,X<

gj
) ≥ 6r , for all j = 1, . . . , l,

then for all n1, . . . , nl ≥ 1, the linear transformation g = g
nl

l . . . g
n1
1 is (2r,2ε)-

proximal, and

D−l
r,ε ≤ λ1(g

nl

l . . . g
n1
1 )

λ1(gl)nl . . . λ1(g1)n1
≤ Dl

r,ε.

This proposition partly motivates the following definitions which will be of im-
portant use to us in the sequel (see also Definition 1.7 in [6]).

DEFINITION 2.5. 1. A subset E of GL(V ) is called a (r, ε)-Schottky family
if:

a. for all γ ∈ E, γ is (r, ε)-proximal, and
b. d(x+

γ ,X<
γ ′) ≥ 6r , for all γ, γ ′ ∈ E.

2. Let E ⊂ GL(V ) be a subset consisting of proximal elements and a ≥ 0 be a
real number. We say that the set E is a-narrow in P(V ), if there exists a subset Y

of P(V ) of diameter less than a such that for each γ ∈ E, we have x+
γ ∈ Y , and for

every γ, γ ′ ∈ E, we have dH (X<
γ ,X<

γ ′) < a.
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REMARK 2.6. Note that, by definition, a Schottky family [i.e., (r, ε)-Schottky
family, for some r ≥ ε > 0] cannot contain an element g ∈ GL(V ) and its inverse
g−1 at the same time.

The notion of proximality is related to only one special direction of the action
of a linear transformation. We would like to have an equivalent property for the
other/all eigenvalues and eigendirections. This property is reflected in the notion
of a θ -proximal element, which we shall shortly define.

2.3. Connected reductive groups. Let k be a local field, G a connected reduc-
tive algebraic group defined over k. Set G = G(k) and equip G with its natural
locally compact topology.

Fix a maximal k-split torus A of G. Let Z be the centralizer of A in G and S be
the derived k-subgroup of G. Denote by d the k-rank of G and by dS that of S. Let
Z, A, S, G be the groups of k-points of Z, A, S, G, respectively.

Let X(A) denote the set of rational characters of A (it is a free Z-module of
rank d), set a∗ = X(A) ⊗Z R, and let a denote the dual R-vector space of a∗.
There exists a unique morphism, that we denote by log, log : Z → a extending the
natural morphism from A → a (see [8] 7.1.). For any χ ∈ X(A), denote by χ , the
unique element of a∗ such that |χ(·)| = exp(χ(log(·))). In case k = R, a is the Lie
algebra of A, log is the usual logarithm mapping (inverse of the exponential map
on a), and χ is the differential of χ ∈ X(A).

2.3.1. Roots, Weyl chambers. Let 
 be a root system of the pair (G,A), that
is, it is the set of nontrivial weights of the adjoint representation of A in the Lie
algebra of G. Choose a set of positive roots 
+ in 
, and let � = {α1, . . . , αdS

}
be the simple roots in 
+. The set 
 = {α ∈ a∗ | α ∈ 
} is a root system in a∗ and
� = {α | α ∈ �} is a basis of this root system. Let W denote the Weyl group of
this root system, put a+ := {x ∈ a | ∀α ∈ 
+, α(x) ≥ 0} the closed Weyl chamber
of a associated to the choice of 
+, and set Z+ = log−1(a+) ⊂ Z. Similarly,
let a++ := {x ∈ a | ∀α ∈ 
+, α(x) > 0} be the open Weyl chamber associated to
�+. The choice of 
+ also induces a partial order on X(A): for χ1, χ2 in X(A),
χ1 ≥ χ2 if and only if χ1(x) ≥ χ2(x) for all x ∈ a+.

We denote by aC the subspace of a consisting of fixed points of the Weyl group
W , and by aS , the unique W -stable supplementary subspace of aC . We fix a W -
invariant scalar product on a, and denote by (ω1, . . . ,ωdS

) fundamental weights
of (
,�), satisfying ωi|aC

≡ 0 for each i = 1, . . . , dS . These are elements of a∗

satisfying 2〈ωi,αj 〉
〈αj ,αj 〉 = δij for all i, j = 1, . . . , dS . Finally, fix a subset XC of X(Z)

(set of characters of Z), such that XC = {α | α ∈ XC} is a basis of a∗
C (subspace of

W -fixed points of a∗).
For a subset θ of �, denote by θc, the set � \ θ . Put aθ = ⋂

α∈θc kerα, a+
θ =

aθ ∩ a+, and set a++
θ = a

+
θ \ (

⋃
τ�θ a

+
τ ). The elements of the collection (a+

θ )θ⊂�
are the faces of the convex polytope a+. One notes that a� = a and a∅ is the
subspace of a spanned by XC .
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2.3.2. Cartan and Jordan projections. Let K be a maximal compact sub-
group of G such that one has the Cartan decomposition G = KZ+K . When k
is Archimedean, K can be taken as the maximal compact subgroup whose Lie al-
gebra is orthogonal to that of A for the Killing form. For the non-Archimedean
case; see [13]. In the KZ+K factorization of an element g ∈ G, the middle factor
is uniquely defined. This allows us to define the Cartan projection κ : G → a+ by
requiring that for every g ∈ G, g ∈ K log−1(κ(g))K . It is a proper continuous map
on G.

In case k = R or C, every element g ∈ G admits a unique factorization into
commuting elements as g = geghgu, where ge is an elliptic, gh is an hyperbolic
and gu is a unipotent element. This is called the Jordan decomposition of g. The
Jordan projection λ : G → a+ is defined as λ(g) = log(zg), where zg is the unique
element of Z+ such that gh is conjugated to zg . When k is non-Archimedean, such
a decomposition still exists, but up to passing to a finite power of g, that is, there
exists n ≥ 1, such that gn = geghgu, where gh is semisimple with eigenvalues in
	Z (	 is the uniformizer of k). The element gh is conjugated to a unique element
zg of Zg , and we set λ(g) = 1

n
log(zg). This does not depend on n.

2.3.3. Representations. Let (V ,ρ) be a k-rational representation of G. The
weights of (V ,ρ) are the characters χ ∈ X(A) such that the associated weight
space Vχ = {v ∈ V | ∀a ∈ A,ρ(a)v = χ(a)v} is nontrivial. If (V ,ρ) is an irre-
ducible k-rational representation, then the set of weights of (V ,ρ) admits a maxi-
mal element χρ [for the partial order on X(A) induced by a+], called the highest
weight of (V ,ρ). The irreducible representation (V ,ρ) is said to be proximal, if
dim(Vχρ ) = 1.

For the remaining part of this article, we fix the family of representations given
by the next lemma. We shall refer to them as distinguished representations.

LEMMA 2.7 (Tits [27]). Let G be as before. For each i = 1, . . . , dS , there
exists a proximal irreducible k-rational representation (Vi, ρi) with highest weight
χi such that χi is a multiple of the fundamental weight ωi .

We note that for i = 1, . . . , dS , all the other weights of (Vi, ρi) consist of (χi −
αi)’s and others of the form χi −αi −∑

β∈� nββ where nβ ∈N. As a consequence,
for all g ∈ G and i = 1, . . . , dS , ρi(g) is a proximal linear transformation of Vi if
and only if αi(λ(g)) > 0. We also note that the mapping a → (χ1(a), . . . , χd(a)),
where {χdS+1, . . . , χd} = XC are the central weights, is an isomorphism of real
vector spaces a →Rd .

For i = 1, . . . , dS , we will also fix the norms ‖ · ‖i on Vi ’s, given by the next
lemma.

LEMMA 2.8 ([8]). Let G be as before and let (V ,ρ) be an irreducible k-
rational representation of G. Let χρ be the highest weight of (V ,ρ). Then there
exists a norm ‖ · ‖ on V such that for all g ∈ G, we have:
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1. ‖ρ(g)‖ = exp(χ(κ(g)))

2. λ1(ρ(g)) = exp(χ(λ(g))).

We note that 2. does not depend on the norm and follows by definitions, and that
the norm ‖ · ‖ is Euclidean if k = R or C, and ultra-metric if k is non-Archimedean
(see 7.4.1. in [8]).

Lemma 2.7 and Lemma 2.8 allow us to control the Cartan and Jordan projec-
tion of an element g ∈ G by looking at the image of g by these projections with the
central weights and g’s operator norm and spectral radius in the distinguished rep-
resentations. We now see a first useful corollary of these two lemmata. We include
its proof to illustrate their use.

COROLLARY 2.9 (Uniform continuity of Cartan projection). Let G be as be-
fore and κ : G → a+ be a Cartan projection of G. For every compact subset L

of G, there exists a compact subset M of a such that for every g ∈ G, we have
κ(LgL) ⊆ κ(g) + M .

PROOF. By the paragraph following Lemma 2.7, it suffices to show that
there exists a constant D ≥ 0 such that for every l1, l2 ∈ L and for every χ ∈
{χ1, . . . , χd}, we have

(2.1)
∣∣χ(

κ(l1gl2)
) − χ

(
κ(g)

)∣∣ ≤ D.

Set L−1 = {l−1 | l ∈ L}, C = maxl∈L∪L−1 maxi=1,...,d |χi(κ(l))|, D = 2C and
let l1, l2 be in L.

Then, for each central weight χ (i.e., χ = χi such that dS +1 ≤ i ≤ d), we have
χ(κ(l1gl2)) = χ(κ(l1)) + χ(κ(g)) + χ(κ(l2)), so that (2.1) is clearly satisfied.

Let now χ be the highest weight of a distinguished representation (V ,ρ). By
Lemma 2.8, for all h ∈ G, we have χ(κ(h)) = log‖ρ(h)‖. Then, since by submul-
tiplicativity of the associated operator norms, for all x, y,u ∈ GL(V ) for a normed
vector space V , one has ‖x−1‖−1 · ‖y−1‖−1 · ‖u‖ ≤ ‖xuy‖ ≤ ‖x‖ · ‖u‖ · ‖y‖, we
get

χ
(
κ(g)

) − 2C ≤ χ
(
κ(l1gl2)

) ≤ χ
(
κ(g)

) + 2C

and the result follows. �

EXAMPLE. If one takes G = SLd(R), then we can write a = {(α1, . . . , αd) ∈
Rd | ∑

αi = 0}, a+ = {(α1, . . . , αd) | α1 ≥ · · · ≥ αd}, a++ = {(α1, . . . , αd)| α1 >

α2 . . . > αd} and K = SOd(R). The Cartan projection κ(·) associates to an ele-
ment g of SLd(R), the element of a consisting of the logarithms of the diagonal
entries of the matrix A in KAK decomposition of g, that is, it is the vector of
logarithms of the singular values of g placed in decreasing order. Similarly, Jordan
projection λ(·) associates to g, the logarithms of the modules of eigenvalues of g

in decreasing order.
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As examples of characters on A = exp(a) (elements of A are seen as diago-
nal matrices), we can exhibit Li ’s for i = 1, . . . , d , defined by Li(diag(a1, . . . ,

ad)) = ai . The set of roots are the weights of the Ad representation of SL(d,R),
that is, R = { Li

Lj
| i �= j}. For our choice of a+, the positive roots are 
+ = { Li

Lj
|

i < j} and the set of simple roots � = { Li

Li+1
| i = 1, . . . , d −1}. On a, we have, for

example, ( Li

Lj
)(x1, . . . , xd) = xi −xj . The fundamental weights are ωi = ∏i

j=1 Lj .
Some examples of proximal irreducible representations are σ1 = id or, more

generally, σi : SL(Rd) −→ SL(
∧i Rd) where σi(g) := ∧i g for i = 1, . . . , d − 1.

These are also the fundamental representations, meaning that their highest weights
are the fundamental weights ωi’s. The partial ordering corresponding to the choice
of a+ on the set of characters of A is simply described as: for χ1, χ2 : AG →
]0,∞[, we have χ1 ≥ χ2 ⇐⇒ χ1(a) ≥ χ2(a) for all a ∈ A+ = exp(a+).

2.4. θ -proximal elements. Let (Vi, ρi) be the distinguished representations of
G for i = 1, . . . , dS . For each g ∈ G, set θg = {αi ∈ � | ρi(g) is a proximal linear
transformation of Vi}. By the paragraph following Lemma 2.7 and by definition of
a++ for a subset θ ⊆ � (see 2.9.1), θg is characterized by saying λ(g) ∈ a

++
θg

.

DEFINITION 2.10 (Benoist [4]). 1. Let θ ⊆ �. An element g ∈ G is said to be
θ -proximal if for each αi ∈ θ , ρi(g) is proximal.

2. Let 0 < ε ≤ r and θ ⊆ �. An element g ∈ G is said to be (θ, r, ε)-proximal,
if for each αi ∈ θ , ρi(g) is (r, ε)-proximal as a linear transformation of Vi .

When θ = �, we say that g is k-regular or proximal. One notes from the def-
initions that a+

θ is increasing in θ for inclusion partial orders. Again following
Benoist [4], we also set the following.

DEFINITION 2.11. Let θ ⊆ �. We say that a sub-semigroup � is of type θ , if
θ is the smallest subset of � such that {λ(g) | g ∈ �} ⊆ a

+
θ .

If � is of type θ , we will sometimes denote θ = θ� . Note that θ� is also char-
acterized by saying that for each αi ∈ �, there exists g ∈ � such that ρi(g) is
proximal. In other words, θ� = ⋃

g∈� θg .
For a Zariski dense semigroup � in G, we have the following useful character-

ization of θ� .

LEMMA 2.12 ([4]). αi ∈ θ� if and only if αi(κ(�)) is unbounded.

REMARK 2.13. 1. In particular, θ� = ∅ if and only if � is bounded modulo
the centre of G.

2. In case k =R, for a Zariski dense semigroup � in G, it follows by Goldsheid–
Margulis [17] and Benoist–Labourie [7] (see also Prasad [22]) that θ� = �. This
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is clearly not true for an arbitrary local field: indeed, for � = SL(n,Zp) and G =
SL(n,Qp), we have θ� =∅.

2.5. Two properties of (θ, r, ε)-proximal elements. We now state the multidi-
mensional counterparts of Lemma 2.3 and Proposition 2.4. We give a proof of the
following lemma (see Lemma 4.5. in [4]) to illustrate the use of previous defini-
tions.

PROPOSITION 2.14. Let G be as before and let � be a Zariski-dense semi-
group in G. Let r > 0 be a constant. Then there exists a compact set Mr ⊂ a

such that for every r ≥ ε > 0, there exists a compact set M(r,ε) in a satisfying
limε→0 M(r,ε) ⊆ Mr (Hausdorff convergence), and such that for every (θ�, r, ε)-
proximal element g of �, we have λ(g) − κ(g) ∈ M(r,ε).

PROOF. The statement is obvious if θ� = ∅ by Lemma 2.12. If not, by the
same lemma, choose C ≥ 0 such that for every αi ∈ θc

� , |αi(κ(�))| ≤ C. On
the other hand, by Lemma 2.3, there exists a constant Cr such that for every
r ≥ ε ≥ 0, there exist constants C(r,ε) satisfying limε→0 C(r,ε) = Cr and such
that, by Lemma 2.8, for each αi ∈ θ� and all (θ�, r, ε)-proximal element g of �,
|χi(κ(g))−χi(λ(g))| ≤ C(r,ε). Finally, note that for every central weight χ ∈ XC ,
we have χ(κ(g)) = χ(λ(g)).

Now the result follows since {α,χi,χ | α ∈ θc
�,αi ∈ θ�,χ ∈ XC} is a basis

of a∗. �

We also have the following important counterpart of Proposition 2.4. It is proved
from this proposition using Lemma 2.12, Lemma 2.8 as in the proof of the previous
proposition.

THEOREM 2.15 (Benoist [3], [4]). Let G be the group of k-points of a con-
nected reductive algebraic group defined over k and let � be a Zariski dense semi-
group in G. For every r ≥ ε > 0, there exist compact sets Nr and N(r,ε) in a, such
that for each r > 0, we have a Hausdorff convergence limε→0 N(r,ε) ⊆ Nr , and
such that if g1, . . . , gl are (θ�, r, ε)-proximal elements of � having the property
that (noting g0 = gl) d(x+

ρi(gj ),X
<
ρi(gj+1)

) ≥ 6r for all j = 0, . . . , l − 1 and for all

i = 1, . . . , d , then we have that for all n1, . . . , nl ≥ 1, the element g = g
nl

l . . . g
n1
1

is (θ�,2r,2ε)-proximal, and satisfies

λ
(
g

nl

l . . . g
n1
1

) −
l∑

i=1

niλ(gi) ∈ l.N(r,ε) ∩ aθ� .

Motivated by this result, analogously to Definition 2.5, we single out the fol-
lowing.
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DEFINITION 2.16. 1. Let G be as above, r ≥ ε > 0 be given constants and
let θ ⊆ �. A subset E of G is said to be an (θ, r, ε)-Schottky family, if for each
αi ∈ θ , ρi(E) is a (r, ε)-Schottky family.

2. A subset E of G consisting of θ -proximal elements is said to be a-narrow, if
for each αi ∈ θ , ρi(E) is a-narrow in P(Vi).

2.6. Abels–Margulis–Soifer.

LEMMA 2.17 (Simultaneous proximality, Lemma 5.15 [1]). Let G be as be-
fore and � be a Zariski dense semigroup in G. Then � contains a θ�-proximal
element.

The following important finiteness result of Abels–Margulis–Soifer [1] is a
considerable refinement of the previous lemma. It says that in a Zariski dense
semigroup � of G, for some r > 0, one can effectively generate many (θ�, r, ε)-
proximal elements. It will be of crucial use in our considerations. We also note
that our Lemma 4.1 is inspired by the proof of this theorem, for which we refer the
reader to the original [1] or for another treatment, to Benoist’s [5], [4] or Quint’s
[24].

THEOREM 2.18 (Abels–Margulis–Soifer [1]). Let G and � be as before. Then
there exists 0 < r = r(�) such that for all 0 < ε ≤ r , there exists a finite subset F

of � with the property that for every γ ∈ G, there exists f ∈ F such that γf is
(θ�, r, ε)-proximal.

REMARK 2.19. 1. While dealing with the probability measures of uncount-
able support, we will use the following immediate extension of this result: there
exists 0 < r = r(�) such that for all 0 < ε ≤ r , we can find a finite subset F of �

and bounded neighbourhoods Vf in G of each f ∈ F , with the property that for
each γ ∈ G, there exist a neighbourhood Uγ of γ in G, and f ∈ F such that for
all f ′ ∈ Vf and γ ′ ∈ Uγ , γ ′f ′ is (θ�, r, ε)-proximal. Indeed, this extension readily
follows by: 1. The set of proximal elements in G is open in G. 2. The attracting di-
rection x+

g ∈ P(V ) and the repulsive hyperplane X<
g ⊂ P(V ) depend continuously

on g ∈ GL(V ), where V is a finite dimensional vector space.
2. Up to enlarging r(�) given by the previous theorem, we will denote by the

same r(�) > 0, the constant given by 1. This should not cause any confusion.

3. Existence of LDP. This section is devoted to the proof of existence of LDP
for the sequence 1

n
κ(Yn) of random variables (i.e., existence of a rate function

I : a → [0,∞] as in Definition 1.2). We first recall our setting and give more
precise versions of Theorem 1.3 of the Introduction.
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3.1. Statement of results. Given a probability measure μ on G (endowed with
its Borel σ -algebra), Yn denotes the nth-step of the left μ-random walk, that
is, Yn = Xn, . . . ,X1, where the random walk increments Xi’s are G-valued in-
dependent random variables with distribution μ, defined on a probability space
(�,F,P), henceforth fixed. Note that since the distributions of left and right ran-
dom walks are the same, for the results of this article, the choice of left random
walk is only a matter of convenience.

Our first Theorem 3.3 is a variant of Theorem 1.3: in this first result, we do
not assume any moment condition on the probability measure μ, in turn we have
a slightly weaker conclusion. Namely, we obtain a weak LDP which we describe
now (for more details see [14]).

In Definition 1.2, a LDP with a rate function I for a sequence of random vari-
ables Zn [in our case, to be thought of as 1

n
κ(Yn)] with values in a topological

space X, can be reformulated as saying:

1. (Upper bound) For any closed set F ⊂ X, lim supn→∞ 1
n

logP(Zn ∈ F) ≤
− inf I (x)x∈F .

2. (Lower bound) For any open set O ⊂ X, lim infn→∞ 1
n

logP(Zn ∈ O) ≥
− inf I (x)x∈O .

The definition of a weak LDP is a slight weakening of the upper bound in the
previous reformulation and it is the following.

DEFINITION 3.1. A sequence of X-valued random variables Zn is said to
satisfy a weak LDP with a rate function I : X → [0,∞] if the upper bound 1.
(above) holds for all compact sets and the lower bound 2. holds the same, for all
open sets in X.

In passing, we note the following.

REMARK 3.2. If X is locally compact or a polish space and a sequence of
random variables Zn on X satisfies a weak LDP with a rate function I , then I is
unique.

With this definition, our first result reads as follows.

THEOREM 3.3. Let k be a local field and let G be the group of k-points of a
connected reductive algebraic group defined over k. Let μ be a probability measure
on G and suppose that its support generates a Zariski dense sub-semigroup in G.
Then the sequence of a+-valued random variables 1

n
κ(Yn) satisfies a weak LDP

with a convex rate function I : a+ → [0,∞].
The content of the next theorem is that under some moment hypotheses on μ,

one can strengthen the weak LDP of the previous theorem to a (full) LDP with a
proper rate function, for which we can write an alternative expression.
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Recall that a probability measure μ on G is said to have a finite exponential
moment if there exists c > 0 such that

∫
ec‖κ(g)‖μ(dg) < ∞, where ‖ · ‖ is an

arbitrary norm on a. We shall say that μ has a strong exponential moment, if∫
ec‖κ(g)‖μ(dg) < ∞ for all c > 0. This is clearly satisfied if μ is of bounded

support. Moreover, define the limit Laplace transform of the sequence 1
n
κ(Yn) as

�(λ) = lim sup
n→∞

1

n
logE

[
eλ(κ(Yn))].

In these terms, we have the following.

THEOREM 3.4. Let G and μ be as in Theorem 3.3. Suppose moreover that μ

has a finite exponential moment. Then, for the sequence 1
n
κ(Yn) of random vari-

ables, a (full) LDP exists with a proper convex rate function I : a+ → [0,∞].
Furthermore, if μ has a strong exponential moment, then we can identify I with
the Legendre transform of �, that is, for all x ∈ a, we have I (x) = supλ∈a∗(λ(x)−
�(λ)).

REMARK 3.5. We observe in the previous theorems that if the support of the
measure μ instead generates a semigroup which is Zariski dense in a compact
or unipotent subgroup of G, then it is still true that the LDP holds with the rate
function I which takes the value 1 on 0 ∈ a and ∞ elsewhere.

REMARK 3.6. For g ∈ G, denote by τg the automorphism conjugation by g

and denote by τg∗μ the push-forward of a probability measure μ on G by τg . De-
note also by Iμ the corresponding rate function of LDP given by Theorem 3.3.
Then, for every g ∈ G, we have Iμ = Iτg∗μ. This also follows easily from Corol-
lary 2.9 using the definition of I in Theorem 3.15.

In the rest of this section, we prove the existence of weak LDP statement of The-
orem 3.3. The convexity of the rate function and other assertions of Theorem 3.4
are proved in Section 4.

3.2. Restricting the random walk to Schottky families. The following first
lemma relies on Theorem 2.18 and the uniform continuity of Cartan projections
(Corollary 2.9). It says that if at some step, the Cartan projection of the walk hits
a certain region of the Weyl chamber with a certain probability, then after some
bounded number of steps, it will hit proximal elements whose Cartan projection is
close to that region, and this will happen with a probability that is proportionally
not arbitrarily small.

LEMMA 3.7. Let 0 < ε < r = r(�). There exist a compact set C = C(�, ε) ⊂
a, a natural number i0 = i0(ε,�,μ) and a constant d1 = d1(ε,�,μ) > 0 such that
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for all n0 ∈N and R ⊂ a+, there exists a natural number n1 ≥ n0 with n1 −n0 ≤ i0
such that we have

P
(
κ(Yn1) ∈ R + C and Yn1 is (θ�, r, ε)-proximal

) ≥ d1.P
(
κ(Yn0) ∈ R

)
.

PROOF. Let F = F(r, ε) denote the finite subset of � given by Theorem 2.18
and Vf denote the neighbourhoods in G of elements f of F given by Remark 2.19.

Fix i0 ∈ N such that F ⊂ ⋃i0
i=1 supp(μ∗i), this is indeed possible since supp(μ)

generates � ⊃ F . Denote F = {f1, . . . , f|F |} and using Remark 2.19, define a cov-
ering of � by the subsets �i := {g ∈ � | gf ′

i is(θ�, r, ε)-proximal for everyf ′
i ∈

Vfi
} for i = 1, . . . , |F |. Fix numbers k1, . . . , k|F | ≤ i0 such that μ∗ki (Vfi

) =: αi >

0, where this latter inequality is strict by definition of support of a probability
measure, here μ∗ki ’s. Then, since �i ’s cover �, we have

P
(
κ(Yn0) ∈ R

) ≤
|F |∑
j=1

P
(
Yn0 ∈ �j ∩ κ−1(R)

)

so that there exists j0 ∈ {1, . . . , |F |} such that

P
(
Yn0 ∈ �j0 ∩ κ−1(R)

) ≥ P(κ(Yn0) ∈ R)

|F | .

Now, as |F | is finite and Vfi
’s are bounded, the set

⋃|F |
i=1 V fi

is a compact set
in G, and denote by C the compact subset M of a given by Corollary 2.9, in
which we take L = ⋃|F |

i=1 V fi
. Therefore, by this lemma, for every g ∈ � such that

κ(g) ∈ R and for all f ′ ∈ ⋃|F |
i=1 V fi

, we have κ(gf ′) ∈ R + C. Then, it follows by
the independence of the random walk increments that

P
(
κ(Yn0+kj0

) ∈ R + C and Yn0+kj0
is (θ�, r, ε)-proximal

)
≥ P

(
Xn0+kj0

. . . .Xkj0+1 ∈ �j0 ∩ κ−1(R) and Xkj0
. . . .X1 ∈ Vfj0

)
= P

(
Yn0 ∈ �j0 ∩ κ−1(R)

)
.P(Ykj0

∈ Vfj0
) ≥ P(κ(Yn0) ∈ R)

|F | .αj0 .

Now, putting n1 := n0 + kj0 ≤ n0 + i0 and α0 := mink=1,...,|F | αk > 0, we have

P
(
κ(Yn1) ∈ R + C and Yn1 is (θ�, r, ε)-proximal

) ≥ d1P
(
κ(Yn0) ∈ R

)
,

where we have put d1 = α0|F | = d1(ε,μ,�). �

The next lemma is an obvious observation on the relation between narrowness
and (θ, r, ε)-Schottky properties of a set of proximal elements. It will prove to be
useful in our considerations together with the lemma following it. In its proof and
in what follows, recall that � stands for the set of simple roots α1, . . . , αdS

of G

and for each αi ∈ �, (ρi,Vi) is the corresponding distinguished representation of
G (given by Lemma 2.7).
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LEMMA 3.8. Let ε and r be two real numbers such that 0 < 6ε ≤ r and let θ

be a nonempty subset of �. Then a r-narrow set E of (θ, r, ε)-proximal elements
in G is a (θ, r1, ε)-Schottky family, where we can take r1 = r

6 .

PROOF. Observe first that, by definition, if γ is (θ, r, ε)-proximal, then γ

is also (θ, r1, ε1)-proximal for all r1 ≤ r and ε1 ≥ ε such that r1 ≥ ε1. There-
fore, to prove the lemma, one just notes that for all γ , γ ′ ∈ E and αi ∈ θ , since
d(x+

ρi(γ ),X
<
ρi(γ )) ≥ 2r and d(x+

ρi(γ ), x
+
ρi(γ

′)) < r , we have d(x+
ρi(γ ),X

<
ρi(γ

′)) ≥ 2r −
r = r . Hence putting r1 = r

6 we have by hypothesis, r1 ≥ ε and d(x+
ρi(γ ),X

<
ρi(γ

′)) ≥
6r1 as in the definition of a (θ, r1, ε)-Schottky family. �

We shall now proceed with the following lemma, which is a consequence of
the compactness of projective spaces of Vi ’s. We will put it to good use on two
occasions; once, together with Lemma 3.8 to obtain a useful corollary, and once in
the proof of convexity.

LEMMA 3.9. Let r ≥ ε > 0 and a positive constant a be given. Let θ be a
nonempty subset of �. Then there exists a strictly positive constant d2 = d2(a)

such that for every subset E of G consisting of (θ, r, ε)-proximal elements, and
for all n ∈ N, there exists an a-narrow subset En of E such that, we have P(Yn ∈
En) ≥ d2P(Yn ∈ E).

PROOF. Indeed, for each αi ∈ θ , by compactness of P(Vi), we can choose
a partition Y i

1, . . . , Y i
si

of P(Vi) with diam(Y i
j ) < a and where si = si(a). Sim-

ilarly, we can find hyperplanes Hi
1, . . . ,H

i
ti

in Vi with ti = ti(a), and with the
property that—denoting by Zi

j the a-neighbourhood of Hi
j in P(Vi)—the projec-

tion P(H) of any given hyperplane H of Vi is contained in one of Zi
j ’s. Up to

re-indexing αi’s, write θ = {α1, . . . , αc} for some integer 1 ≤ c ≤ dS . Let i, j de-
note multi-indices of the form i = (i1, . . . , ic) and j = (j1, . . . , jc) where, for each
k = 1, . . . , c, ik ∈ {1, . . . , sk} and jk ∈ {1, . . . , tk}. Now let E ⊂ � be given as in

the statement and for multi-indices i, j , denote by E
j

i the following subset of E:

E
j

i := {
γ ∈ E | x+

ρk(γ ) ∈ Y k
ik

and X<
ρk(γ ) ⊂ Zk

jk

}
.

By the choice of Y i
j ’s and Zi

j ’s, the family E
j

i covers E and we thus have for every
n ∈ N,

P(Yn ∈ E) ≤ ∑
i,j

P
(
Yn ∈ E

j

i

)
.

It follows that for every n ∈ N, there exist at least two multi-indices i0 and j
0

such that P(Yn ∈ E
j

0
i0

) ≥ P(Yn∈E)
s1...sct1...tc

. Hence, putting d2 = d2(a) = 1
s1...sct1...tc

and

En = E
j

0
i0

, we have the result of the lemma. �



LARGE DEVIATION PRINCIPLE FOR RANDOM MATRIX PRODUCTS 1353

COROLLARY 3.10. Let r and ε be two real numbers with r ≥ 6ε > 0 and let
θ ⊆ �. Then there exists a constant d3 = d3(r) > 0 such that for every subset E

of G consisting of (θ, r, ε)-proximal elements and for all n ∈ N, there exists an
(θ, r1, ε)-Schottky family En ⊂ E with r1 ≥ r

6 ≥ ε and such that P(Yn ∈ En) ≥
d3.P(Yn ∈ E).

PROOF. If θ = ∅ the statement is trivial; if not, choose a = r in Lemma 3.9
and apply Lemma 3.8. �

3.3. Cartan projections of powers of Schottky families. The next proposition
says that the images in a+ of the Cartan projections of the nth-power of an (θ, r, ε)-
Schottky family in � is contained, up to compact perturbation, in the n-dilation of
the images in a+ of the Cartan projections of that family. It follows from Benoist’s
Lemma 2.12, Proposition 2.14 and Theorem 2.15.

PROPOSITION 3.11. There exists a compact subset K of a, depending on r ,
ε and �, with the property that for every (θ�, r, ε)-Schottky family E in � and
n ∈ N, we have κ(En) ⊂ n.(co(κ(E)) + K), where En := {γ1, . . . , γn | γi ∈ E},
κ(E) := {κ(γ ) | γ ∈ E}, κ(E) + K := {x + k | x ∈ κ(E), k ∈ K} and co(·) stands
for the convex hull.

PROOF. We first note that the statement is clear if θ� = ∅. Indeed, in this
case, by Lemma 2.12, for each i = 1, . . . , dS , αi(κ(�)) is bounded. On the other
hand, for all central weight χ ∈ XC and g,h ∈ G, we have χ(κ(gh)) = χ(κ(g))+
χ(κ(h)) and the statement follows since � ∪ XC is a basis of a∗.

Now suppose that θ� �= ∅ and let g1, . . . , gn ∈ E. It follows by definition of
a (θ�, r, ε)-Schottky family and Theorem 2.15 that for every n ≥ 1, the product
g1, . . . , gn is (θ�,2r,2ε)-proximal. Now let N = N(r,ε) be the compact subset of a
given by Theorem 2.15 and let M = M(2r,2ε) be the compact subset of a given by
Proposition 2.14. Rewrite the difference κ(g1, . . . , gn) − ∑n

i=1 κ(gi) as

(
κ(g1, . . . , gn) − λ(g1, . . . , gn)

) +
(
λ(g1, . . . , gn)

−
n∑

i=1

λ(gi)

)
+

(
n∑

i=1

(
λ(gi) − κ(gi)

))
.

In this expression, observe that the first term belongs to M by Proposition 2.14
and the above remark, the second term belongs to n.N by Theorem 2.15, and
the third term belongs to n.co(M) by Proposition 2.14. Now the statement of our
proposition easily follows: denote by M−1 the set {−x | x ∈ M} and put M̃ =
co(M−1 ∪ M). Finally, set K = 2.M̃ + N and observe that by above, we have
κ(g1, . . . , gn) ∈ ∑n

i=1 κ(gi) + n.K proving the statement. �
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3.4. Controlling deviations in bounded steps. For later convenient use, we sin-
gle out the following topological notion and note two obvious facts about it in the
following lemma.

DEFINITION 3.12. Let X be a topological space and O1 ⊂ O2 two open sub-
sets of X. We say that O1 is super-strictly contained in O2 if O1 ⊆ O2.

LEMMA 3.13. 1. Let V be a finite dimensional real normed vector space and
O1 and O2 two open bounded subsets of V , O1 super-strictly contained in O2.
Then, for all bounded set K ⊂ V , there exists a constant R(O1,O2,K) ∈ R+ such
that for all Q ≥ Q(O1,O2,K), we have Q.O1 + K ⊂ Q.O2.

2. Let O1 and O2 be as above. Then there exists a real number q(O1,O2) < 1
such that for all n1, n2 ∈ N with 1 ≥ n1

n2
> q(O1,O2), we have n1O1 ⊂ n2O2.

PROOF. Both statements are obvious. Remark that the hypothesis implies that
d(O1,O

c
2) > 0 and one can take Q(O1,O2,K) and 1 > q(O1,O2) any real num-

bers larger than respectively diam(K)
d(O1,O

c
2)

and 1 − d(O1,O
c
2)

supx∈O1
‖x‖ . �

We shall need one last lemma before proceeding to prove the theorem. It relies
on the uniform continuity of the Cartan projections (Corollary 2.9) and says that if
the averages of the Cartan projections of the random product hits a certain region
of the Cartan subalgebra at periodic times, then it will hit any open neighbourhood
of this region at any time with at least the same asymptotic exponential rate of
probability:

LEMMA 3.14. Let O1 and O2 be two open bounded convex subsets of a+,
O1 super-strictly contained in O2. Suppose that there exist n0 ∈ N and α ≥ 0
such that for all k ≥ 1, we have P(κ(Yn0k) ∈ kn0O1) ≥ e−n0kα . Then we have
lim infn 1

n
logP( 1

n
κ(Yn) ∈ O2) ≥ −α.

PROOF. For all n ∈ N, let kn ∈ N be defined by n0(kn + 1) > n ≥ n0kn. By
σ -compactness, we can choose a compact subset Ln0 of G containing e ∈ G and
such that μ∗i(Ln0) ≥ 1

2 for each i = 1, . . . , n0. Let Mn0 be the compact subset M

of a given by Corollary 2.9, by taking in it L = Ln0 .
By definition of super-strict inclusion and the fact that the ambient space is

a normed real vector space, we can pick O12 such that each of the inclusions
O1 ⊂ O12 ⊂ O2 is super-strict. Now, let Qn0 := Q(O12,O2,Mn0) ∈ R and q :=
q(O1,O12) < 1 where these last quantities are as defined in Lemma 3.13. Then,
for all n ∈ N such that n ≥ Qn0 and 1 − n0

n
> q , we have the following sequence
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of inclusions of events:{
κ(Yn) ∈ knn0O1 + Mn0

} ⊂ {
κ(Yn) ∈ nO12 + Mn0

} ⊂ {
κ(Yn) ∈ nO2

}
,

where the first inclusion is by 2. and the second by 1. of Lemma 3.13.
As a result, by independence of random walk increments, for all n ∈N, we have

(3.1)

P

(
1

n
κ(Yn) ∈ O2

)
≥ P

(
κ(Yknn0+(n−knn0)) ∈ knn0O1 + Mn0

)
≥ P

(
κ(Yknn0) ∈ knn0O1

)
.P(Yn−knn0 ∈ Ln0)

≥ e−n0knα 1

2
,

where the last inequality follows by hypothesis and the construction of Ln0 . Now,
in (3.1), taking logarithm, dividing by n, and taking n to infinity, we obtain the
result of the lemma. �

3.5. Proof of existence of weak LDP. We are now ready to prove the existence
of weak LDP statement in Theorem 3.3 by using the following general fact.

THEOREM 3.15 (See Theorem 4.1.11 in [14]). Let X be a topological space
endowed with its Borel σ -algebra βX , and Zn be a sequence of X-valued random
variables. Denote by μn the distribution of Zn. Let A be a base of open sets for
the topology of X. For each x ∈ X, define

Ili(x) := sup
A∈A
x∈A

− lim inf
n→∞

1

n
logμn(A) and Ils(x) := sup

A∈A
x∈A

− lim sup
n→∞

1

n
logμn(A).

Suppose that for all x ∈ X, we have Ili(x) = Ils(x). Then the sequence Zn satisfies
an LDP with rate function I given by I (x) := Ili(x) = Ils(x).

REMARK 3.16. In a polish space X, the hypothesis of the previous theorem
is actually equivalent to the existence of a weak LDP (see [14]).

We note that below if θ� = ∅, the proof simplifies to a great extent and the main
relevant part is at the end where we make use of Proposition 3.11.

PROOF OF THEOREM 3.3, (EXISTENCE OF LDP). For all n ≥ 1, denote by
μn the distribution of the random variable 1

n
κ(Yn). It is a probability measure

supported on the closed subset a+ of the vector space a. To establish the weak
LDP for this sequence of probability measures, we use Theorem 3.15 and argue
by contradiction.

Let Ili and Ils denote the functions on a, associated to the sequence μn as
in Theorem 3.15, where we take the norm-open balls in a as a base of topol-
ogy. Suppose now for a contradiction that there exists x ∈ a such that Ili(x) >
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Ils(x) ≥ 0. We can suppose that x is in the closed Weyl chamber a+ since for all
n ∈ N, supp(μn) ⊂ a+.

By definitions of the functions Ili and Ils , this implies that there exists an open
ball O5 ⊂ a with x ∈ O5 and such that

(3.2) − lim inf
n→∞

1

n
logμn(O5) > sup

O⊂a
x∈O

− lim sup
n→∞

1

n
logμn(O) + 4η

for some η > 0 small enough.
We then choose x ∈ O1 ⊂ O2 ⊂ O3 ⊂ O4 ⊂ O5 open balls around x, where

each inclusion is super-strict, such that (3.2) yields

− lim inf
n→∞

1

n
logμn(O5) > − lim sup

n→∞
1

n
logμn(O1) + 3η.

Now, let r = r(�) be given by Theorem 2.18 and choose ε ≤ r
6 . Let d1 =

d1(r, ε,�) and i0 = i0(ε,�,μ) be the constants given by Lemma 3.7, C = C(�, ε)

be the compact subset of a also given by Lemma 3.7, d3 = d3(r) be the con-
stant given by Corollary 3.10, K = K(r, ε) be the compact subset of a given
by Proposition 3.11. Let us also fix a real number Q ≥ maxi<j (Q(Oi,Oj ,C) ∨
Q(Oi,Oj ,K)) where these latter quantities are as defined in Lemma 3.13 and let
q := q(O1,O5) where again this is defined as in Lemma 3.13. Choose n0 ∈ N such
that:

(i) − 1
n0

logμn0(O1) + 2η < − lim infn→∞ 1
n

logμn(O5),
(ii) e−n0η ≤ d1d3,

(iii) n0 ≥ Q,
(iv) n0

n0+i0
> q .

Put α := − 1
n0

logμn0(O1) and β := − lim infn→∞ 1
n

logμn(O5) so that by item
(i) in the choice of n0,

(3.3) α + 2η < β.

Setting R = n0O1 in Lemma 3.7, we obtain that for some n1 such that
n1 − n0 ≤ i0

(3.4) P
(
κ(Yn1) ∈ n0O1 + C and Yn1 is (θ�, r, ε)-proximal

) ≥ e−n1α.d1.

The choice of n0 [resp., items (iii) and (iv) above] implies by Lemma 3.13 that
n0O1 + C ⊂ n0O2 and n0O2 ⊂ n1O3 so that (3.4) becomes

(3.5) P
(
κ(Yn1) ∈ n1O3 and Yn1 is (θ�, r, ε)-proximal

) ≥ e−n1α.d1.

Applying Corollary 3.10 by taking L = κ−1(n1O3)∩�(r,ε), which is nonempty
by (3.5), and where �(r,ε) is the set of (θ�, r, ε)-proximal elements in �, using also
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(3.5), we obtain that there exists an (θ�, r1, ε)-Schottky family E ⊂ L ⊂ � such
that we have

P
(
κ(Yn1) ∈ n1O3 and Yn1 ∈ E

) ≥ e−n1αd1d3 ≥ e−n1(α+η),

where the last inequality follows by item (ii) of the choice of n0 and since n1 ≥ n0.
Next, observe that by the construction of L and since E ⊂ L, we have

κ(E) ⊂ n1O3 and therefore, as O3 is convex, co(κ(E)) ⊂ n1O3. Then, by Proposi-
tion 3.11, we obtain that for each k ≥ 1, κ(Ek) ⊂ k.(co(κ(E)) + K) ⊂ k.(n1O3 +
K) ⊂ kn1O4 where the last inclusion follows also from item (iii) of the choice of
n0 and since n1 ≥ n0.

Finally, for all k ≥ 1, by the independence of the random walk increments, we
have that P(Yn1k ∈ Ek) ≥ P(Yn1 ∈ E)k and thus we obtain

P
(
κ(Yn1k) ∈ kn1O4

) ≥ P
(
Yn1k ∈ Ek) ≥ P(Yn1 ∈ E)k ≥ e−n1k(α+η).

Therefore, Lemma 3.14 establishes that β = − lim inf 1
n

logP(κ(Yn) ∈ O5) ≤ α+η

which together with (3.3) yields α + 2η < β ≤ α + η, a contradiction. �

4. Convexity of the rate function.

4.1. A dispersion lemma. Our first lemma in this section is a key dispersion
result which is in fact a corollary of the proof of Theorem 2.18 in Abels–Margulis–
Soifer’s [1]. Namely, it says that, by the Zariski density of � in G and connected-
ness of G, one can find finite sets in � such that for each point of the projective
spaces of the distinguished representation spaces Vi’s, some elements of these fi-
nite sets of � will, by their action, disperse that point in the projective spaces.
It will be useful on several occasions, particularly by its relation to the 1. (b) of
Definition 2.5.

LEMMA 4.1 (Dispersion lemma). For all t ∈ N, there exist a strictly positive
constant ηt = η(t,�), depending only on t and �, and a finite set Mt ⊂ � with the
following properties: for every x̄ = (x1, . . . , xdS

) ∈ ∏dS

i=1 P(Vi), where Vi’s are the
distinguished representation spaces of G, there exist γ1, . . . , γt ∈ Mt such that:

(i) For each i = 1, . . . , dS and for all j �= k ∈ {1, . . . , t},
di

(
ρi(γj ).Bi(xi, ηt ), ρi(γk).Bi(xi, ηt )

)
> ηt .

(ii) For all i = 1, . . . , dS and for every subset {γi1, . . . , γik } of {γ1, . . . , γt } of
cardinality less than k ≤ dimVi , for all y1

i , . . . , yk
i , zi ∈ Bi(xi, ηt ), denoting by

〈ρi(γi1)y
1
i , . . . , ρi(γik )y

k
i 〉 the projective image of the subspace generated by these

lines, and for all j /∈ {i1, . . . , ik}, we have

di

(〈
ρi(γi1)y

1
i , . . . , ρi(γik )y

k
i

〉
, ρi(γj )zi

)
> ηt .



1358 C. SERT

PROOF. We start by inductively finding elements γ x̄
1 , . . . , γ x̄

t ∈ � for each el-

ement x̄ = (x1, . . . , xdS
) of

∏dS

i=1 P(Vi): choose γ x̄
1 ∈ � arbitrarily. Having con-

structed γ x̄
1 , . . . , γ x̄

k for some k < t , put

Gi,k+1 := {
γ ∈ G | ρi(γ ).xi does not belong to the proper subspaces of Vi

generated by the lines ρi(γj ).xi for j ∈ {1, . . . , k}}.
Since there are finitely many such proper spaces of Vi , and the condition of not

belonging to a proper subspace is a Zariski open condition in G, Gi,k+1 is a finite
intersection of Zariski open sets which are also nonempty since the distinguished
representations, ρi ’s are irreducible. Consequently, Gi,k+1 is a nonempty Zariski
open set in G. Similarly, the set Gk+1 defined by Gk+1 := ⋂dS

i=1 Gi,k+1 is Zariski
open. � being, by assumption, Zariski dense in G, the intersection Gk+1 ∩ � is
nonempty; choose one element γ x̄

k+1 ∈ Gk+1 ∩ �.
By induction, we then have constructed γ x̄

1 , . . . , γ x̄
t ∈ � for each x̄ ∈ ∏

P(Vi)

such that for each i = 1, . . . , dS , the elements of {ρi(γ
x̄
1 ).xi, . . . , ρi(γ

x̄
t ).xi} are in

general position. Now choose ηx̄
t > 0, such that

di

(〈
ρi

(
γ x̄
i1

)
.xi, . . . , ρi

(
γ x̄
ik

)
.xi

〉
, ρi

(
γ x̄
j

)
.xi

)
> 2ηx̄

t

for all i = 1, . . . , dS , k ≤ dimVi − 1, i1, . . . , ik ∈ {1, . . . , t} and j /∈ {i1, . . . , ik}.
Such an ηx̄

t > 0 indeed exists by our construction of the γ x̄
i ’s.

Now, by continuity of the action of G on P(Vi)’s, for all x̄ = (x1, . . . , xdS
) ∈∏

P(Vi), there exists a neighbourhood Wx̄ = Wx̄
x1

× · · · × Wx̄
xdS

⊂ ∏
P(Vi) such

that for all i = 1, . . . , dS , for all k ≤ dimVi − 1, and for all (yi
1, . . . , y

i
k) ∈ Wx̄

i ,
zi ∈ Wx̄

i and γi’s as above; we have

(4.1) di

(〈
ρi

(
γ x̄
i1

)
.yi

1, . . . , ρi

(
γ x̄
ik

)
.yi

k

〉
, ρi

(
γ x̄
j

)
.zi) > ηx̄

t .

Up to reducing ηx̄
t , we can suppose that for each i = 1, . . . , dS ; Bi(xi,

2ηx̄
t ) ⊂ Wi . Now, cover the compact set∏
P(Vi) by the open sets

⋃
x̄∈∏

P(Vi)

∏dS

i=1 Bi(xi, η
x̄
t ) and extract a finite subcover.

Let us call the elements x̄1, . . . , x̄n ∈ ∏
P(Vi) such that (

∏dS

i=1 Bi(x
j
i , ηx̄j

t ))j=1,...,n

is the extracted finite subcover, and put ηt := minj=1,...,n ηx̄j

t and Mt :=⋃n
j=1{γ x̄j

1 , . . . , γ x̄j

t }.
Then, the result of the lemma readily follows: as in the assertion of the lemma,

let x̄ = (x1, . . . , xdS
) ∈ ∏

P(Vi). Let also, up to re-indexing, x̄1 be such that for

each i = 1, . . . , dS ; di(xi, x
1
i ) < ηx̄1

t and take γ x̄1

1 , . . . , γ x̄1

t ∈ Mt . Then:

(i) To see the first statement, fix i ∈ {1, . . . , dS} and j �= k ∈ {1, . . . , t}, and
consider yi, zi ∈ Bi(xi, ηt ). Since di(xi, x

1
i ) < ηx̄1

t , ηt ≤ ηx̄1

t and Bi(x
1
i ,2ηx̄1

t ) ⊂
Wx̄1

i , we have Bi(xi, ηt ) ⊂ Bi(x
1
i ,2ηx̄1

t ) ⊂ Wx̄1

i , so that by (4.1) di(ρi(γj ).yi,

ρi(γk).zi) > ηx̄1

t ≥ ηt , establishing the claim.
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(ii) The proof of the second statement is similar. Fix i ∈ {1, . . . , dS} and
i1, . . . , ik, j ∈ {1, . . . , t} with j /∈ {i1, . . . , ik} and set k = dimVi − 1. For all
yi1, . . . , yik , zi ∈ Bi(xi, ηt ), exactly as above, we have yi1, . . . , yik , zi ∈ Bi(xi, ηt ) ∈
Wx̄1

i so that (4.1) again proves the claim. �

REMARK 4.2. A similar observation as Remark 2.19 of the Abels–Margulis–
Soifer finiteness result, clearly applies to this finiteness result as well. Namely,
for all t ∈ N, there exists a constant ηt ∈ �, a finite subset Mt of � and for each
γ ∈ Mt , bounded neighbourhoods Vγ of γ in G such that we have the conclusions
of the lemma for every γ ′

i ∈ Vγi
, instead of only γi’s for i = 1, . . . , dS . We shall

use the same constants ηt for this extended result and Lemma 4.1.

4.2. Dealing with two Schottky families.

LEMMA 4.3. Let V be a finite dimensional k-vector space and g ∈ GL(V ).
For the action of GL(V ) on P(V ) (endowed with the Fubini-Study metric), g is a
‖�2g‖ · ‖g−1‖2-Lipschitz transformation.

PROOF. Indeed, for x, y ∈ P(V ), we have

d(gx, gy) = ‖gx ∧ gy‖
‖gx‖ · ‖gy‖

≤ ‖�2g‖ · ‖x ∧ y‖
‖g−1‖−2 · ‖x‖ · ‖y‖

= ∥∥�2g
∥∥ · ∥∥g−1∥∥2

d(x, y). �

Accordingly, for an element γ ∈ G, put

(4.2) L(γ ) := max
i=1,...,d

∥∥�2ρi(γ )
∥∥ · ∥∥ρi(γ )−1∥∥2 ∈ [1,∞[.

The next technical lemma is based on the observation that if a proximal element
g, when multiplied on the left by an arbitrary element γ , gives a proximal element
γg, then the projective hyperplane X<

γg is close to that of g, while the attracting
directions x+

γg and x+
g may differ arbitrarily. The rest of the proof is along the

same lines as the so-called Tits proximality criterion (See [28] 3.8, [1] 2.1, [4]
Lemma 6.2.)

LEMMA 4.4. Let g be a (θ, r, ε)-proximal element of G and γ ∈ G such
that L(γ ).ε < 1. Put 1 > ε1 := L(γ )ε ≥ ε and suppose there exists a δ with
δ > 6ε1 such that for each αi ∈ θ , we have di(ρi(γ )x+

ρi(g),X
<
ρi(g)) > δ. Then γg is

(θ, δ
3 ,2ε1)-proximal. Moreover, for each αi ∈ θ , we have d(x+

ρi(γg), γ x+
ρi(g)) < ε1

and dH (X<
γg,X

<
g ) < ε.
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PROOF. To ease the notation, we will dismiss the representations ρi . By our
definition of L(·) in (4.2), our reasonings apply simultaneously to each represen-
tation ρi such that αi ∈ θ .

We first establish that γg is proximal. One first observes that we have

(4.3) γgBε
g ⊆ γ bε

g ⊆ B
(
γ x+

g , εL(γ )
) ⊆ B4ε1

g ,

where the first inclusions is by (r, ε)-proximality of g and the last by out hypothesis
that d(γ x+

g ,X<
g ) > δ ≥ 6ε1.

Moreover, the restriction of the action of γg on Bε
g is L(γ )ε = ε1 Lipschitz

with, by hypothesis, ε1 < 1. Therefore, γg is a continuous contraction of the com-
pact Bε

g into B
4ε1
g ⊆ int(Bε

g) and thus, by Banach fixed-point theorem, has a unique
attracting fixed point, of basin of attraction containing Bε

g . This indeed implies that
γg is proximal. One also sees from (4.3) that we must have x+

γg ∈ B(γ x+
g , ε1) and

dH (X<
γg,X

<
g ) < ε.

To get the complete statement of the lemma, in view of the definition of a
(θ, δ

3 ,2ε1)-proximal element, one checks that:

(i) Since by above x+
γg ∈ B(γ x+

g , ε1) and dH (X<
γg,X

<
g ) < ε, and by hypothe-

sis d(γ x+
g ,X<

g ) > δ ≥ 6ε1, we have d(x+
γg,X

<
γg) ≥ δ − ε − ε1 ≥ δ − 2ε1 > 2 δ

3 .

(ii) Similarly, we have γgB
2ε1
γg ⊆ γgBε

g ⊆ B(γ x+
g , ε1) ⊆ b

2ε1
γg .

(iii) Finally, the restriction of the action of γg on B
2ε1
γg ⊆ B(g)ε is ε1 = εL(γ )

Lipschitz, as observed above.

These establish our claim. �

In the next proposition, we exploit more deeply the observation mentioned be-
fore the last lemma, in its relation with the result of Lemma 4.1 and the notion of
narrowness of a set of proximal elements. It says that the union of left translates
by suitable elements of two sufficiently narrow and contracting Schottky families
is a Schottky family. By its probabilistic Corollary 4.7, it will be of crucial use in
proving the convexity of the rate function.

Let us fix some notation before stating it: let t be a fixed natural number with
t > 2

∑dS

i=1(dimVi − 1). Let ηt > 0 and the finite subset Mt of � be as given by
Lemma 4.1. For a subset M of G, denote by L(M) = maxγ∈M(L(γ )∨L(γ −1)) ∈
[1,∞] where L(γ ) is defined as in (4.2). Observe that by Lemma 4.3, for any
M ⊂ G contained in a compact of G, we have L(M) < ∞. With these notation,
we have the following.

PROPOSITION 4.5. Let E1 and E2 be two (θ�, r, ε)-Schottky families in �

with ε <
ηt

96L(Mt )2 . Suppose also that E1 and E2 are ηt

4L(Mt )2 -narrow. Then there
exist γ1 and γ2 in Mt such that γ1E1 ∪ γ2E2 is (θ�, r1, ε1)-Schottky family and we
can take r1 = ηt

48L(Mt )
and ε1 = 2εL(Mt).
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PROOF. To simplify the notation, we will only work in one fixed representa-
tion (ρ,V ) among (ρi,Vi)i ’s such that αi ∈ θ� and dismiss this from the notation
as in the proof of the previous lemma. Our reasonings are such that they simultane-
ously apply to all representations (ρi,Vi)i with αi ∈ θ� ; except at one point at the
very end of the proof, where of course we will take into account all representations
(we explicitly indicate that point).

By hypothesis, there exist Y 1 and Y 2, subsets of P(V ) of diameter less than
ηt

4L(Mt )2 and such that for i = 1,2, for all g ∈ Ei , we have x+
g ∈ Y i . Let y1 and

y2 be respectively in Y 1 and Y 2 such that for i = 1,2; E+
i := {x+

g | g ∈ Ei} ⊆
B(yi,

ηt

4L(Mt )2 ). Take elements γ1,1, . . . , γ1,t and γ2,1, . . . , γ2,t from Mt satisfying
the conclusions of Lemma 4.1 respectively for the points y1 and y2.

Reformulating the conclusion (2) of Lemma 4.1; we have that for each hy-
perplane H ⊂ V ; there exist at most k distinct indices i1, . . . , ik ⊂ {1, . . . , t}
with k ≤ dimV − 1, such that for each l = 1, . . . , k, P(H) ∩ γ1,il .B(y1, ηt ) �= ∅.
Indeed, otherwise there exist u1, . . . , udimV ∈ B(y1, ηt ) and γ1,i1, . . . , γ1,idimV

∈
Mt such that P(H) contains the projective image of the span of the lines
{γ1,i1 .u1, . . . , γ1,idimV

.udimV } contradicting the conclusion of Lemma 4.1. (Of
course, the same conclusion holds true for γ1,ij ’s replaced by γ2,ij ’s and y1 by y2.)

Meanwhile, note that for each γ ∈ Mt , x ∈ P(V ) and δ ≥ 0, by definition of
L(Mt), we have

(4.4) γB(x, δ) ⊆ B
(
γ.x,L(Mt)δ

) ⊆ γB
(
x,L(Mt)

2δ
)
.

Now we claim that there are at most dimV − 1 distinct elements γ1,i1, . . . , γ1,ik

among {γ1,1, . . . , γ1,t } such that

(4.5) B

(
γ1,ij y1,

ηt

2L(Mt)

)
∩ E<

1 �= ∅,

where we have put E<
1 = ⋃

g∈E1
X<

g .
Indeed, if i ∈ {1, . . . , t} is such that B(γ1,iy1,

ηt

2L(Mt )
) ∩ E<

1 �= ∅, then since
by hypothesis for all g,h ∈ E1, one has dH (X<

g ,X<
h ) <

ηt

4L(Mt )2 , we have that for

each g ∈ E1; B(γ1,iy1,
1+2L(Mt )

4L(Mt )2 ηt ) ∩ X<
g �= ∅. But by (4.4), since L(Mt) ≥ 1,

this implies that γ1,iB(y1,
1+2L(Mt )

4L(mt )
ηt ) ∩ X<

g �= ∅ for each g ∈ E1. Therefore,
as E1 �= ∅, we have found an hyperplane P(H) in P(V ) (take H = X<

g for
an element g ∈ E1) such that for each i ∈ {1, . . . , t} satisfying (4.5), we have
γ1,iB(y1,

1+2L(Mt )
4L(mt )

ηt ) ∩ P(H) �= ∅. Since 1+2L(Mt )
4L(mt )

< 1, the above reformulation
of the conclusion of Lemma 4.1 tells us that there are at most dimV − 1 such
indices i ∈ {1, . . . , t}. Put

D1 :=
{
i ∈ {1, . . . , t} | B

(
γ1,iy1,

ηt

2L(Mt)

)
∩ E<

1 �= ∅

}

so that |D1| ≤ dimV − 1.
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Observe then that for each i ∈ {1, . . . , t} \ D1, g ∈ E1 and x ∈ X<
g , we have

(4.6) d

(
B

(
γ1,iy1,

ηt

4L(Mt)

)
, x

)
≥ ηt

4L(Mt)
.

Therefore, since E+
1 ⊆ B(y1,

ηt

4L(mt )2 ), by (4.4) we have that for each γ ∈ Mt ;

γE+
1 ⊂ B(γ.y1,

ηt

4L(Mt )
) so that (4.6) implies

(4.7) d
(
γ1,ix

+
g ,X<

h

) ≥ ηt

4L(Mt)

for all g,h ∈ E1 and for each i ∈ {1, . . . , t} \ D1.
As a consequence, since by hypothesis ε < 1

L(Mt )
and 6εL(Mt) <

ηt

4L(Mt )
,

Lemma 4.4 is in force and gives that for each i ∈ {1, . . . , t} \ D1 and g ∈ E1;
γ1,ig is (

ηt

12L(Mt )
,2εL(Mt))-proximal. Moreover, d(x+

γ1,ig
, γ1,ix

+
g ) < 2εL(Mt)

and dH (X<
γ1,ig

,X<
g ) < ε.

Combining these last two inequalities with (4.7), one sees that for all g,h ∈ E1,
and for each i ∈ {1, . . . , t} \ D1, we have

(4.8) d
(
x+
γ1,ig

,X<
γ1,ih

) ≥ ηt

2L(Mt)
− 2εL(Mt) − ε ≥ ηt

8L(Mt)
.

Hence, it follows that for each i ∈ {1, . . . , t} \ D1, γ1,iE1 is a (
ηt

48L(Mt )
,2εL(Mt))-

Schottky family.
Repeating exactly the same argument for E2, one finds a subset D2 of {1, . . . , t}

such that |D2| ≤ dimV − 1 and for each i ∈ {1, . . . , t} \ D2, one has that γ2,iE2 is
a (

ηt

48L(Mt )
,2εL(Mt))-Schottky family.

Again, the same reasoning, replacing in (4.5) E<
1 by E<

2 , allows us to see that
there exist at most dimV − 1 indices i ∈ {1, . . . , t}, denoting the set of these
by D12, such that for each g ∈ E1, h ∈ E2 and i ∈ {1, . . . , t} \ D12; we have
d(γ1,ix

+
g ,X<

h ) ≥ ηt

4L(Mt )
. By the same token, we get D21 ⊂ {1, . . . , t} with the

corresponding properties.
By consequence, it follows that for each i1 ∈ {1, . . . , t} \ D1 ∪ D12 and i2 ∈

{1, . . . , t} \ D2 ∪ D21, γ1,i1E1 ∪ γ2,i2E2 is a (
ηt

48L(Mt )
,2εL(Mt))-Schottky family

in P(V ).
At this point, as indicated at the beginning of the proof, regarding the construc-

tion of the index sets D1, D2, D12, D21, we must take into account each of the
representations ρi such that αi ∈ θ� . Hence, repeating the same procedure for each
such ρi , we get index subsets D

j
1 , D

j
2 , D

j
12, D

j
21 of {1, . . . , t} for each j such

that αj ∈ θ� ⊆ {α1, . . . , αdS
} and with cardinality at most dimVj − 1. Up to re-

indexing, set θ� = {α1, . . . , αd� }, where dS ≥ d� := |θ�|.
Finally, denoting D̃1 := ⋃d�

j=1(D
j
1 ∪ D

j
12) and D̃2 := ⋃d�

j=1(D
j
2 ∪ D

j
21), since

for i = 1,2, t > 2
∑dS

j=1(dimVj − 1) ≥ |D̃i |, we have {1, . . . , t} \ D̃i �= ∅. As a

result, choosing γi ∈ {1, . . . , t} \ D̃i for i = 1,2, we get that γ1E1 ∪ γ2E2 is a
(θ�,

ηt

48L(Mt )
,2εL(Mt))-Schottky family, proving the proposition. �
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REMARK 4.6. One notes from the proof that this proposition is also true with
γi replaced by any γ ′

i in the neighbourhood Vγi
of γi given by Remark 4.2 for

i = 1,2, and L(Mt) by L(
⋃

γ∈Mt
Vγ ).

Combining the previous proposition with Lemma 3.9 and Corollary 3.10, we
obtain the following technical probabilistic corollary which will be an essential
step in our proof of convexity of the rate function. In the corollary, we denote by L,
the Lipschitz constant L(

⋃
γ∈Mt

Vγ ) of the union of neighbourhoods of elements
of Mt given by Remark 4.2. Since Mt is a finite set and Vγ ’s are bounded, we have
L ∈ [1,∞).

COROLLARY 4.7. Let ε and r be given with 0 < ε < r
6 ∧ ηt

96L2 . Then there
exist a natural number i1 = i1(μ,Mt), a constant d4 > 0 depending on the prob-
ability measure and a compact subset K̃ of a with the property that for all sub-
sets E1 and E2 of � consisting of (θ�, r, ε)-proximal elements, for all n1, n2 ∈ N
there exist two natural numbers n1 + i1 ≥ n1,1 ≥ n1 and n2 + i1 ≥ n2,2 ≥ n2,
two (θ�, r1, ε1)-Schottky families Ẽ1 and Ẽ2 such that Ẽ1 ∪ Ẽ2 is an (θ�, r1, ε1)-
Schottky family and for i = 1,2, P(Sni,i

∈ Ẽi) ≥ P(Sni
∈ Ei).d4. Moreover, we

have κ(Ẽi) ⊂ κ(Ei) + K̃ , and one can choose r1 = ηt

48L
and ε1 = 2εL.

PROOF. Write Mt = {γ1, . . . , γm} and put i1 = i1(μ,Mt) a natural number
such that Mt ⊂ ⋃i1

i=1(supp(μ∗i)). For each i = 1, . . . ,m, take neighbourhoods Vγi

of γi’s as in Remark 4.2, set ki ≤ i1 such that μ∗ki (Vγi
) =: βi > 0 and finally put

β := min1≤i≤m βi > 0. Furthermore, taking the compact subset
⋃m

i=1 V γi
of G

as L in Corollary 2.9, get a compact subset K̃ of a satisfying the conclusion of
Corollary 2.9. Let also d2 = d2(t,�) > 0 be the constant given by Lemma 3.9, in
which we take a = ηt

4L2 , d3 = d3(r) > 0 be the constant given by Corollary 3.10
and finally set d4 = d2d3β > 0.

Let now E1 and E2 be two given subsets of � consisting of (θ�, r, ε)-proximal
elements and n1, n2 ∈ N. Applying Corollary 3.10 for E1 and E2, there exist two
(θ�, r

6 , ε)-Schottky families, E′
1 ⊂ E1 and E′

2 ⊂ E2 such that for i = 1,2,

(4.9) P
(
Sni

∈ E′
i

) ≥ P(Sni
∈ Ei).d3.

Noting that subsets of (θ�, r, ε)-Schottky families are themselves (θ�, r, ε)-
Schottky families, using (4.9) and applying Lemma 3.9 twice with a = ηt

4L2 for
respectively E′

1, E′
2 and n1, n2, we get two ηt

4L
-narrow (θ�, r

6 , ε)-Schottky fami-

lies Ê1 ⊂ E′
1 and Ê2 ⊂ E′

2 such that for i = 1,2,

(4.10) P(Sni
∈ Êi) ≥ P(Sni

∈ Ei)d3d2.

Now applying Proposition 4.5 (and Remark 4.6) to the (θ�, r
6 , ε)-Schottky fam-

ilies Ê1 and Ê2, remarking that the hypotheses of that proposition is satisfied by
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the constructions of Ê1 and Ê2, we get that, up to reindexing, there exist γ1, γ2 in
Mt such that, setting for i = 1,2, Ẽi := Vγi

Êi , Ẽ1 ∪ Ẽ2 is an (θ�, r1, ε1)-Schottky
family, where we can take r1 = ηt

48L
and ε1 = 2εL.

Then, setting n1,1 := n1 + k1 ≤ n1 + i1 and n2,2 = n2 + k2 ≤ n2 + i1; by inde-
pendence of random walk increments, for i = 1,2, we have

P(Sni,i
∈ Ẽi) ≥ P(Xni+ki

, . . . ,Xni
∈ Vγi

and Sni
∈ Êi)

= P(Sni
∈ Êi)P(Ski

∈ Vγi
)

≥ P(Sni
∈ Ei)βd3d2 = P(Sni

∈ Ei)d4.

Finally, one remarks that for i = 1,2, we have Ẽi ⊂ MtÊi ⊂ MtEi so that by
choice of K̃ , Corollary 2.9 implies that κ(Ẽi) ⊂ κ(Ei) + K̃ , establishing the last
claim. �

4.3. Proof of convexity. We are now in a position to prove the convexity result.

PROOF OF THEOREM 3.3 (CONVEXITY OF THE RATE FUNCTION). Denot-
ing the rate function by I , start by observing that, by lower semicontinuity, it is
sufficient to show that for all x1, x2 ∈ a, we have I (x1+x2

2 ) ≤ I (x1)
2 + I (x2)

2 . For
this, we can indeed suppose that x1, x2 belongs to the effective domain DI of I ,
where DI := {x ∈ a | I (x) < ∞}. We shall argue by contradiction.

Suppose there exists x1, x2 ∈ DI with I (x1+x2
2 ) > I (x1)

2 + I (x2)
2 + 5ξ for some

ξ > 0. By the weak LDP and Remark 3.16, I satisfies

(4.11) I (x) = sup
Oopen

x∈O

− lim sup
n→∞

1

n
logμn(O) = sup

Oopen
x∈O

− lim inf
n→∞

1

n
logμn(O).

Hence, we can find neighbourhoods O12
1 ⊂ O12

2 of x1+x2
2 ; where the inclusions are

super-strict and such that

(4.12) − lim sup
n→∞

1

n
logμn

(
O12

2
) ≥ I (x1)

2
+ I (x2)

2
+ 4ξ.

By (4.11) and (4.12), for i = 1,2, one can also find neighbourhoods xi ⊂ Oi
1 ⊂

Oi
2 ⊂ Oi

3 where the inclusions are super-strict and O
j
i ’s are such that O1

3 ∩ O2
3 =

∅,
O1

3+O2
3

2 ⊂ O12
1 and

(4.13) − lim sup
n→∞

1

n
logμn

(
O12

2
) ≥ 1

2

2∑
i=1

− lim inf
n→∞

1

n
logμn

(
Oi

1
) + 3ξ.

It follows from (4.13) that, there exists N0 ∈N such that for all m ≥ N0, we have

(4.14) − lim sup
n→∞

1

n
logμn

(
O12

2
) ≥ 1

2

2∑
i=1

− 1

m
logμm

(
Oi

1
) + 2ξ.
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Now let r = r(�) > 0 be as given by Theorem 2.18, t = 1 + 2
∑dS

i (dimVi − 1),
ηt > 0, the finite set Mt ⊂ � as given by Lemma 4.1, for each γ ∈ Mt , its
neighbourhood Vγ as in Remark 4.2 and set L ≥ 1 to be the Lipschitz constant
L(

⋃
γ∈Mt

Vγ ). Choose ε < r
6 ∧ ηt

96L2 . Put r1 = ηt

48L
and ε1 = 2εL. Let also the

constants d1 = d1(ε,�,μ), i0 = i0(ε,�,μ) and the compact subset C = C(ε,�)

of a be as given by Lemma 3.7. Denote by K the compact set K(r1, ε1) ⊂ a

given by Proposition 3.11. Let also the compact set K̃ and the constants d4 > 0,
i1 = i1(μ,Mt) be as in Corollary 4.7. Finally, fix Q ∈ N with for i = 1,2, Q ≥
Q(Oi

1,O
i
2,C + K̃) ∨ Q(Oi

2,O
i
3,K) and q = q(O12

1 ,O12
2 ) < 1, where Q(., ., .)

and q(., .) are as defined in Lemma 3.13.
Now choose n0 ∈ N with:

(i) n0 ≥ N0,
(ii) e−n0ξ ≤ d1d4,

(iii) n0 ≥ Q,
(iv) n0

n0+i0+i1
> q

and put for i = 1,2, αi = − 1
n0

logμn0(O
i
1) and β = − lim supn→∞ 1

n
logμn(O

12
2 )

so as to have by item (i) of the choice of n0 and (4.14) that

(4.15) β ≥ α1 + α2

2
+ 2ξ.

Applying Lemma 3.7 twice, once with taking A = n0O
1
1 and the other A =

n0O
2
1 in that lemma, one gets n1, n2 ∈ N with for i = 1,2 n0 + i0 ≥ ni ≥ n0 and

(4.16) P
(
κ(Yni

) ∈ n0O
i
1 + C and Yni

is (θ�, r, ε)-proximal
) ≥ e−n0αi d1.

Setting for i = 1,2; Ei := κ−1(n0O
i
1 + C) ∩ �(r,ε), where �(r,ε) denotes

(θ�, r, ε)-proximal elements of �, by (4.16) Ei ’s are nonempty and by our choices
of r and ε, they satisfy the hypotheses of Corollary 4.7. This corollary therefore
gives that for some n11, n22 ∈ N with for i = 1,2; n0 + i0 + i1 ≥ nii ≥ n0, there
exist two (θ�, r1, ε1)-Schottky families Ẽi such that Ẽ1 ∪ Ẽ2 is also an (θ�, r1, ε1)-
Schottky family with

(4.17) P
(
Ynii

∈ Ẽi and κ(Ynii
) ∈ n0O

i
1 + C + K̃

) ≥ e−n0αi d1d4 ≥ e−n0(αi+ξ)

by the definitions of Ei above and the last statement of Corollary 4.7 and where
the last equality follows from the choice of n0, namely item (ii). Furthermore, by
item (iii) in the choice of n0, (4.17), implies

(4.18) P
(
Ynii

∈ Ẽi and κ(Ynii
) ∈ n0O

i
2
) ≥ e−n0αi d1d4 ≥ e−n0(αi+ξ)

for i = 1,2.
Observe now that by our initial choice of open sets, we have O1

3 ∩ O2
3 = ∅, so

that up to taking their intersections, respectively with κ−1(n0O
1
2 ) and κ−1(n0O

2
2 ),
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we can suppose that Ẽ1 and Ẽ2 are disjoint and are such that for i = 1,2, κ(Ẽi) ⊆
n0O

i
2. Now, for all k1, k2 ≥ 0, define the collection of subsets Ek1,k2 of � by

Ek1,k2 = {
γ1 . . . γk1+k2 | ∣∣{i | γi ∈ Ẽj }

∣∣ = kj for j = 1,2
}
.

Making key use of the fact that Ẽ1 ∪ Ẽ2 is an (θ�, r1, ε1)-Schottky family, 3.11
implies that for all k1, k2 ≥ 0,

(4.19) κ
(
Ek1,k2

) ⊂ k1
(
n0O

1
2 + K

) + k2
(
n0O

2
2 + K

) ⊂ k1n0O
1
3 + k2n0O

2
3 ,

where the last inclusion is due to item (iii) of the choice of n0. Hence, for all k ≥ 0,

choosing k = k1 = k2, since
O1

3+O2
3

2 ⊆ O12
1 , it follows from (4.19) that κ(Ek,k) ⊆

2kn0O
12
1 . Moreover, item (iv) of the choice of n0 implies by Lemma 3.13 that for

all k ≥ 0, we have 2kn0O
12
1 ⊆ k(n11 + n22)O

12
2 .

Consequently, we have the following inclusion of events for each k ≥ 1:

(4.20)
{
Ykn11+kn22 ∈ Ek,k} ⊂

{
1

kn11 + kn22
κ(Ykn11+kn22) ∈ O12

2

}
.

Now using, respectively, (4.20), independence of random walk increments and
(4.18), for all k ≥ 1, we have

P

(
κ(Ykn11+kn22)

kn11 + kn22
∈ O12

2

)
≥ P

(
Ykn11+kn22 ∈ Ek,k)

≥ P(Yn11 ∈ Ẽ1)
kP(Yn22 ∈ Ẽ2)

k

≥ e−kn0(α1+ξ)e−kn0(α2+ξ).

As a result, in the above inequality, taking logarithm, dividing by k, it follows
that

−β(n11 + n22) ≥ lim sup
k→∞

1

k
logP

(
κ(Yk(n11+n22))

k(n11 + n22)
∈ O12

2

)

≥ −2n0

(
α1 + α2

2
+ ξ

)
,

where the first inequality is immediate by definition of β above.
Finally, dividing this last inequality by −(n11 + n22), using (4.15), we get

α1+α2
2 + 2ξ ≤ β ≤ α1+α2

2 + ξ , a contradiction. �

The rest of this section is devoted to completing the proof of Theorem 3.4.
It remains to show that the (full) LDP holds under a finite exponential moment
condition and that we can give an alternative expression for the rate function under
a strong exponential moment condition.
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4.4. Existence of (full) LDP under exponential moment condition. The follow-
ing classical notion of large deviations theory enables one to formulate a sufficient
condition (see Lemma 4.9) to strengthen a weak LDP to an LDP with proper rate
function.

DEFINITION 4.8. A sequence of random variables Zn on a topological space
X is said to be exponentially tight, if for all α ∈ R, there exists a compact set
Kα ⊂ X such that lim supn→∞ 1

n
logP(Zn ∈ Kc

α) < −α.

The following lemma (see [14]) explains the interest of this notion.

LEMMA 4.9. If an exponentially tight sequence of random variables on X

satisfies a weak LDP with a rate function I , then it satisfies a (full) LDP with a
proper rate function I .

In view of this lemma, to prove the existence of an LDP with a proper rate
function in Theorem 3.4, we only need to show that a finite exponential moment
condition on μ implies that the sequence 1

n
κ(Yn) of random variables is exponen-

tially tight. This is done in the following proposition.
Recall that a probability measure μ on G is said to have a finite exponential

moment if there exists c > 0 such that
∫

exp(c‖κ(g)‖) < ∞. For convenience, we
endow a with the l∞-norm for the dual basis of the characters χi for i = 1, . . . , d ,
where these latters are as in the paragraph following Lemma 2.7 (namely, for
i = 1, . . . , dS , χi’s defined by this lemma and for i = dS + 1, . . . , d , the central
characters χi ∈ XC are defined in paragraph 2.9.1.). Note that by Lemma 2.8 and
submultiplicativity of an associated operator norm, this norm satisfies the subaddi-
tive property ‖κ(gh)‖ ≤ ‖κ(g)‖+‖κ(h)‖ for all g,h ∈ G. We have the following.

PROPOSITION 4.10. If μ has a finite exponential moment, then the sequence
random variables 1

n
κ(Yn) is exponentially tight.

PROOF. In view of the above discussion, we only need to show that

lim
t→∞ lim sup

n→∞
1

n
logP

(
1

n

∥∥κ(Yn)
∥∥ ≥ t

)
= −∞.

By Chebyshev inequality, for every s ≥ 0, we have

P
(∥∥κ(Yn)

∥∥ ≥ tn
) ≤ E

[
es‖κ(Yn)‖]e−stn.

In this inequality, taking log, dividing by n and specializing to some s0 ∈ R such
that c ≥ s0 > 0, we get

1

n
logP

(∥∥κ(Yn)
∥∥ ≥ tn

) ≤ −
(
s0t − 1

n
logE

[
es0‖κ(Yn)‖]).
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On the other hand, it follows by the independence of random walk increments
and the subadditivity of ‖ · ‖ that for all n ≥ 1, we have 1

n
logE[es0‖κ(Yn)‖] ≤

logE[es0‖κ(X1)‖]. Therefore, we have

lim sup
n→∞

1

n
logP

(
1

n

∥∥κ(Yn)
∥∥ ≥ t

)
≤ −(

s0t −E
[
es0‖κ(X1)‖]).

Since E[es0‖κ(X1)‖] is finite by the exponential moment condition and the choice
of s0 > 0, the result follows by taking limit in both sides as t goes to +∞. �

4.5. Identification of the rate function. In this last part of this section, under a
strong exponential moment condition (see below), we give an alternative expres-
sion for the rate function I as the Legendre transform of a limit Laplace transform
of the distributions of 1

n
κ(Yn). For this, we follow a standard path in large devia-

tions theory using the Fenchel–Moreau duality and Varadhan’s integral lemma.
Define the limit Laplace transform of 1

n
κ(Yn) as � : a∗ → R as

�(λ) = lim sup
n→∞

1

n
logE

[
eλ(κ(Yn))].

We note in passing that nice properties (e.g., differentiability, steepness) of this
function have implications for LDP (e.g., Gärtner–Ellis theorem). For a recent,
analytic approach to the study of this function, see Guivarc’h–Le Page [20]. In the
next lemma, we write a straightforward observation on the locus of finiteness of �.
Below, for a λ ∈ a∗, ‖λ‖1 denotes its l1-norm in the basis (χi)i=1,...,d of a∗, and for
convenience, we use the same norm ‖ · ‖ on a as in the proof of Proposition 4.10.

LEMMA 4.11. Let μ be a probability measure of finite exponential moment
on G. Accordingly, let c > 0 be such that

∫
ec‖κ(g)‖μ(dg) < ∞. Then

D� := {
λ ∈ a∗ | �(λ) ∈ R

} ⊃ {
λ ∈ a∗ | ‖λ‖1 ≤ c

}
.

PROOF. By definition of the norm ‖ · ‖ on a, for all t ∈R and i = 1, . . . , d , we
have

logE
[
e−|t |‖κ(Yn)‖] ≤ logE

[
et.χi(κ(Yn))] ≤ logE

[
e|t |‖κ(Yn)‖],

where Yn = Xn, . . . ,X1 is as usual the μ-random walk.
Using this and the fact that the sequence on the right-hand side is subad-

ditive and the one on the left-hand side is superadditive, one deduces that for
λ = ∑d

i=1 λiχi , we have

logE
[
e−‖λ‖1‖κ(X1)‖] ≤ 1

n
logE

[
eλ(κ(Yn))] ≤ logE

[
e‖λ‖1‖κ(X1)‖].

The result follows by the exponential moment hypothesis in the statement of the
lemma. �
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We now complete the following.

PROOF OF THEOREM 3.4 (IDENTIFICATION OF THE RATE FUNCTION). It
follows from Lemma 4.11 that if μ has a strong exponential moment, then for
all λ ∈ a∗, �(λ) < ∞. Then it follows from Varadhan’s integral lemma (see [14]
Section 4.3) that in fact for all λ ∈ a∗, one has

�(λ) = lim
n

1

n
logE

[
eλ(κ(Yn))] = sup

x∈a
(〈λ,x〉 − I (x)

)
,

where I is the proper rate function of the LDP.
Now, for a function f on a, denote its convex conjugate (Legendre tranform)

on a∗ by f ∗(·), where f ∗(λ) := supx∈a(〈λ,x〉 − f (x)). The above conclusion of
Varadhan’s integral lemma hence reads as �(λ) = I ∗(λ). Now, since I is a con-
vex rate function, Fenchel–Moreau duality tells us that I (x) = I ∗∗(x) = �∗(x),
identifying I (x) with �∗(x) and completing the proof. �

By the expression of I given by this identification, one gets an information on
the shape of the rate function (which is nontrivial if the support of μ is unbounded):

COROLLARY 4.12. We have limx→∞ I (x)
‖x‖ = +∞.

5. Support of the rate function. The aim of this section is to prove a more
precise version of Theorem 1.7.

Recall that if G is the group of k-points of a connected reductive algebraic
group G defined over a local field k, and S is a bounded subset of G generating
a Zariski dense semigroup in G, then the joint spectrum of S, denoted J (S), is
the Hausdorff limit of both of the sequences 1

n
κ(Sn) and 1

n
λ(Sn) ([12]). This is

a compact, convex subset of a+. If k = R, then the minimal affine subspace of a
containing J (S) also contains an affine copy of aS . In particular, when k =R, if G
is semisimple, J (S) is a convex body in a, and if G reductive and S is symmetric
(i.e., S = S−1 := {g−1 | g ∈ S}), then J (S) ∩ aS is of nonempty interior in aS . In
the below statement, int() denotes the interior, and ri() denotes the relative interior
of a set, that is, its interior in the affine hull of this set. With these definitions, our
result reads as follows.

THEOREM 5.1. Let k be a local field and G be the group of k-points of a con-
nected reductive algebraic group G defined over k. Let μ be a probability measure
on G, whose support S generates a Zariski-dense semigroup in G. Then:

1. The effective support DI = {x ∈ a | I (x) < ∞} is a convex subset of a. If G
is semisimple and k = R, it is of nonempty interior, and �λμ ∈ int(DI ) if moreover
μ has a finite second moment.

2. If S is a bounded subset of G, then DI = J (S) and ri(DI ) = ri(J (S)).
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3. If S is a finite subset of G, then DI = J (S) and I is bounded above by
−ming∈S logμ(g) on DI .

In any case, I is locally Lipschitz (in particular continuous) on the relative
interior of DI .

REMARK 5.2. Let μ be as in the previous theorem and S denote its sup-
port (possibly unbounded). Let � be the semigroup generated by S and B� be the
Benoist limit cone of � in a+ ([4]). Then our proof of 2. of the previous theorem
(see Proposition 5.5) in fact shows that the projective images P(DI ) and P(B�) of
DI and B� have the same interior and the same closure in P(a). In particular, the
Benoist limit cone is characterized by the support of the rate function I (for any
probability distribution μ of support S).

REMARK 5.3. Note that 2. of the previous theorem says that the rate function
I is finite on the joint spectrum, except possibly on its relative boundary [i.e.,
J (S) \ ri(J (S))]. One can easily construct examples of random walks where the
corresponding rate function explodes on the boundary (see the example below).
Moreover, remark that if DI �= J (S), we have Im(I) = [0,∞]. Indeed, 0 ∈ Im(I)

since I (�λμ) = 0 and the fact that Im(I) fills the whole set [0,∞] then follows by
convexity and lower semicontinuity of I using Theorem 5.1.

Using the definition of LDP, we obtain the following result as an immediate
corollary of the last (continuity) statement of the previous theorem.

COROLLARY 5.4. Let R be a subset of a such that int(R) ∩ J (S) �= ∅ and
int(R) = R (e.g., a convex body). Then we have limn→∞ 1

n
logP( 1

n
κ(Yn) ∈ R) =

− infx∈R I (x).

5.1. An example of a rate function exploding on the boundary. In the follow-
ing, we exhibit an example of a random matrix products whose large deviation rate
function explodes on the boundary of the joint spectrum.

EXAMPLE. Let G = SL(2,R), U = ( 1 1
1

)
, L = ( 1

1 1

)
and for k ∈ N, set Ak =( ak

a−1
k

)
, where ak = e4− 1

k and let αk be positive real numbers such that
∑

αk = 1.

Consider the probability measure μ = 1
4(δU + δL) + 1

2
∑

k≥1 αkδAk
on G. Its sup-

port S is bounded and indeed generates a Zariski dense semigroup in G, and hence
Theorem 3.4 applies. Let I be the corresponding proper convex rate function for
large deviations of the random variables 1

n
log‖Yn‖ where Yn = Xn, . . . ,X1 is the

μ-random walk and ‖ · ‖ some associated operator norm. The joint spectrum J (S)

is indeed [0,4], and in particular, by Theorem 5.1, int(DI ) ⊇ (0,4). Moreover, it is
obvious that 0 ∈ DI . We show I (4) = ∞: for k,n ∈N, define the random variables
Pk,n, Qk,n and Rk,n as
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Pk,n := the number of occurrences of elements of {U,L,Ai | i < k} in {X1,

. . . ,Xn},
Qk,n := the number of occurrences of elements of {Ai | k ≤ i < 3k} in {X1,

. . . ,Xn},
Rk,n := n − Pk,n − Qk,n.

Then, for all k ≥ 1, one has

P

(
1

n
log‖Yn‖ ≥ 4 − 1

3k

)
= ∑

T ∈{P,Q,R}
P

(
1

n
log‖Yn‖ ≥ 4 − 1

3k
and Tk,n ≥ n

3

))
.

Observe that in this last sum, the term corresponding to T = P is zero by sub-
multiplicativity of the operator norm and the other two terms are asymptotically
bounded above by n

3
th-powers of respectively c.

∑3k
i=k αi and c.

∑
i≥3k αi , where

c > 0 is a fixed constant. Since these sums converge to zero, by definition of LDP,
this shows that I (4) = ∞.

5.2. Proof of Theorem 5.1. The following proposition shows the key first
statement of 2. of Theorem 5.1.

PROPOSITION 5.5. Let G, μ and S be as in 2. of Theorem 5.1. Then DI =
J (S).

PROOF. We first show DI ⊆ J (S). Since J (S) is closed by definition, we
show DI ⊆ J (S). Let x ∈ DI and Ox be a neighbourhood of x in a. Then, by
Theorem 3.3, the LDP inequality implies that

− lim inf
n→∞

1

n
logP

(
1

n
κ(Yn) ∈ Ox

)
≤ inf

y∈Ox

I (y) ≤ I (x) < ∞.

In particular, for all n ∈ N large enough, P( 1
n
κ(Yn) ∈ Ox) > 0, implying that for

all n large enough, 1
n
κ(Sn)∩Ox �=∅. By definition of J (S), since Ox is arbitrary,

it follows that x ∈ J (S).
To prove DI ⊇ J (S), we shall show that for all x ∈ K(S) and δ > 0, we have

B(x, δ) ∩ DI �= ∅. Let such x and δ be given. By definition of J (S), there exists
Nδ such that for each n ≥ Nδ , 1

n
κ(Sn) ∩ B(x, δ

4) �= ∅. Let n0 ∈ N be large enough
(to be specified later), such that xn0 ∈ 1

nn
κ(Sn0) and xn0 ∈ B(x, δ

4). Denote by gn0

an element of Sn0 such that xn0 = 1
n0

κ(gn0), and let Un0 be a neighbourhood of gn0

in G such that 1
n0

κ(Un0) ⊆ B(x, δ
4). Take a compact C of a such that 1

n
κ(Sn) ⊆

C for each n ≥ 1. This is indeed possible since S is bounded. Finally, put C̃ =
maxx∈C ‖x‖.

Denote by � the Zariski dense sub-semigroup of G generated by S and let
r = r(�) be as given by Theorem 2.18. Fix 0 < ε ≤ r such that 6ε ≤ r and let
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F = F(r,ε) be the finite subset of � given by Theorem 2.18. For each f ∈ F , fix
a neighbourhood Vf of f in G as in Remark 2.19. Let f0 be an element of F

such that gn0f0 is (θ�, r, ε)-proximal. Up to reducing Un0 , we can suppose by
Remark 2.19 that for every g ∈ Un0 and f ′ ∈ Vf0 , gf ′ is (θ�, r, ε)-proximal.

Furthermore, let M be the compact subset of a obtained by Corollary 2.9, ap-
plying it with L = V f . Put K = K( r

6 ,ε) the compact subset of a given by Proposi-

tion 3.11. Fix i0 ∈ N such that f0 ∈ Si0 , let d3 = d3(r) > 0 be as given by Corol-
lary 3.10 and denote d7 = d3P(Yi0 ∈ Vf0) > 0. Finally, set β0 = P(Yn0 ∈ Un0) > 0.

In Corollary 3.10, taking E = Un0Vf0 and using it with n1 = n0 + i0, we get an
(θ�, r

6 , ε)-Schottky family En1 ⊆ E such that

(5.1) P(Yn1 ∈ En1) ≥ d3P(Yn1 ∈ E).

Now using Proposition 3.11, one sees that if n0 ∈ N satisfies n0 ≥
16 i0C̃+diam(M)+diam(K)

δ
∨ Nδ , then for all k ≥ 1, and h1, . . . , hk ∈ En1 , we have

d(xn0,
κ(h1,...,hk)

n1k
) < δ

2 . Therefore, using this, the independence of random walk
increments and (5.1), we have

P

(
1

n1k
κ(Yn1k) ∈ B

(
xn0,

δ

2

))
≥ P

(
Ykn1 ∈ Ek

n1

)
≥ P(Yn1 ∈ En1)

k

≥ dk
3P(Yn1 ∈ E)k

≥ dk
3P(Xn1, . . . ,Xi0+1 ∈ Un0 and Yi0 ∈ Vf0)

k

= dk
3P(Yn0 ∈ Un0)

kP(Yi0 ∈ Vf0)
k

≥ (β0d7)
k > 0.

This readily implies that

lim sup
m→∞

1

m
logP

(
1

m
κ(Ym) ∈ B

(
xn,

δ

2

))
≥ log(β0d7)

n1
> −∞.

Now using the definition of LDP, by Theorem 3.3 we get

inf
y∈B(x, δ

2 )

I (y) ≤ − log(β0d7)

n1
< ∞.

In particular, DI ∩ B(x, δ) �= ∅, what we wanted to show. �

We are now ready to complete the proof of Theorem 5.1. We note that in 1.,
the proof of �λμ ∈ int(DI ) is the same as the proof of �λμ ∈ int(J (S)) in [12], when
the measure μ is supported on a bounded set S generating a Zariski dense semi-
group. This uses the nondegeneracy of the limit Gaussian distribution in central
limit theorem (of Goldsheid–Guivarc’h [18], Guivarc’h [19] and Benoist–Quint
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[9]) together with Abels–Margulis–Soifer’s theorem 2.18 and Benoist estimates
(in the form of Proposition 3.11). We omit its proof to avoid lengthy repetitions.

PROOF OF THEOREM 5.1. 1. Convexity of DI follows immediately from con-
vexity of the rate function I . Thus, DI is convex by Theorem 3.3. If G is semisim-
ple, k = R and S is bounded, that int(DI ) �= ∅ follows by 2. and the fact that in
this case int(J (S)) �= ∅ (see [12] or [26]). If S is unbounded, then we can find a
bounded subset S0 of S generating a Zariski dense sub-semigroup in G and such
that μ(S0) > 0. Let μ0 be the the probability measure obtained by restricting μ to
S0 and let I0 be the LDP rate function given by Theorem 3.3 applied to μ0-random
walk on G. Then, by the expression of a rate function in Theorem 3.15, one sees
that DI0 ⊆ DI , and hence we conclude as before.

2. DI = J (S) is proved in Proposition 5.5. The second assertion ri(J (S)) =
ri(DI ) follows from this, since both sets J (S) and DI are convex.

3. We show that I is bounded above by −ming∈S logμ(g) on DI , the rest fol-
lows from lower semicontinuity of I . Let x ∈ DI so that I (x) < ∞. It follows
by the expression of I (x) in Theorem 3.15 that there exists a neighbourhood O

of x in a such that P( 1
n
κ(Yn) ∈ O) �= 0, for all n large enough. Therefore, for all

such n, there exist g1, . . . , gn ∈ S, such that 1
n
κ(gn, . . . , g1) ∈ O . Using the inde-

pendence of random walk increments Xi’s, we get P( 1
n
κ(Yn) ∈ O) ≥ P(Xi = gi

for each i = 1, . . . , n) = ∏n
i=1 P(Xi = gi) ≥ (ming∈S μ(g))n. Now using again the

expression of I (x) in Theorem 3.15, we conclude that I (x) ≤ −ming∈S logμ(g).
Finally, the last assertion is a classical fact on convex functions. �

REMARK 5.6. An interesting observation on the proof of 3. of the previous
theorem is the following: (at least) when the support S of μ is a finite set, the
Hausdorff convergence of the sequence 1

n
κ(Sn) is a necessary condition (which

is conjectured to hold without any assumptions on S) for an LDP to hold for the
sequence 1

n
κ(Yn) of random variables. This is relevant when one tries to generalize

Theorem 3.3 to a random walk governed by a probability measure supported on
arbitrary set.

6. LDP for Jordan projections. In this section, we gather some results and
examples on large deviations of Jordan projections and make a conjecture.

Although we know that the probabilistic behaviours of averages of Cartan and
Jordan projections along a random walk Yn are very close (see below), in this arti-
cle we are not able to prove an LDP for the sequence 1

n
λ(Yn) of random variables.

Indeed, the following observation of Benoist–Quint ([8]) expresses this close be-
haviour of 1

n
κ(Yn) and 1

n
λ(Yn).

PROPOSITION 6.1 (Lemma 13.13, [8]). In the setting of Theorem 3.4, for all
ε > 0 there exists c > 0 and l0 such that for every n ≥ l ≥ l0, we have

P
(∥∥κ(Yn) − λ(Yn)

∥∥ > εl
) ≤ e−cl .
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From this proposition, one deduces that the averages 1
n
κ(Yn) and 1

n
λ(Yn) satisfy

the same limit laws of law of large numbers (with the same limit), central limit the-
orem (with the same limit Gaussian distribution), law of iterated logarithm (with
the same constant) and exponential decay of probabilities off the Lyapunov vec-
tor [i.e., if the sequence 1

n
λ(Yn) also satisfies an LDP, its rate function has the

same unique zero as that of 1
n
κ(Yn)]. On the other hand, it does not seem possible

to deduce the same LDP from this proposition. Nevertheless, we believe that the
following holds.

CONJECTURE 6.2. Let G be a connected reductive real linear algebraic
group and μ be a probability measure on G whose support generates a discrete
Zariski-dense semigroup in G. Then the sequence 1

n
λ(Yn) of random variables sat-

isfies an LDP with the same rate function I : a+ → [0,∞] given by Theorem 3.4.

6.1. Domination of Jordan rate function and some examples. Regarding this
conjecture, the following proposition says that under the hypotheses of Theo-
rem 3.3, if an LDP holds for 1

n
λ(Yn), then one side of the equality of rate functions

in the above conjecture is satisfied.

PROPOSITION 6.3. Under the same hypotheses as Theorem 3.3, for x ∈ a+,
setting

J̃ (x) = sup
O⊂a open

x∈O

− lim sup
n→∞

P

(
1

n
λ(Yn) ∈ O

)

we have J̃ (x) ≤ I (x), where I is the rate function given by Theorem 3.3. In partic-
ular, if the sequence 1

n
λ(Yn) satisfies an LDP with rate function J : a+ → [0,∞],

then we have J (x) ≤ I (x) for all x ∈ a+.

This proposition is proved along the same lines as the existence of LDP in The-
orem 3.3. We provide a brief proof.

PROOF OF PROPOSITION 6.3. By Theorem 3.15, it suffices to show that for
any open set O ′ super-strictly containing O , we have

(6.1) α := − lim inf
n→∞

1

n
logP

(
1

n
κ(Yn) ∈ O

)
≥ − lim sup

n→∞
1

n
logP

(
1

n
λ(Yn) ∈ O ′

)
.

Let 0 < δ < α be small enough and nk be a sequence such that for all k ≥ 1,
P( 1

nk
κ(Ynk

) ∈ O) ≥ e−(α+δ)nk . Apply, Lemma 3.7 for some ε > 0 small enough,
and Corollary 3.10 to get for every k ≥ 1 a sequence n′

k (such that for some i0
depending only on μ and for every k ≥ 1, we have |nk −n′

k| ≤ i0) and an (θ�, r, ε)-
Schottky family Ek (where � denotes the semigroup generated by the support of
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μ as usual) such that, for all k large enough we have

P

(
1

n′
k

κ(Yn′
k
) ∈ O1 and Yn′

k
∈ Ek

)
≥ d.e−(α+δ)n′

k

where O1 is an open subset of a+ containing O and super-strictly contained in
O ′, and d > 0 is a positive constant which only depends on μ and ε. Now by
Theorem 2.15 and independence of random walk increments, for each t ∈ N and
k ≥ 1 large enough, we have

P

(
1

t.n′
k

λ(Yt.n′
k
) ∈ O ′

)
≥ P

(
Yt.n′

k
∈ Et

k

) ≥ P(Yn′
k
∈ Ek)

t ≥ dte−(α+δ)n′
k.t .

Since δ > 0 can be taken arbitrarily small, this indeed proves (6.1) and completes
the proof. �

REMARK 6.4. If e denotes the identity in G and μ(e) > 0, one can strengthen
this proposition by changing lim sup to lim inf in the definition of J̃ .

In the following, we give some examples where the above conjecture holds true.
As usual, G denotes a k-points of a connected reductive linear algebraic group
defined over a local field k.

EXAMPLE. 1. The first example is in a sense trivial, but we mention it to
contrast it with the second example: let θ ⊆ � and r > ε > 0 be given and let
E be an (θ, r, ε)-Schottky family in G. Let � be the semigroup generated by E

and let μ be a finitely supported probability measure supported on �. Then the
conclusion of Conjecture 6.2 holds for the μ-random walk. Indeed, for every γ ∈
�, by Proposition 2.14, one has ‖κ(γ ) − λ(γ )‖ ≤ M , where M depends only on
� and the assertion follows easily from this. Note that this example is a purely
semigroup case, that is, such a � never contains an element and its inverse. Note
also that we do not suppose that � is Zariski dense, indeed for a μ supported
on such a semigroup, one does not need the Zariski density hypothesis for the
conclusion of Theorem 3.3 to hold.

2. The following situation is more interesting since one does not have the uni-
form closeness of Cartan and Jordan projections as above: let E be a free (θ, r, ε)-
Schottky family in G and let E′ be a subset of E ∪ E−1. Let � be the semigroup
generated by E′ and μ be a finitely supported probability measure on �. Then, the
conclusion of Conjecture 6.2 holds for the μ-random walk. This follows from an
elementary calculation using essentially the fact that on a cyclically reduced ele-
ment (seen as a word in the letters of E−1 ∪ E) the Cartan and Jordan projections
are uniformly close (i.e., Proposition 2.14) together with Corollary 2.9.
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