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STOCHASTIC AIRY SEMIGROUP THROUGH
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We determine the operator limit for large powers of random symmet-
ric tridiagonal matrices as the size of the matrix grows. The result pro-
vides a novel expression in terms of functionals of Brownian motions for the
Laplace transform of the Airyβ process, which describes the largest eigen-
values in the β ensembles of random matrix theory. Another consequence is
a Feynman–Kac formula for the stochastic Airy operator of Edelman–Sutton
and Ramirez–Rider–Virag.

As a side result, we find that the difference between the area underneath a
standard Brownian excursion and one half of the integral of its squared local
times is a Gaussian random variable.
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1. Introduction. This article is about spectral properties of random matrices,
and we refer to [1, 2, 32, 53] for modern general reviews. In random matrix en-
sembles, one distinguishes a parameter β , which is typically equal to 1, 2 or 4 in
full Hermitian matrix models (such as Wigner or Wishart ensembles) and corre-
sponds to real, complex or quaternion matrix elements. More generally, β can be
taken to be an arbitrary positive number, in relation with Coulomb log-gases, the
Calogero–Sutherland quantum many-body system, random tridiagonal matrices,
Heckman–Opdam and Macdonald processes; see, for example, [1], Chapter 20
“Beta Ensembles”, [12, 25] for the details.

Here, we concentrate on edge limits of random matrix ensembles describing
the asymptotic behavior of the largest eigenvalues (and the corresponding eigen-
vectors). At β = 2, that is, for complex Hermitian matrices, there are many deep
results in this direction. In particular, the properly centered and rescaled largest
eigenvalue converges to the Tracy–Widom law F2 [63], the point process describ-
ing all largest eigenvalues converges to the Airy point process, which is a part
of 2D Airy line ensemble [19, 55] (the latter can be obtained by considering the
largest eigenvalues of corners of random matrices). All these results are very ro-
bust and have been proved rigorously in great generality; see, for example, [5, 17,
22, 44, 52, 54, 60, 61]. Furthermore, the universality of these objects extends far
beyond random matrix theory; see, for example, [14, 15, 18, 39] and references
therein. Several descriptions of the limiting objects are known: tractable expres-
sions of their correlation functions (see, e.g., [55, 63]) and Laplace transforms
(see, e.g., [51, 59, 61]), and a conjectural description through the so-called Brow-
nian Gibbs property (see [19], Section 3.2).

While for β = 1, there are still many results parallel to the β = 2 case, there is
much less understanding for general values of β > 0. For the general β analogues
of F2 and the Airy point process, the only known identification is via the spectrum
of the stochastic Airy operator [30, 56], and no analytic formulas for correlation
functions or Laplace transforms are known. Moreover, even the existence of the
Airy line ensemble for general β has not been established.

From the analytic point of view, the main difficulty for general β is that the de-
terminantal/Pfaffian formulas for the correlation functions available for β = 1,2,4
are not known to extend to other values of β . A recent alternative approach pro-
ducing explicit formulas through Macdonald processes [10, 11] does work for β

ensembles (see [12, 13]), but the edge limits are not yet accessible through these
techniques.

Another approach, which has proved to be very successful for β = 1,2,4, is
the moments method. In the present article, we prove that the latter approach can
be adapted to the study of the edge limits of general β ensembles. This leads to
several outcomes. First, we prove that the Laplace transform of the point process
of the rescaled largest eigenvalues in the Gaussian β ensemble (and more general
random matrices) converges to the Laplace transform of the Airyβ point process
and establish a novel formula for the latter in terms of a functional of Brownian
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motion. This is closely related to our second result: the identification and proof of
a Feynman–Kac formula for the stochastic Airy semigroup, the semigroup associ-
ated with the stochastic Airy operator.

It is known that Laplace transforms can be used to study various properties of
the underlying point processes. For instance, by integrating one should be able to
access linear statistics of the Airyβ point process (in addition to their intrinsic in-
terest, the latter are also important for the study of rigidity properties; cf. [33]).
On the other hand, by sending the parameter of the Laplace transform to infinity,
one should be able to find the Tracy–Widom laws Fβ . We postpone the discussion
of these possible applications to future papers. Instead, we present a rather unex-
pected consequence: comparing our results with the literature for β = 2 we find
a novel identity involving the Brownian excursion area and the local times of the
same excursion.

From the technical point of view, our main result is the computation of the
asymptotics of matrix elements of large powers of random tridiagonal matrices.
More precisely, for a matrix of size N ×N we deal with powers of the order N2/3.
In the case when the powers do not grow or grow slower than N2/3, such asymp-
totics has been previously analyzed in [27, 28, 68], but for the analysis of the fast
growing powers (directly related to the edge asymptotics of β ensembles) many
new ideas are necessary. In particular, in our proofs we heavily rely on strong in-
variance principles, that is, statements about the convergence of the trajectories of
(conditioned) random walks to those of Brownian motions (or bridges) with a very
precise control of errors, as in [4, 43, 46]. In addition, we use path transformations
linking discrete local times of random walks to time-changed versions of the same
random walk; see [3], and also [7, 21, 37] for the continuous analogues.

We proceed to a detailed exposition of our results.

NOTATION. In what follows, C stands for a positive constant whose exact
value is not important for us and might change from line to line.

2. Setup and results. Given two sequences of independent random variables
a(m), m ∈ N and b(m), m ∈ N, we define for each N ∈ N the N × N symmetric
tridiagonal matrix MN = (MN [m,n])Nm,n=1 by setting MN [m,m] = a(m), m =
1,2, . . . ,N and M[m,m + 1] = b(m), m = 1,2, . . . ,N − 1:

(2.1) MN =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

a(1) b(1) 0 · · · 0

b(1) a(2) b(2)
. . .

...

0 b(2) a(3)
. . . 0

...
. . .

. . .
. . . b(N − 1)

0 · · · 0 b(N − 1) a(N)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

In this paper, we study MN in the asymptotic regime N → ∞.3
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The case when, for a fixed β > 0, all a(m), m ∈ N, have the normal distribution
N(0,2/β), and the b(m), m ∈ N, are β−1/2 multiples of χ -distributed random
variables with parameters βm, m ∈ N is of particular interest. Here, the density of
the χ distribution with parameter a on R≥0 is

21−k/2

�(a/2)
xa−1e−x2/2, x > 0.

In this situation, the joint density of the N eigenvalues λ1 ≤ λ2 ≤ · · · ≤ λN of MN

is proportional to

∏
i<j

(λj − λi)
β

N∏
i=1

e− β
4 λ2

i ,

and the corresponding joint distribution is usually referred to as the Gaussian β en-
semble; see, for example, [26]. More generally, we work with arbitrary sequences
of independent random variables a(m), m ∈ N, and b(m), m ∈ N, satisfying the
following assumption.

ASSUMPTION 2.1. The sequences a(m), m ∈ N and b(m), m ∈ N, of inde-
pendent random variables satisfy, with the notation

(2.2) b(m) = √
m + ξ(m), m ∈ N,

(a) as m → ∞, |E[a(m)]| = o(m−1/3), |E[ξ(m)]| = o(m−1/3);

(b) there exist nonnegative constants sa, sξ such that s2
a

4 + s2
ξ = 1

β
and, as m →

∞, E[a(m)2] = s2
a + o(1), E[ξ(m)2] = s2

ξ + o(1);
(c) there exist constants C > 0 and 0 < γ < 2/3 such that

E
[∣∣a(m)

∣∣�] ≤ C��γ � and E
[∣∣ξ(m)

∣∣�] ≤ C��γ � for all m,� ∈ N.

In particular, we have the following simple lemma.

LEMMA 2.1. If all a(m), m ∈N, are N(0,2/β)-distributed and the
√

βb(m),
m ∈ N, are χ -distributed with parameters βm, m ∈ N, respectively, then Assump-
tion 2.1 holds with sa/2 = sξ = 1√

2β
.

PROOF. The result is immediate for a(m), m ∈ N. For ξ(m), m ∈ N it fol-
lows from known tail estimates for χ random variables; see, for example, [45],
Section 4.1, Lemma 1. �

We start the study of the N → ∞ limit of MN by recalling the semicircle law.
For each N ∈ N, let λ1

N ≥ λ2
N ≥ · · · ≥ λN

N denote the ordered eigenvalues of MN .

3All our arguments extend to the case when the entries a(m), m = 1,2, . . . ,N and b(m), m =
1,2, . . . ,N − 1 vary with N . However, to keep the notation reasonable we have decided to work in
the less general setup of no dependence on N .
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Consider the random probability measure

(2.3) ρN = 1

N

N∑
i=1

δλi
N/

√
N.

PROPOSITION 2.1. Under Assumption 2.1, as N → ∞, the random measure
ρN converge weakly, in probability, to the deterministic measure μ with density

1

2π

√
4 − x2, −2 < x < 2.

For the Gaussian β ensemble, Proposition 2.1 is well known and can be proven
in several ways; cf. [2, 25]. For the sake of completeness, we provide a proof of
our more general statement in the Supplementary Material [34], Supplement A.

Proposition 2.1 gives the leading order asymptotics of the normalized spectral
measure ρN . Refinements of this statement are available in at least three different
directions. The first one studies the higher order asymptotics of ρN in the same
coordinates, that is, the fluctuations of ρN around the semicircle distribution μ.
This is referred to as global asymptotics. In this direction, we prove in the Ap-
pendix [34], Supplement A a central limit theorem (CLT) for the joint fluctua-
tions of multiple corners of MN . Note that the Gaussian nature of the fluctuations
(and the corresponding covariance structure) for a single matrix is well known; cf.
[2, 25, 38].

The second refinement is the study of the local asymptotics of the eigenvalues
in the bulk of the spectrum. A typical question in this direction is the asymptotic
distribution of the rescaled spacing

√
N(λ

	N/2

N − λ

	N/2
+1
N ). We do not address

this limiting regime in the present paper and instead refer to [64] for results of this
type for random tridiagonal matrices.

The third refinement is the investigation of the asymptotics of the extreme eigen-
values of MN and the corresponding eigenvectors, which is known as edge asymp-
totics. In this direction, it is proven in [44, 56] (see also [29, 30, 62] for earlier de-
velopments) that the random variable N1/6(λi

N − 2
√

N) converges in distribution
for every fixed i ∈ N. The limit of the corresponding eigenvector is also studied
therein. Our main results are closely related to this work.

Let us now present the main results of this paper. Take a probability space which
supports a standard Brownian motion W , and consider for each T > 0 the follow-
ing (random) kernel on R≥0 ×R≥0:

K(x, y;T ) = 1√
2πT

exp
(
−(x − y)2

2T

)

·EBx,y

[
1{∀t :Bx,y(t)≥0} exp

(
−1

2

∫ T

0
Bx,y(t)dt

+ 1√
β

∫ ∞
0

La

(
Bx,y)dW(a)

)]
.

(2.4)
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Here, Bx,y is a standard Brownian bridge starting at x at time 0 and ending at y at
time T which is independent of W ; the La(B

x,y) are the local times accumulated
by Bx,y at level a on [0, T ]; and the expectation EBx,y is taken only with respect
to Bx,y . We define U(T ), T > 0, as the integral operators on R≥0 with kernels
K(x, y;T ), T > 0, respectively. In order to be able to make statements about mul-
tiple operators U(T ), we use the same path of W in (2.4) and define the stochastic
integral with respect to W therein according to the almost sure procedure described
in [41]. For notational convenience, we let U(0) be the identity operator.

PROPOSITION 2.2. For each T > 0, U(T ) is almost surely a symmetric non-
negative trace class operator on L2(R≥0) satisfying the trace formula

(2.5) Trace
(
U(T )

) =
∫
R≥0

K(x, x;T )dx.

PROPOSITION 2.3. Operators U(T ), T ≥ 0, have the almost sure semigroup
property: for any T1, T2 ≥ 0, it holds U(T1)U(T2) = U(T1 + T2) with probability
one.

PROPOSITION 2.4. The semigroup U(T ), T ≥ 0 is L2-strongly continuous,
that is, for any T ≥ 0 and f ∈ L2(R≥0), it holds

(2.6) lim
t→T

E
[∥∥U(T )f − U(t)f

∥∥2] = 0.

PROPOSITION 2.5. There exists an orthonormal basis of random vectors
v1,v2, . . . ∈ L2(R≥0) and random variables η1 ≥ η2 ≥ · · · defined on the same
probability space as U(T ), T > 0, such that, for each T > 0, the spectrum of
U(T ) [as an operator on L2(R≥0)] consists of eigenvalues exp(T ηi/2), i ∈N cor-
responding to the eigenvectors vi , i ∈ N, respectively.

The proofs of Propositions 2.2, 2.3 and 2.4 are given in Section 5, and Proposi-
tion 2.5 is established in Section 7.

Our interest in the operators U(T ), T > 0, is based on their appearance in
the N → ∞ edge limit of the matrix MN and its submatrices. More specifi-
cally, let S denote the set of all locally integrable functions f on R≥0 which
grow subexponentially fast at infinity [i.e., for which there exists a δ > 0 such
that f (x) = O(exp(x1−δ)) as x → ∞]. Further, for any N ∈ N and f ∈ S ,

write πNf for the vector in RN with components N1/6 ∫ N−1/3(N−i+1)

N−1/3(N−i)
f (x)dx,

i = 1,2, . . . ,N and (πNf )′ for its transpose. In addition, define the N ×N matrix

M(T ,N) = 1

2

((
MN

2
√

N

)	T N2/3

+

(
MN

2
√

N

)	T N2/3
−1)
.
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THEOREM 2.1. Under the Assumption 2.1, we have

lim
N→∞M(T ,N) = U(T ), T ≥ 0,

in the following senses:

(a) Weak convergence: For any f,g ∈ S and T ≥ 0, we have

lim
N→∞(πNf )′M(T ,N)(πNg) =

∫
R≥0

(
UA(T )f

)
(x)g(x)dx

in distribution and in the sense of moments.
(b) Convergence of traces: For any T ≥ 0, we have

lim
N→∞ Trace

(
M(T ,N)

) = Trace
(
U(T )

)
in distribution and in the sense of moments.

(c) The convergences in parts (a) and (b) also hold jointly for any finite collec-
tion of T ’s, f ’s and g’s.

The convergence in distribution in part (c) is joint with the following limit in dis-
tribution with respect to the Skorokhod topology:

(2.7) W(a) = √
β lim

N→∞N−1/6
N∑

n=N−	N1/3a


(
ξ(n) + a(n)

2

)
, a ≥ 0,

where W is the Brownian motion from the definition of U(T ).

The proof of Theorem 2.1 is given in Section 4.3.

REMARK 2.2. We recall that, for deterministic operators, weak convergence
together with the convergence of their traces imply other stronger forms of con-
vergence, in particular, the convergence in the trace-class norm; see, for example,
[58], Section 2. Yet, when we speak about the convergence of finite-dimensional
distributions of random operators, sticking to the statements (a) and (b) seems quite
natural.

REMARK 2.3. Fix a (possibly unbounded) interval A ⊂ R≥0, consider for
each T > 0 the following kernel on R≥0 ×R≥0:

KA(x, y;T ) = 1√
2πT

exp
(
−(x − y)2

2T

)

·EBx,y

[
1{∀t :Bx,y(t)∈A} exp

(
−1

2

∫ T

0
Bx,y(t)dt

+ 1√
β

∫ ∞
0

La

(
Bx,y)dW(a)

)]
,

(2.8)
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and define UA(T ), T > 0, as the integral operators on R≥0 with kernels
KA(x, y;T ), T > 0, respectively. Let MN;A be the restriction of MN onto A,
so that the (i, j)th entry of MN,A is equal to that of MN if N−i+1/2

N1/3 ,
N−j+1/2

N1/3

belong to A and zero otherwise. Set

M(T ,A,N) = 1

2

((
MN;A
2
√

N

)	T N2/3

+

(
MN;A
2
√

N

)	T N2/3
−1)
.

Then Theorem 2.1 can be generalized (and the proof remains the same with very
minor modifications) to the convergence

lim
N→∞M(T ,A,N) = UA(T ), T ≥ 0,

which also holds jointly for finitely many A’s. The same remark applies to Corol-
lary 2.1 below.

The convergence of the traces Trace(M(T ,N)) as N → ∞ implies the conver-
gence of the eigenvalues of MN in the same limit. Let λ1

N ≥ λ2
N ≥ · · · ≥ λN

N denote
the eigenvalues of the matrix N1/6(MN − 2

√
N).

COROLLARY 2.1. In the notation of Proposition 2.5, one has the convergence
in distribution

(2.9)
N∑

i=1

eT λi
N/2 −→N→∞

∞∑
i=1

eT ηi/2 = Trace
(
U(T )

)

jointly for finitely many T ’s. Therefore, one also has

(2.10) λi
N −→N→∞ ηi

jointly for finitely many i’s.

REMARK 2.4. If we replace MN by −MN in the definition of M(T ,N), then
limit theorems for traces, similar to Theorem 2.1(b) and Corollary 2.1, will hold for
this new object (see Remark 4.5 for more details). The latter give the asymptotics
of the smallest eigenvalues of MN . Interestingly, while for the variance constants
sa, sξ corresponding to the Gaussian β ensemble, the limits of the largest and the
smallest eigenvalues are independent, this is not true in general.

The proof of Corollary 2.1 is given in Section 6.
Let us compare our results with the previous work on the subject. An alternative

derivation of the edge limit theorem and another interpretation of the limits ηi were
given in [56]. There the authors make sense of the stochastic Airy operator SAOβ

SAOβ = − d2

da2 + a + 2√
β

W ′(a)
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on L2(R≥0) with a Dirichlet boundary condition at zero by appropriately defining
an orthnormal basis of its eigenfunctions and the corresponding eigenvalues −ηi ,
i ∈ N (see [56], Section 2, and also [9, 50]). In addition, they show that the leading
eigenvalues of MN (and the corresponding eigenvectors) converge to the leading
eigenvalues (eigenvectors) of SAOβ . Note that, since the white noise W ′(a), a ≥ 0
is a generalized function, special care is required in defining the operator SAOβ .

COROLLARY 2.2. For any T ≥ 0, define e− T
2 SAOβ as the unique operator on

L2(R≥0) with the same orthonormal basis of eigenfunctions as SAOβ and the cor-
responding eigenvalues eT η1/2 ≥ eT η2/2 ≥ · · · . If one couples e− T

2 SAOβ with U(T )

by identifying the Brownian motions W in their respective definitions, then for each

T ≥ 0, the operators e− T
2 SAOβ and U(T ) coincide with probability one.

The proof of Corollary 2.2 is given in Section 7. Proposition 2.3 and Corol-
lary 2.2 lead to the name stochastic Airy semigroup for the operators U(T ), T ≥ 0.

The relationship between SAOβ and the operators U(T ), T > 0, can be viewed
as a variant of the Feynman–Kac formula for Schroedinger operators (see, e.g.,
[57], Section 6, equation (6.6), for the case when the potential is a deterministic
function). However, since in the case of SAOβ the potential is given by the gen-
eralized function a + 2√

β
W ′(a), such a result seems to be beyond the scope of

the previous literature. A notable exception is the “zero temperature case” β = ∞
which falls into the framework of the usual Feynman–Kac formula. In that case, a
path transformation argument allows to recast the Feynman–Kac identity

Trace
(
U(T )

)
= 1√

2πT

∫ ∞
0

EBx,x

[
1{∀t :Bx,x(t)≥0} exp

(
−1

2

∫ T

0
Bx,x(t)dt

)]
dx

for the trace of U(T ) as

Trace
(
U(T )

) =
√

2

π
T −3/2E

[
exp

(
−T 3/2

2

∫ 1

0
e(t)dt

)]
,

where e is a standard Brownian excursion on the time interval [0,1] (see the proof
of Proposition 2.7 for the details). Since SAO∞ is the deterministic Airy operator,
the latter formula is the well-known series representation for the Laplace transform
of the Brownian excursion area

∫ 1
0 e(t)dt (see, e.g., [36], Section 13).

Let us also remark that [9], Appendix A, transforms SAOβ to a classical Sturm–
Liouville operator. It would be interesting (but possibly challenging) to compare
the Feynman–Kac semigroup for this operator with our U(T ).

We now turn to the special value β = 2, in which case the edge asymptotics
is much better understood. In particular, there exist formulas for the moments of
the limiting traces of the form (2.9). The first moment admits a particularly simple
formula and is given (in our notation) by the following proposition from [51].
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PROPOSITION 2.6 ([51], Section 2.6.1). Take β = 2. Then, for all T > 0,

E
[
Trace

(
U(T )

)] = E

[∑
i≥1

eT ηi/2
]

=
√

2

π
T −3/2eT 3/96.

On the other hand, our expression for the kernel K(x, y;T ) and a suitable path
transformation allow to write the same trace in terms of a functional of a standard
Brownian excursion e on the time interval [0,1].

PROPOSITION 2.7. For all T > 0,

E
[
Trace

(
U(T )

)]
= E

[∑
i≥1

eT ηi/2
]

=
√

2

π
T −3/2E

[
exp

(
−T 3/2

2

∫ 1

0
e(t)dt + T 3/2

2β

∫ ∞
0

(ly)
2 dy

)]
,

(2.11)

where e is a standard Brownian excursion on the time interval [0,1], and each ly
is the total local time of e at level y.

The proof of Proposition 2.7 is given in Section 7.
Comparing Propositions 2.6 and 2.7 one obtains the following corollary of in-

dependent interest.

COROLLARY 2.3. Let e be a standard Brownian excursion on the time interval
[0,1] and, for each y ≥ 0, let ly be the total local time of e at level y. Then

(2.12)
∫ 1

0
e(t)dt − 1

2

∫ ∞
0

(ly)
2 dy

is a Gaussian random variable of mean 0 and variance 1
12 .

The proof of Corollary 2.3 is given in Section 7. To the best of our knowledge,
Corollary 2.3 is new and did not appear previously in the path transformation lit-
erature. However, it has been established in that literature (see [7, 21, 37], Theo-
rem 2.1) that the two terms in (2.12) have the same distribution. In particular, this
implies that the expectation of the random variable in (2.12) indeed equals to 0.
After this work was finished and posted on the arXiv, an alternative derivation of
Corollary 2.3 (not relying on the random matrix theory) was found in [35].

Proposition 2.7 also gives a partial explanation for the special role that the value
β = 2 plays. Indeed, expanding the last exponential function in (2.11) into a power
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series we get

E
[
Trace

(
U(T )

)]

=
√

2

π
T −3/2 − 1

2
√

2π
E

[∫ 1

0
e(t)dt − 1

β

∫ ∞
0

(ly)
2 dy

]

+ 1

4
√

2π
T 3/2E

[(∫ 1

0
e(t)dt − 1

β

∫ ∞
0

(ly)
2 dy

)2]
+ · · · .

(2.13)

In particular, β = 2 is the only case in which the second term in the expansion
(2.13) vanishes.

3. Combinatorics of high powers of symmetric tridiagonal matrices. In
this section, we give a sketch of the proof of Theorem 2.1 and, in particular, explain
how the Brownian bridges Bx,y and the Brownian motion W in the definition of
the kernel K(x, y;T ) arise in the study of high powers of the matrix MN . The
technical estimates required to justify the steps of this sketch are then presented in
Section 4 below, culminating in the complete proof of the theorem in Section 4.3.

Our aim is to study the matrix elements and the trace of a high power of the
matrix MN . By definition,

(3.1) (MN)k
[
i, i′

] = ∑
MN [i0, i1]MN [i1, i2] · · ·MN [ik−2, ik−1]MN [ik−1, ik],

where the sum is taken over sequences of integers i0, i1, . . . , ik in {1,2, . . . ,N}
such that i0 = i, ik = i ′, and |ij − ij−1| ≤ 1 for all j = 1,2, . . . , k. Hereby, the
factors of the form MN [m,m+1] or MN [m,m−1] [given by b(m) = √

m+ξ(m)]
are given by

√
m at the leading order in m, whereas factors of the form MN [m,m]

[given by a(m)] are of order 1 in m.
We are interested in M(T ,N) and take first k = 	T N2/3
. Throughout the ar-

gument we assume that k is even, with the odd case being very similar. Let us
consider the sequences in (3.1) without “horizontal” segments ij−1 = ij . Note that
we need to assume that i − i′ is even, as otherwise the sum is empty. With the
notation a ∧ b for min(a, b), the corresponding part of the sum in (3.1) is

(3.2) (2
√

N)k · 1

2k

∑
1≤i0,i1,...,ik≤N

|ij−ij−1|=1 for all j

i0=i,ik=i′

k∏
l=1

√
il ∧ il−1√

N

(
1 + ξ(il ∧ il−1)√

il ∧ il−1

)
.

The prefactor (2
√

N)k corresponds to the scaling under which the limiting spec-
tral interval is [−1,1]. It is also precisely the normalization of MN used in the
definition of M(T ,N), and we need to identify the N → ∞ limit of the rest of the
expression in (3.2).

Write i∗ for min(i0, i1, . . . , ik). It is not hard to see that the contribution of the
sequences with N−i∗

N1/3 → ∞ to the sum in (3.2) becomes negligible in the limit,



2298 V. GORIN AND M. SHKOLNIKOV

so that one can restrict the attention to sequences with lim supN→∞ N−i∗
N1/3 < ∞. In

particular, we choose i, i′ such that

x := lim
N→∞

N − i

N1/3 < ∞, y := lim
N→∞

N − i′

N1/3 < ∞.

Note further that we are summing over the trajectories of a simple random walk
bridge with k steps connecting i to i′ (i.e., a simple random walk with k steps con-
ditioned on having the prescribed endpoints). Our aim is to prove that the normal-
ized sum converges to an integral with respect to the law of the Brownian bridge
connecting x to y.

Each summand in (3.2) can be trivially rewritten as

(3.3) exp

(
1

2

k∑
l=1

log
(

1 − N − il ∧ il−1

N

)
+

k∑
l=1

log
(

1 + ξ(il ∧ il−1)√
il ∧ il−1

))
.

For terms with lim supN→∞ N−i∗
N1/3 < ∞, the arguments of the logarithms in the first

sum are close to 1, and one can use the formula log(1 + z) ≈ z (here, z is of the
order N−2/3, and there are order N2/3 summands). Similarly, for the logarithms in
the second sum, consider the Taylor expansion

log
(

1 + ξ(il ∧ il−1)√
il ∧ il−1

)
= ξ(il ∧ il−1)√

il ∧ il−1
− 1

2

ξ(il ∧ il−1)
2

il ∧ il−1
+ · · ·

and note that already the second term is of order N−1 (in expectation). Since there
are order N2/3 summands, only the first term can contribute to the N → ∞ limit.
Consequently, in that limit the expression from (3.3) can be replaced by

(3.4) exp

(
− 1

2N

k∑
l=1

(N − il ∧ il+1) +
k∑

l=1

ξ(il ∧ il−1)√
il ∧ il−1

)
.

At this stage, we observe that

(3.5)
k∑

l=1

ξ(il ∧ il−1)√
il ∧ il−1

=
N∑

h=i∗

ξ(h)√
h

∣∣{l : il ∧ il+1 = h}∣∣.
A typical trajectory of a simple random walk bridge with k steps connecting i

to i′ visits an order of k1/2 sites, and the corresponding “occupation times” |{l :
il ∧ il−1 = h}| are of the order k1/2. Therefore, for every such trajectory, the sum
on the right-hand side of (3.5) is a sum of independent random variables with
means of orders o(h−2/3k1/2) = o(N−1/3) and variances of orders O(h−1k) =
O(N−1/3). Since there are an order of N1/3 summands, the limit of the sum is
given by the central limit theorem. More specifically, the described random walk
bridge converges in the limit N → ∞ to a standard Brownian bridge on [0, T ]
connecting x to y, its occupation times normalized by N1/3 converge to the local
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times of the Brownian bridge, and so the variance of the limiting centered Gaussian
random variable comes out to s2

ξ

∫∞
0 La(B

x,y)2 da [see Assumption 2.1(b) and
(2.4) for the notation]. That random variable can be written more explicitly as

sξ

∫ ∞
0

La

(
Bx,y)dWξ(a),

where the Brownian motion sξWξ (a) is the limit of N−1/6 ∑N
h=N−	N1/3a
 ξ(h).

Next, by a standard application of Stirling’s formula we find that the number of
random walk bridges of length k = 	T N2/3
 connecting i to i′ behaves asymptot-

ically as 2kN−1/3
√

2
πT

e−(x−y)2/(2T ). Since the expression in (3.2) can be viewed
as a multiple of the expectation of a functional with respect to the law of such a
random walk bridge, its asymptotic behavior is given by the same multiple of the
corresponding functional of the Brownian bridge Bx,y :

(2
√

N)kN−1/3

√
2

πT
e−(x−y)2/(2T )

·EBx,y

[
1{∀t :Bx,y(t)≥0} exp

(
−1

2

∫ T

0
Bx,y(t)dt + sξ

∫ ∞
0

La

(
Bx,y)dW(a)

)]
.

Next, we turn to the sequences in (3.1) which have horizontal segments. We
still work with an even k and write 2n for the number of horizontal segments. The
corresponding sequences can be thought of as follows: take a sequence of length
k − 2n with no horizontal segments and insert 2n horizontal segments at arbitrary
spots. To analyze the effect of such insertion, we start with the case n = 1. The
corresponding part of the sum in (3.1), normalized by (2

√
N)k , is given by

1

2k−2

∑
1≤i0,i1,...,ik−2≤N

|ij−ij−1|=1 for all j

i0=i,ik−2=i′

k−2∏
l=1

√
il ∧ il−1√

N

(
1 + ξ(il ∧ il−1)√

il ∧ il−1

)

·
(

1

(2
√

N)2

∑
0≤j≤l≤k−2

a(ij )a(il)

)
.

The last factor can be written as the sum of 1
2

1
(2

√
N)2 (

∑k−2
j=0 a(ij ))

2 and
1
2

1
(2

√
N)2

∑k−2
j=0 a(ij )

2. An analysis as for the left-hand side of (3.5) shows that

the first term tends to 1
2 times the square of a Gaussian random variable with mean

0 and variance s2
a

4

∫∞
0 La(B

x,y)2 da, which we write as

sa

2

∫ ∞
0

La

(
Bx,y)dWa(a).

Here, the Brownian motion saWa(a) is the limit of N−1/6 ∑N
h=N−	N1/3a
 a(h). The

second term is of order O(N−1k) = O(N−1/3) (in expectation), and so negligible
in the limit N → ∞.
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Similarly, for any number 2n of horizontal segments, their leading order contri-
bution is a factor of

1

(2n)!(2√
N)2n

(
k−2n∑
j=0

a(ij )

)2n

∼ 1

(2n)!
(

sa

2

∫ ∞
0

La

(
Bx,y)dWa(a)

)2n

.

At this point, we add (MN)k−1[i, i ′] [as in the definition of M(T ,N)] and recall
that k − 1 is odd. Treating (MN)k−1[i, i ′] exactly in the same way as (MN)k[i, i ′],
only changing the even number of horizontal segments to an odd number 2n−1 of
horizontal segments, we conclude that the leading order contributions of the latter
combine to

∞∑
n=1

1

(2n − 1)!
(

sa

2

∫ ∞
0

La

(
Bx,y)dWa(a)

)2n−1

+
∞∑

n=0

1

(2n)!
(

sa

2

∫ ∞
0

La

(
Bx,y)dWa(a)

)2n

= exp
(

sa

2

∫ ∞
0

La

(
Bx,y)dWa(a)

)
.

Putting everything together, we obtain the asymptotics

1

2

((
MN

2
√

N

)k

+
(

MN

2
√

N

)k−1)[
i, i′

]

∼ N−1/3

√
1

2πT
e− (x−y)2

2T EBx,y

[
1{∀t :Bx,y(t)≥0} exp

(
−1

2

∫ T

0
Bx,y(t)dt

+
∫ ∞

0
La

(
Bx,y)(sξ dWξ(a) + sa

2
dWa(a)

))]
.

(3.6)

To complete the derivation of the kernel K(x, y;T ), it remains to recall from As-

sumption 2.1 that s2
ξ + s2

a

4 = 1
β

and to set W = √
β(sξWξ + sa

2 Wa). Theorem 2.1
now follows by summing (3.6) over the relevant indices i, i′ and replacing the
sums by the integrals they approximate. Finally, for odd i − i′, one only needs to
interchange the roles of even and odd powers of MN .

4. Toward a rigorous proof.

4.1. Convergence of random walk bridges and their local times. In this sub-
section, we present the main technical ingredients needed to justify the arguments
of Section 3.

We use the following set of notation. Let x, y ∈ R, N ∈ N, and T̃ > 0 be such
that T̃ N2/3 is an integer with parity of 	N − N1/3x
 − 	N − N1/3y
. We write

Xx,y;N,T̃ := (
Xx,y;N,T̃ (0),Xx,y;N,T̃ (N−2/3), . . . ,Xx,y;N,T̃ (T̃ )

)
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for the simple random walk bridge connecting 	N − N1/3x
 to 	N − N1/3y
 in
T̃ N2/3 steps of size ±1. More specifically, the trajectory of Xx,y;N,T̃ is chosen
uniformly at random among all trajectories of the type described. We further de-
fine Xx,y;N,T̃ (t) for all t ∈ [0, T̃ ] by linear interpolation. Finally, for h ∈ R, we
introduce the (normalized) occupation times

Lh

(
Xx,y;N,T̃ )

= N−1/3∣∣{t ∈ [0, T̃ ] : Xx,y;N,T̃ (t) = N − N1/3h
}∣∣, h ∈R.

(4.1)

The next proposition provides a coupling of the quantities Lh(X
x,y;N,T̃ ), h ∈ R

with their continuous analogues, the local times of a Brownian bridge.

PROPOSITION 4.1. Fix x, y ∈ R. Let TN , N ∈ N be a sequence of reals such
that supN |TN −T |N2/3 < ∞ for some T > 0, TNN2/3 ∈ N for all N , and TNN2/3

has the same parity as 	N − N1/3x
 − 	N − N1/3y
. Then there exists a proba-
bility space supporting a sequence of random walk bridges Xx,y;N,TN , N ∈ N, a
standard Brownian bridge Bx,y on [0, T ] connecting x to y, and a real random
variable C such that for all N ∈ N:

sup
h∈R

∣∣Lh

(
Xx,y;N,TN

)− Lh

(
Bx,y)∣∣ ≤ CN−1/16,(4.2)

sup
0≤t≤TN∧T

∣∣N−1/3(N − Xx,y;N,TN (t)
)− Bx,y(t)

∣∣ ≤ CN−1/3 logN.(4.3)

Strong invariance principles similar to Proposition 4.1 can be found in the lit-
erature; cf. [16], Remark 1.3, [20], Theorem 2.2.4, for the case of random walks
and [43], Theorem 2, for the case of bridges of compensated Poisson processes.
The proof of Proposition 4.1 is given in the Appendix [34], Supplement B, and is
based on a coupling constructed in [46] and a lemma from [4].

Proposition 4.1 describes the typical behavior of the random walk bridges
Xx,y;N,TN , N ∈ N and the associated occupation times Lh(X

x,y;N,TN ), h ∈ R,
N ∈ N. Next, we complement it by some estimates on the tail behavior of
these quantities. To this end, for each x, y ∈ R, N ∈ N, and T0 > 0, we write
T (x, y;N,T0) for the set of T̃ ∈ [0, T0) such that T̃ N2/3 is an integer of the same
parity as 	N − N1/3x
 − 	N − N1/3y
.

PROPOSITION 4.2. For every T0 > 0 and θ ∈ R, one has the uniform integra-
bility estimate

sup
N∈N

sup
T̃ ∈T (x,y;N,T0)

E

[
exp

(
θN−2/3

T̃ N2/3∑
i=0

N−1/3(N − Xx,y;N,T̃ (iN−2/3)))]

< ∞
(4.4)

uniformly on compact sets in x, y.
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PROPOSITION 4.3. For every T0 > 0, 1 ≤ p < 3 and θ > 0, one has the uni-
form integrability estimate

(4.5) sup
N∈N

sup
T̃ ∈T (x,y;N,T0)

E

[
exp

(
θN−1/3

∑
h∈N−1/3Z

Lh

(
Xx,y;N,T̃ )p)] < ∞

uniformly on compact sets in x, y.

REMARK 4.1. The trivial estimate of Lh(X
x,y;N,T̃ ) by

LN2/3−N−1/3�N−N1/3h�
(
Xx,y;N,T̃ )+ LN2/3−N−1/3	N−N1/3h


(
Xx,y;N,T̃ )

for h ∈ R shows that (4.5) continues to hold if one replaces the summation over
h ∈ N−1/3Z by the summation over h ∈ c + N−1/3Z for some c ∈ R.

PROOF OF PROPOSITION 4.2. Define the random walk bridge

X̃x,y;N,T̃ (t) := N−1/3(N − Xx,y;N,T̃ (t)
)
, t ∈ [0, T̃ ]

and note that its endpoints xN , yN satisfy |xN − x| ≤ N−1/3, |yN − y| ≤ N−1/3.
Moreover, due to the symmetry properties of random walk bridges, we may
assume without loss of generality that θ > 0 and xN ≤ yN . We also observe
that the random variable inside the expectation in (4.4) can be bounded from
above by eθ(T0+N−2/3)M̃(N,T̃ ) where M̃(N, T̃ ) is the maximum of X̃x,y;N,T̃ , that
is, M̃(N, T̃ ) = max

t∈[0,T̃ ] X̃
x,y;N,T̃ (t). Since a bridge with a larger endpoint

has a higher probability of going up at all sites (resulting in a monotone cou-
pling between bridges with different endpoints), we may assume further that
xN ∈ {yN − N−1/3, yN }, with the choice depending on the parity of T̃ N2/3. We
focus on the case that T̃ N2/3 is even and yN = xN , and the other case can be dealt
with similarly.

In order to upper bound the exponential moments of M̃(N, T̃ ), we view
X̃x,y;N,T̃ as a simple symmetric random walk X̃x;N,T̃ with steps ±N−1/3, started
at xN and conditioned to also end at xN . The reflection principle for simple
symmetric random walks gives for i ∈ Z, iN−1/3 ≥ xN , and with the notation
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T := T̃ N2/3/2, x := N1/3xN ,

P
(
M̃(N, T̃ ) = iN−1/3)

= P(X̃x;N,T̃ (T̃ ) = 2iN−1/3 − xN) − P(X̃x;N,T̃ (T̃ ) = 2N−1/3(i + 1) − xN)

P(X̃x;N,T̃ (T̃ ) = xN)

=
( 2T
T+i−x

)− ( 2T
T+i+1−x

)
(2T
T

)
= T!T!

(T+ i − x)!(T− i + x)! − T!T!
(T+ i − x+ 1)!(T− i + x− 1)!

= T!T!
(T+ i − x)!(T− i + x)!

(
1 − T− i + x

T+ i − x+ 1

)

= T!T!
(T+ i − x+ 1)!(T− i + x)! .

(4.6)

At this point, using standard estimates on the factorials based on the Stirling’s
formula for the last expression in (4.6), one sees that for each 0 < p < 2 and
θ > 0:

(4.7) sup
N∈N

E
[
eθM̃(N,T̃ )p ] < ∞. �

Our proof of Proposition 4.3 relies on an identity in distribution from [3] re-
lating the maximal occupation time of Xx,y;N,T̃ to the range of Xx,y;N,T̃ . The
latter builds on the concepts of quantile and Vervaat transforms from [3] and [66],
respectively.

DEFINITION 4.1 (Quantile transform). For a sequence i0, i1, . . . , ik with |il −
il−1| = 1 for all l, let κ be the unique permutation of {1,2, . . . , k} such that, for all
1 ≤ l1 < l2 ≤ k, either iκ(l1)−1 < iκ(l2)−1, or iκ(l1)−1 = iκ(l2)−1 and κ(l1) < κ(l2).
Then the quantile transform q0, q1, . . . , qk of i0, i1, . . . , ik is defined by q0 = 0,

(4.8) ql =
l∑

l1=1

(iκ(l1) − iκ(l1)−1), l = 1,2, . . . , k.

In words: the quantile transform q0, q1, . . . , qk is obtained by starting at 0 and
consecutively adding the increments of i0, i1, . . . , ik in the nondecreasing order
of the values they originate from in i0, i1, . . . , ik , with the increments originating
from the same value in i0, i1, . . . , ik being added in chronological order. We refer
to [3], Figure 1, for an illustration.

Using the construction of Definition 4.1 for the random walk bridge Xx,y;N,T̃ ,
we find the permutation κ of {1,2, . . . , T̃ N2/3} such that, for all 1 ≤ l1 < l2 ≤
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T̃ N2/3, either Xx,y;N,T̃ ((κ(l1) − 1)N−2/3) < Xx,y;N,T̃ ((κ(l2) − 1)N−2/3), or
Xx,y;N,T̃ ((κ(l1)−1)N−2/3) = Xx,y;N,T̃ ((κ(l2)−1)N−2/3) and κ(l1) < κ(l2). The
quantile transform QN,T̃ of Xx,y;N,T̃ is then given by QN,T̃ (0) = 0,

QN,T̃ (lN−2/3) =
l∑

l1=1

(
Xx,y;N,T̃ (κ(l1)N

−2/3)

− Xx,y;N,T̃ ((κ(l1) − 1
)
N−2/3)),

l = 1,2, . . . , T̃ N2/3.

(4.9)

DEFINITION 4.2 (Vervaat transform). For a sequence i0, i1, . . . , ik with |il −
il−1| = 1 for all l, let

(4.10) l∗ = min
{
l1 ∈ {1,2, . . . , k} : il2 ≥ il1 for all l2

}
and write ϑ for the permutation of {1,2, . . . , k} mapping each element l1 to l1 + l∗
mod k. Then the Vervaat transform v0, v1, . . . , vk of i0, i1, . . . , ik is defined by
v0 = 0,

(4.11) vl =
l∑

l1=1

(iϑ(l1) − iϑ(l1)−1), l = 1,2, . . . , k.

In words: the Vervaat transform v0, v1, . . . , vk is obtained from i0, i1, . . . , ik by
splitting the path associated with i0, i1, . . . , ik at its first global minimum, attaching
the first part of the path to the endpoint of the second part of the path, and shifting
the resulting path so that it starts at 0. We refer to [3], Figure 17, for an illustration.

Executing the construction of Definition 4.2 for Xx,y;N,T̃ we let

l∗ = min
{
l1 ∈ {

1,2, . . . , T̃ N2/3} :
Xx,y;N,T̃ (l2N−2/3) ≥ Xx,y;N,T̃ (l1N−2/3) for all l2

}(4.12)

and write ϑ for the permutation of {1,2, . . . , T̃ N2/3} mapping each element l1 to
l1 + l∗ mod T̃ N2/3. The Vervaat transform V N,T̃ of Xx,y;N,T̃ is then determined
by V N,T̃ (0) = 0,

V N,T̃ (lN−2/3) =
l∑

l1=1

(
Xx,y;N,T̃ (ϑ(l1)N

−2/3)

− Xx,y;N,T̃ ((ϑ(l1) − 1
)
N−2/3)),

l = 1,2, . . . , T̃ N2/3.

(4.13)
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PROOF OF PROPOSITION 4.3. For each h ∈ N−1/3Z, we write u
N,T̃
h and d

N,T̃
h

for the numbers of up and down steps of Xx,y;N,T̃ originating from N − N1/3h,
respectively, and define

(4.14) t
N,T̃
h = ∑

N−1/3Z�h1>h

(
u

N,T̃
h1

+ d
N,T̃
h1

)
.

Using these and the elementary inequality

(4.15) (a + b)c ≤ 2c(ac + bc), a, b, c ≥ 0

with c = p − 1 we obtain

∑
h∈N−1/3Z

Lh

(
Xx,y;N,T̃ )p

= N−p/3
∑

h∈N−1/3Z

(
u

N,T̃
h + d

N,T̃
h

)p

≤ N−p/32p−1
∑

h∈N−1/3Z

((
u

N,T̃
h + d

N,T̃
h

)(
u

N,T̃
h

)p−1

+ (
u

N,T̃
h + d

N,T̃
h

)(
d

N,T̃
h

)p−1)
.

(4.16)

Next, we employ the following combinatorial identity (see [3], equation (5.3)):

QN,T̃ (tN,T̃

h−N−1/3N
−2/3)

= u
N,T̃
h + (

N − N1/3h − ⌊
N − N1/3x

⌋)
+

− (
N − N1/3h − ⌊

N − N1/3y
⌋)

+, h ∈ N−1/3Z

(note that in [3] the height of the bridge is computed with respect to the minimum
of the bridge rather than zero, but this is not important). The latter gives the bound

(4.17) u
N,T̃
h ≤ QN,T̃ (tN,T̃

h−N−1/3N
−2/3)+ N1/3|x − y| + 1, h ∈ N−1/3Z.

Moreover, by the combinatorial constraints |dN,T̃

h−N−1/3 − u
N,T̃
h | ≤ 1 for all h ∈

N−1/3Z, so

(4.18) d
N,T̃
h ≤ QN,T̃ (tN,T̃

h N−2/3)+ N1/3|x − y| + 2, h ∈ N−1/3Z.
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Combining (4.16) with u
N,T̃
h + d

N,T̃
h = t

N,T̃

h−N−1/3 − t
N,T̃
h , h ∈ N−1/3Z and (4.17),

(4.18) we find∑
h∈N−1/3Z

Lh

(
Xx,y;N,T̃ )p

≤ N−p/32p−1
( ∑

h∈N−1/3Z

(
t
N,T̃

h−N−1/3 − t
N,T̃
h

)(
QN,T̃ (tN,T̃

h−N−1/3N
−2/3)

+ N1/3|x − y| + 1
)p−1

+ ∑
h∈N−1/3Z

(
t
N,T̃

h−N−1/3 − t
N,T̃
h

)(
QN,T̃ (tN,T̃

h N−2/3)

+ N1/3|x − y| + 2
)p−1

)
.

Estimating the values of QN,T̃ by N1/3 times the maximal value M(N, T̃ )

taken by N−1/3QN,T̃ , noting
∑

h∈N−1/3Z(t
N,T̃

h−N−1/3 − t
N,T̃
h ) = T̃ N2/3, and applying

(4.15) with c = p − 1 we get

N−1/3
∑

h∈N−1/3Z

Lh

(
Xx,y;N,T̃ )p

≤ 22p−1T̃
(
M(N, T̃ )p−1 + (|x − y| + 2N−1/3)p−1)

.

(4.19)

It remains to bound the exponential moments of the right-hand side of (4.19). To
this end, we use the fact that the distribution of M(N, T̃ ) is the same as the distri-
bution of the maximum of the normalized Vervaat transform N−1/3V N,T̃ (see [3],
Corollary 7.4, equation (7.3)). However, by the definition of V N,T̃ , its maximum
equals to the width of the range of Xx,y;N,T̃ , that is, the difference between the
maximum and the minimum of Xx,y;N,T̃ . Therefore, as in the proof of Proposi-
tion 4.2, the problem at hand reduces to the estimate (4.7). �

We continue with some auxiliary convergence results that serve as building
blocks in the proof of Theorem 2.1. Consider a sequence of independent random
variables ζ(m), m ∈ N which satisfies the following four conditions:

∀z > 0: lim
N→∞N−1/6

N∑
m=N−	N1/3z


∣∣E[ζ(m)
]∣∣ = 0,(4.20)

∃sζ ≥ 0: lim
N→∞N−1/3

N∑
m=N−	N1/3z


E
[
ζ(m)2] = s2

ζ z, z > 0,(4.21)
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∀z > 0: lim
N→∞N−1/2

N∑
m=N−	N1/3z


E
[∣∣ζ(m)

∣∣3] = 0,(4.22)

∃C > 0,0 < γ < 2/3: E
[∣∣ζ(m)

∣∣�] ≤ C��γ �, m, � ∈ N.(4.23)

Note that (4.20)–(4.23) automatically hold for the choices ζ(m) = a(m), m ∈ N

and ζ(m) = ξ(m), m ∈ N by Assumption 2.1. In other words, (4.20)–(4.23) are
somewhat weaker than conditions (a)–(c) of Assumption 2.1. Before proceeding
further let us observe the following simple consequences of (4.23).

LEMMA 4.1. Suppose that for a random variable ζ there are constants C > 0
and 0 < γ < 2/3 such that E[|ζ |�] ≤ C��γ � for all � ∈ N. Then there exist C′ > 0
and 2 < γ ′ < 3 depending only on C and γ such that

E
[
evζ ] ≤ exp

(
vE[ζ ] + C′(v2 + |v|γ ′))

, v ∈ R,(4.24)

E
[|1 + vζ |�] ≤ exp

(|v|�∣∣E[ζ ]∣∣+ C′(v2�2 + |v|γ ′
�γ ′))

, v ∈ R, � ∈ N.(4.25)

PROOF. The proof of (4.24) follows closely that of [65], Lemma 5.5, impli-
cation 2. ⇒ 4. We make the following assumptions without loss of generality:
γ > 1/2; E[ζ ] = 0 (otherwise we can apply (4.24) for ζ −E[ζ ] which satisfies the
same moment bounds as ζ , just with C replaced by 2C); and C = 1 [since we can
use (4.24) for ζ/C when C > 1]. Under these assumptions, we expand the expo-
nential function on the left-hand side of (4.24) and use the moment bounds for ζ

together with the estimate �! ≥ (�/e)� to get

(4.26) E
[
evζ ] ≤ 1 +

∞∑
�=2

(
e|v|
�1−γ

)�

.

On the other hand, an expansion of the exponential function on the right-hand side

of (4.24) and the bound �̂! ≤ �̂�̂ yield

(4.27) exp
(
C′(v2 + |v|γ ′)) ≥ 1 +

∞∑
�̂=1

(
C′(v2 + |v|γ ′

)

�̂

)�̂

.

Next, for every � ≥ � 3
2−3γ

� =: �∗, we consider �̂ := 	(1 − γ )�
 and note that each
value of �̂ arises for at most three different values of � thanks to 1 − γ > 1/3. We
pick �∗

(1−γ )�∗−1 < γ ′ < 3 arbitrarily and observe that, in particular, γ ′ > 2 due to

γ > 1/2. Moreover, with α� := γ ′�̂−�

(γ ′−2)�̂
∈ (0,1) (recall the lower bound on γ ′, as
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well as γ > 1/2) and for any C′ ≥ 1, we have the estimates
(

C′(v2 + |v|γ ′
)

�̂

)�̂

≥ (C′)�̂

(1 − γ )(1−γ )��(1−γ )�

(
α�|v|2�̂ + (1 − α�)|v|γ ′�̂)

≥ (C′)(1−γ )�−1

(1 − γ )(1−γ )��(1−γ )�
|v|2�̂α�+γ ′�̂(1−α�)

=
(

(C′)1−γ−1/�|v|
(1 − γ )1−γ �1−γ

)�

.

In particular, we see that, as soon as (C′)1−γ−1/�∗
(1−γ )1−γ > e, the �̂th term of the sum in

(4.27) is greater than the �th term of the sum in (4.26) for all � ≥ �∗. Therefore, by
increasing the value of C′ sufficiently, we can make sure that (4.24) holds.

We now turn to the proof of (4.25). We may again assume without loss of gen-
erality that E[ζ ] = 0, since otherwise we can use the binomial theorem and the
bound (4.25) for ζ̄ := ζ −E[ζ ] to derive the chain of estimates

E
[|1 + vζ |�] ≤

�∑
�1=0

(
�

�1

)
E
[|1 + vζ̄ |�−�1

](|v|∣∣E[ζ ]∣∣)�1

≤
�∑

�1=0

(
�

�1

)
eC′(v2(�−�1)

2+|v|γ ′
(�−�1)

γ ′
)(|v|∣∣E[ζ ]∣∣)�1

≤ eC′(v2�2+|v|γ ′
�γ ′

)(1 + |v|∣∣E[ζ ]∣∣)�,
where the last expression is less or equal to the right-hand side of (4.25). When
E[ζ ] = 0, we may also assume without loss of generality that � is even, since
for odd � = 2�1 + 1 we can apply Jensen’s inequality and the bound (4.25) with
� = 2�1 + 2 to find

E
[|1 + vζ |2�1+1] ≤ E

[|1 + vζ |2�1+2] 2�1+1
2�1+2

≤ eC′(v2(2�1+2)(2�1+1)+|v|γ ′
(2�1+2)γ

′−1(2�1+1))

≤ exp
(
2γ ′−1C′(v2(2�1 + 1)2 + |v|γ ′

(2�1 + 1)γ
′))

.

In particular, it suffices to increase the constant C′ in (4.25) for even � by a factor
of 2γ ′−1 to obtain (4.25) for all � ∈ N.

For even �, we may drop the absolute value on the left-hand side of (4.25) and
use the binomial theorem together with E[ζ ] = 0,

( �
�1

) ≤ ��1

�1! ≤ ��1/(�1
e
)�1 , and the

moment bounds for ζ to get

E
[|1 + vζ |�] ≤ 1 +

�∑
�1=2

��1

(�1
e
)�1

|v|�1C�1�
γ �1
1 ≤ 1 +

∞∑
�1=2

(
e�|v|C
�

1−γ
1

)�1

.
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The latter expression equals to the right-hand side of (4.26) with |v| replaced by
�|v|C, so that we can bound it from above by the right-hand side of (4.24) with v

replaced by �vC. As a result, we obtain the estimate (4.25) with the same γ ′ as in
(4.24) once we suitably enlarge C′. �

We proceed to the first auxiliary convergence result.

PROPOSITION 4.4. Let x, y ∈R and TN > 0, N ∈N be such that supN |TN −
T |N2/3 < ∞ for some T > 0, TNN2/3 ∈ N for all N , and TNN2/3 has the same
parity as 	N − N1/3x
 − 	N − N1/3y
. Then, under (4.20)–(4.22), the pair
(4.28)(

N−1/3(N − Xx,y;N,TN
)
,

∑
h∈N−1/3(Z≥0+1/2)

Lh

(
Xx,y;N,TN

)ζ(	N − N1/3h
)
N1/6

)

converges in the limit N → ∞ in distribution to

(4.29)
(
Bx,y, sζ

∫ ∞
0

La

(
Bx,y)dWζ(a)

)
.

Here, Wζ is a standard Brownian motion, and the convergence of the first argument
is with respect to the topology of uniform convergence on [0, T ] (if TN < T , we
extend Xx,y;N,TN to [0, T ] by extending its last linear segment).

PROOF. We work throughout under the coupling of Proposition 4.1 [note that
we can enlarge the probability space there further to support copies of ζ(m), m ∈
N and Wζ ]. For every fixed N ∈ N, we consider the conditional characteristic
function
(4.30)

Eζ

[
exp

(
iu

∑
h∈N−1/3(Z≥0+1/2)

Lh

(
Xx,y;N,TN

)ζ	N − N1/3h

N1/6

)]
, u ∈ R,

where the expectation is taken with respect to the ζ(m), m ∈ N (so that the ran-
domness in the result is coming only from Xx,y;N,TN ). At this point, it suffices
to show that, for each u ∈ R, the difference between (4.30) and the conditional
characteristic function

(4.31) EWζ

[
exp

(
iusζ

∫ ∞
0

La

(
Bx,y)dWζ(a)

)]
, u ∈ R

tends to 0 almost surely [in (4.31), the expectation is taken with respect to Wζ ,
and the randomness in the result is coming only from Bx,y]. Indeed, the conver-
gence in distribution of (4.28) is equivalent to the pointwise convergence of the
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characteristic functions

E

[
exp

(
irF

(
N−1/3(N − Xx,y;N,TN

))

+ iu
∑

h∈N−1/3(Z≥0+1/2)

Lh

(
Xx,y;N,TN

)ζ(	N − N1/3h
)
N1/6

)]

−→ E

[
exp

(
irF

(
Bx,y)+ iusζ

∫ ∞
0

La

(
Bx,y)dWζ(a)

)]
, (r, u) ∈ R2

(4.32)

for all bounded continuous functionals F on the space of continuous functions on
[0, T ] endowed with the topology of uniform convergence. The latter convergence
follows directly from the dominated convergence theorem, (4.3), and the almost
sure convergence to 0 of the difference between (4.30) and (4.31).

The rest of the proof is devoted to showing that the difference between (4.30)
and (4.31) tends to 0 almost surely in the limit N → ∞. Given Bx,y , the ran-
dom variable sζ

∫∞
0 La(B

x,y)dW(a) is simply a normal random variable with
mean zero and variance s2

ζ

∫∞
0 La(B

x,y)2 da; and given Xx,y;N,TN , the summands

in
∑

h∈N−1/3(Z≥0+1/2) Lh(X
x,y;N,TN )

ζ(	N−N1/3h
)
N1/6 are independent. Therefore, the

desired convergence will be a consequence of the central limit theorem in the form
of the upper bound of [6], Theorem 8.4, provided we can prove the following three
almost sure convergences as N → ∞:

∑
h∈N−1/3(Z≥0+1/2)

Eζ

[
Lh

(
Xx,y;N,TN

)ζ(	N − N1/3h
)
N1/6

]
−→ 0,(4.33)

∑
h∈N−1/3(Z≥0+1/2)

Eζ

[(
Lh

(
Xx,y;N,TN

)ζ(	N − N1/3h
)
N1/6

)2]

−→ s2
ζ

∫ ∞
0

[
La

(
Bx,y)]2 da,

(4.34)

∑
h∈N−1/3(Z≥0+1/2)

Eζ

[∣∣∣∣Lh

(
Xx,y;N,TN

)ζ(	N − N1/3h
)
N1/6

∣∣∣∣3
]

−→ 0.(4.35)

As before, Eζ denotes the expectation with respect to the ζ(m), m ∈ N. The con-
vergences (4.33) and (4.34) pin down the limiting mean and variance, whereas
the convergence (4.35) is the well-known Lyapunov condition for the central limit
theorem.

The coupling of Proposition 4.1 reveals that, with probability one, the
Lh(X

x,y;N,TN ) are uniformly bounded in h ∈ R, N ∈ N and vanish for all h large
enough, so that (4.33) follows from (4.20). Similarly, (4.35) follows from (4.22).
To obtain (4.34), we combine the simple inequality |r2

1 − r2
2 | ≤ 2 max(r1, r2)|r1 −
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r2|, r1, r2 > 0 with Proposition 4.1 to conclude that
∣∣∣∣ ∑
h∈N−1/3(Z≥0+1/2)

Eζ

[(
Lh

(
Xx,y;N,TN

)ζ(	N − N1/3h
)
N1/6

)2]

− ∑
h∈N−1/3(Z≥0+1/2)

Lh(B
x,y)2E[ζ(	N − N1/3h
)2]

N1/3

∣∣∣∣
≤ 2 max

h∈N−1/3(Z≥0+1/2)
max

(
Lh

(
Xx,y;N,TN

)
,Lh

(
Bx,y))CN−1/16

· 1

N1/3

∑
N−1/3(Z≥0+1/2)�h≤max(‖Xx,y;N,TN ‖∞,‖Bx,y‖∞)

E
[
ζ
(⌊

N − N1/3h
⌋)2]

.

The latter expression tends to 0 almost surely in the limit N → ∞, since h �→
Lh(X

x,y;N,TN ) and Xx,y;N,TN are uniformly bounded in N ∈ N (Proposition 4.1)
and (4.21) holds. It remains to observe the almost sure convergence

∑
h∈N−1/3(Z≥0+1/2)

[Lh(B
x,y)]2E[ζ(	N − N1/3h
)2]

N1/3 −→ s2
ζ

∫ ∞
0

[
La

(
Bx,y)]2 da

as N → ∞, which follows from (4.21) and the uniform continuity of a �→
La(B

x,y)2. �

Next, we present an extension of Proposition 4.4 which allows the endpoints
x, y to be random. Given probability measures λ,μ on [0,∞) and T̃ ∈ N−2/3N,
we write Xλ,μ;N,T̃ for the random walk bridge whose endpoints x, y are chosen
independently according to the images of λ,μ under the map z �→ 	N − N1/3z

and which makes T̃ N2/3 steps of size ±1 if T̃ N2/3 has the same parity as 	N −
N1/3y
 − 	N − N1/3x
 and T̃ N2/3 − 1 steps of size ±1 otherwise. For x, y for
which there are no bridges of the type described (because the endpoints are too
far apart), we instead let Xλ,μ;N,T̃ be a straight line connecting x to y in time
T̃ N2/3. Similarly, we write Bλ,μ for a Brownian bridge whose endpoints x, y are
selected independently according to λ,μ, respectively. We further extend the setup
of Proposition 4.4 by allowing for multiple bridges, considering local times at
both (scaled) integer and half-integer points, and adding a second sequence ζ̂ (m),
m ∈ N.

PROPOSITION 4.5. Fix an R ∈ N, probability measures λ1, λ2, . . . , λR,μ1,
μ2, . . . ,μR on [0,∞), and TN , N ∈ N such that supN |TN − T |N2/3 < ∞ for
some T > 0 and TNN2/3 ∈ N, N ∈ N. For each N ∈ N, let Xλ1,μ1;N,TN , . . . ,

XλR,μR;N,TN be independent random walk bridges as described above. Then, for
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any two independent sequences ζ(m), m ∈ N and ζ̂ (m), m ∈ N satisfying the as-
sumptions (4.20), (4.21) and (4.22), the random vector(

N−1/3(N − Xλr,μr ;N,TN
)
,

∑
N−1/3(Z+1/2)�h≤N−1/3(N−1)

Lh

(
Xλr,μr ;N,TN

)ζ(	N − N1/3h
)
N1/6 ,

∑
N−1/3Z�h≤N−1/3(N−1)

Lh

(
Xλr,μr ;N,TN

) ζ̂ (	N − N1/3h
)
N1/6

)R

r=1

(4.36)

converges in the limit N → ∞ in distribution to

(4.37)
(
Bλr,μr , sζ

∫ ∞
0

La

(
Bλr,μr

)
dWζ (a), s

ζ̂

∫ ∞
0

La

(
Bλr,μr

)
dW

ζ̂
(a)

)R

r=1
,

where Bλ1,μ1,Bλ2,μ2, . . . ,BλR,μR are independent Brownian bridges on [0, T ] as
described above, and Wζ , W

ζ̂
are independent standard Brownian motions. In

addition, the following convergences in distribution with respect to the Skorokhod
topology occur jointly with the convergence of (4.36) to (4.37):

1

sζN1/6

N∑
m=N−	aN1/3


ζ(m) −→ Wζ(a), N → ∞,(4.38)

1

s
ζ̂
N1/6

N∑
m=N−	aN1/3


ζ̂ (m) −→ W
ζ̂
(a), N → ∞.(4.39)

PROOF. For R = 1, the replacement of deterministic endpoints of Proposi-
tion 4.4 by random ones can be dealt with by simply integrating with respect to
λ1 and μ1. Note that, since convergence in distribution amounts to convergence of
expectations of bounded continuous functionals, we can use the dominated con-
vergence theorem to justify the convergence of the integrals of such. The sum
over (scaled) integers in (4.36) can be analyzed in the same way as the sum over
(scaled) half-integers, as Proposition 4.1 does not distinguish between integers and
half-integers. For R > 1, one can repeat the proof of Proposition 4.4, replacing the
central limit theorem invoked there by its multidimensional version. The same cen-
tral limit theorem yields the additional convergences (4.38), (4.39) in the sense of
convergence of finite-dimensional distributions and the tightness result needed to
upgrade the latter to convergence of processes is standard (see, e.g., [8], Problem
8.4 and proof of Theorem 8.1). �
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4.2. Leading order terms in Theorem 2.1. We fix a T > 0, an interval A ⊂
R≥0, and functions f,g ∈ S . Moreover, for N ∈ N and T̃ > 0 such that T̃ N2/3 ∈ N

has the same parity as 	N − N1/3x
 − 	N − N1/3y
, we let

�(x, y;N, T̃ ) := N1/3

2T̃ N2/3

(
T̃ N2/3

1
2

(
T̃ N2/3 + ⌊

N − N1/3y
⌋− ⌊

N − N1/3x
⌋)
)
.

Note that �(x, y;N, T̃ ) gives the (normalized) number of possible trajectories of
Xx,y;N,T̃ . For each N ∈ N, we further define the random variables Sc(N) (for
“scalar product”) and Tr(N) (for “trace”) by

Sc(N) = 1

2

∫ N2/3

0

∫ N2/3

0
f (x)g(y)

·
	T N2/3
∑

j=0

(
�
(
x, y;N,

(⌊
T N2/3⌋− j − εj,x,y

)
N−2/3)EX

[
1{∀t :X(t)≤N}

·
	T N2/3
−j−εj,x,y∏

i=1

√
X(iN−2/3) ∧ X((i − 1)N−2/3)√

N
(4.40)

·
(

1 + ξ(X(iN−2/3) ∧ X((i − 1)N−2/3))√
X(iN−2/3) ∧ X((i − 1)N−2/3)

)

· 1

(2
√

N)j

∑
0≤i1≤···≤ij≤	T N2/3
−j−εj,x,y

j∏
j ′=1

a
(
X
(
ij ′N−2/3))])dx dy,

Tr(N) = 1

2

∫ N2/3

0

	T N2/3
∑
j=0

(
�
(
x, x;N,

(⌊
T N2/3⌋− j − εj,x,x

)
N−2/3)

·EX

[
1{∀t :X(t)≤N}

	T N2/3
−j−εj,x,x∏
i=1

√
X(iN−2/3) ∧ X((i − 1)N−2/3)√

N

(4.41)

·
(

1 + ξ(X(iN−2/3) ∧ X((i − 1)N−2/3))√
X(iN−2/3) ∧ X((i − 1)N−2/3)

)

· 1

(2
√

N)j

∑
0≤i1≤···≤ij≤	T N2/3
−j−εj,x,x

j∏
j ′=1

a
(
X
(
ij ′N−2/3))])dx,

where εj,x,y ∈ {0,1} is such that 	T N2/3
 − j − εj,x,y is even, and X stands for

Xx,y;N,(	T N2/3
−j−εj,x,y)N−2/3
in (4.40) and for Xx,x;N,(	T N2/3
−j−εj,x,x)N−2/3

in
(4.41). The discussion of Section 3 shows Sc(N) = (πNf )′M(T ,N)(πNg) and
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Tr(N) = Trace(M(T ,N)) in the notation of Theorem 2.1. Consequently, Theo-
rem 2.1 can be rephrased as follows.

THEOREM 4.2. Under Assumption 2.1 and as N → ∞, one has the following
convergences for all fixed T > 0, A ⊂R≥0, and f,g ∈ S :

Sc(N) → 1√
2πT

∫ ∞
0

∫ ∞
0

f (x)g(y) exp
(
−(x − y)2

2T

)
EBx,y

[
1{∀t :Bx,y(t)≥0}

(4.42)

· exp
(
−1

2

∫ T

0
Bx,y(t)dt + 1√

β

∫ ∞
0

La

(
Bx,y)dW(a)

)]
dx dy,

Tr(N) → 1√
2πT

∫ ∞
0

EBx,x

[
1{∀t :Bx,x(t)≥0}

(4.43)

· exp
(
−1

2

∫ T

0
Bx,x(t)dt + 1√

β

∫ ∞
0

La

(
Bx,x)dW(a)

)]
dx,

and

(4.44)
√

βN−1/6
N∑

m=N−	N1/3a


(
ξ(m) + a(m)

2

)
→ W(a).

The convergences (4.42) and (4.43) hold in distribution and in the sense of mo-
ments, and the same apply jointly to any finite collection of T ’s, f ’s and g’s. The
convergence in (4.44) is in distribution with respect to the Skorokhod topology and
takes place jointly with both distributional convergences (4.42), (4.43) (also for
finitely many T ’s, f ’s and g’s).

The proof of Theorem 4.2 is divided into two parts. First, we identify the lead-
ing order terms in Sc(N) and Tr(N) and compute their limits in Proposition 4.6.
Then we analyze the corresponding remainder terms and prove that they vanish
asymptotically in Lemmas 4.6, 4.7 and 4.8. In Section 4.3, we explain how these
results lead to Theorem 4.2.

We start by defining Sc(j)(N;K,R,R) and Tr(j)(N;K,R,R) which will turn
out to be the leading order contributions to the j th terms in Sc(N) and Tr(N), re-
spectively. For any K ∈ [0,∞),R ∈ [−∞,0],R ∈ [0,∞] (we allow infinite values
for R,R), set

Sc(j)(N;K,R,R)

:= 1

2

∫ K

0

∫ K

0
f (x)g(y)�(x, y;N,TN)

·EX

[
1{∀t :X(t)≤N}R ∨

(
TNN2/3∏

i=1

√
X(iN−2/3) ∧ X((i − 1)N−2/3)√

N
(4.45)



STOCHASTIC AIRY SEMIGROUP THROUGH TRIDIAGONAL MATRICES 2315

·
(

1 + ξ(X(iN−2/3) ∧ X((i − 1)N−2/3))√
X(iN−2/3) ∧ X((i − 1)N−2/3)

)

· (
∑TNN2/3

i′=0 a(X(i ′N−2/3)))j

j !(2√
N)j

)
∧ R

]
dx dy,

Tr(j)(N;K,R,R)

:= 1

2

∫ K

0
�(x, x;N,TN)

·EX

[
1{∀t :X(t)≤N}R ∨

(
TNN2/3+1∏

i=1

√
X(iN−2/3) ∧ X((i − 1)N−2/3)√

N
(4.46)

·
(

1 + ξ(X(iN−2/3) ∧ X((i − 1)N−2/3))√
X(iN−2/3) ∧ X((i − 1)N−2/3)

)

· (
∑TNN2/3

i′=0 a(X(i ′N−2/3)))j

j !(2√
N)j

)
∧ R

]
dx,

where X is a shorthand for Xx,y;N,(	T N2/3
−j−εj,x,y)N−2/3
in (4.45) and for

Xx,x;N,(	T N2/3
−j−εj,x,x)N−2/3
in (4.46); R ∨ · ∧ R is an abbreviation for max(R,

min(·,R)); and TN is given by (	T N2/3
 − j − εj,x,y)N
−2/3 in (4.45) and by

(	T N2/3
− j − εj,x,x)N
−2/3 in (4.46). The formulas for TN are not important for

the arguments below: we only use that supN |TN − T |N2/3 < ∞ for every fixed j

in Proposition 4.6 and that supN TN < ∞ in Lemmas 4.6, 4.7 and 4.8.

PROPOSITION 4.6. In the situation of Theorem 4.2, the following conver-
gences hold as N → ∞ for any finite collection of j ’s and any fixed K ∈ [0,∞),
R ∈ [−∞,0], R ∈ [0,∞] (the modes of convergence are the same as in Theo-
rem 4.2):

Sc(j)(N;K,R,R) → 1√
2πT

∫ K

0

∫ K

0
f (x)g(y) exp

(
−(x − y)2

2T

)

·EBx,y

[
1{∀t :Bx,y(t)≥0}R ∨

(
exp

(
−1

2

∫ T

0
Bx,y(t)dt

+ sξ

∫ ∞
0

La

(
Bx,y)dWξ(a)

)
(4.47)

· (sa
∫∞

0 La(B
x,y)dWa(a))j

2j j !
)

∧ R

]
dx dy,

Tr(j)(N;K,R,R) → 1√
2πT

∫ K

0
EBx,x

[
1{∀t :Bx,x(t)≥0}
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· R ∨
(

exp
(
−1

2

∫ T

0
Bx,x(t)dt

+ sξ

∫ ∞
0

La

(
Bx,x)dWξ(a)

)
(4.48)

· (sa
∫∞

0 La(B
x,x)dWa(a))j

2j j !
)

∧ R

]
dx,

sξN
−1/6

N∑
h=N−	aN1/3


ξ(h) → Wξ(a),

saN
−1/6

N∑
h=N−	aN1/3


a(h) → Wa(a).

(4.49)

We prove Proposition 4.6 in a series of lemmas. In all of their proofs, we only
consider Sc(j)(N;K,R,R), since the arguments for Tr(j)(N;K,R,R) are exactly
the same.

LEMMA 4.2. Let TN , N ∈ N be such that supN |TN − T |N2/3 < ∞ and
TNN2/3 ∈ N, N ∈ N. Then, uniformly in x, y in any compact set and such that
	N − N1/3x
 − 	N − N1/3y
 has the same parity as TNN2/3, it holds

(4.50) �(x, y;N,TN) →
√

2

πT
e−(x−y)2/(2T ), N → ∞.

In addition, there exists a C > 0 such that

(4.51) �(x, y;N, T̃ ) ≤ Ce−(x−y)2/(CT̃ )

for all x, y ∈ R, N ∈ N, and T̃ > 0 with T̃ N2/3 ∈ N being of the same parity as
	N − N1/3x
 − 	N − N1/3y
.

PROOF. The first statement is a special case of the de Moivre–Laplace theo-
rem in the form of [31], Section VII.3, Theorem 1. To obtain the second statement,
we distinguish between the cases (x −y)2/T̃ ≤ 4

3 logN and (x −y)2/T̃ > 4
3 logN .

In the first case, the bound (4.51) follows directly from [31], Section VII.3, The-
orem 1, upper bound in (3.14). In the second case and for x, y, N , T̃ such that
�(x, y;N, T̃ ) > 0, we apply the nonasymptotic upper bound from the proof of
Cramér’s theorem (see, e.g., [23], Remark (c) after Theorem 2.2.3) to get

�(x, y;N, T̃ )

≤ 2N1/3 exp
(
−T̃ N2/3�∗

(
1

2
+ |	N − N1/3x
 − 	N − N1/3y
|

2T̃ N2/3

))(4.52)
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with �∗(z) := log 2 + z log z + (1 − z) log(1 − z). It is easy to check �∗(1/2) =
(�∗)′(1/2) = 0 and (�∗)′′(z) ≥ 4, which together imply �∗(z) ≥ 2(z − 1/2)2.
Inserting the latter bound into (4.52) gives (4.51). �

LEMMA 4.3. Proposition 4.6 holds for K,R ∈ [0,∞), R ∈ (−∞,0].

PROOF. Without loss of generality, we may assume that

f ≥ 0, g ≥ 0,

∫ K

0
f (x)dx =

∫ K

0
g(y)dy = 1,

since otherwise we can decompose f , g into their positive and negative parts and
normalize the latter appropriately. Further, we let λ, μ be the probability distribu-
tions on [0,∞) with densities f 1[0,K], g1[0,K], respectively. In addition, for every
N ∈ N and R ∈ N, we introduce the independent copies XN

r , r = 1,2, . . . ,R of
the random walk bridge Xλ,μ;N,TN (with TN defined in the paragraph preceding
Proposition 4.6). Then, thanks to Fubini’s Theorem, the Rth moment of the ran-
dom variable Sc(j)(N,K,R,R) can be expressed as

E

[
R∏

r=1

�
(
XN

r (0),XN
r (TN);N,TN

)
1{∀t :XN

r (t)≤N}

· R ∨
(

TNN2/3∏
i=1

√
XN

r (iN−2/3) ∧ XN
r ((i − 1)N−2/3)√

N

·
(

1 + ξ(XN
r (iN−2/3) ∧ XN

r ((i − 1)N−2/3))√
XN

r (iN−2/3) ∧ XN
r ((i − 1)N−2/3)

)

· (
∑TNN2/3

i′=0 a(XN
r (i ′N−2/3)))j

j !(2√
N)j

)
∧ R

]
.

(4.53)

In order to determine the limit of the latter expectation, we first analyze the ran-
dom variable inside the expectation. Applying Proposition 4.5 to the random walk
bridges XN

1 ,XN
2 , . . . ,XN

R and writing B1,B2, . . . ,BR for the Brownian bridges
arising in the limit we find

TNN2/3∏
i=1

√
XN

r (iN−2/3) ∧ XN
r ((i − 1)N−2/3)√

N

= exp

(
− 1

2N2/3

TNN2/3∑
i=0

N−1/3(N − XN
r

(
iN−2/3)(4.54)
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∧ XN
r

(
(i − 1)N−2/3))+ o(1)

)

= exp
(
−1

2

∫ T

0
Br(t)dt + o(1)

)
, r = 1,2, . . . ,R.

Next, we employ the uniform convergence of N−1/3(N − XN
r ), r = 1, . . . ,R

(i.e., Proposition 4.5) to obtain

ξ(XN
r (iN−2/3) ∧ XN

r ((i − 1)N−2/3))√
XN

r (iN−2/3) ∧ XN
r ((i − 1)N−2/3)

= ξ(XN
r (iN−2/3) ∧ XN

r ((i − 1)N−2/3))√
N

· (1 + O
(
N−2/3))

(4.55)

for all r = 1,2, . . . ,R. In addition, we note that there exists a real random variable
Cξ > 0 such that, with probability one,

(4.56) max
1≤m≤N

ξ(m) ≤ Cξ logN, N ∈N.

Indeed, for a nonrandom C ∈ R, the probability P(max1≤m≤N ξ(m) > C logN)

can be written in terms of the tail distribution functions of the ξ(m)’s which, in
turn, can be estimated using (4.24) and Assumption 2.1(a). A simple application
of the Borel–Cantelli lemma then gives (4.56). Putting together (4.55), (4.56) and
the elementary inequalities ez−z2 ≤ 1 + z ≤ ez valid for all z’s close enough to 0
we conclude that, for each r = 1,2, . . . ,R, the product

(4.57)
TNN2/3∏

i=1

(
1 + ξ(XN

r (iN−2/3) ∧ XN
r ((i − 1)N−2/3))√

XN
r (iN−2/3) ∧ XN

r ((i − 1)N−2/3)

)

behaves asymptotically as

(4.58) exp

(
TNN2/3∑

i=1

ξ(XN
r (iN−2/3) ∧ XN

r ((i − 1)N−2/3))√
N

)
,

with an asymptotic multiplicative error term of at most

(4.59) exp

(
TNN2/3∑

i=1

ξ(XN
r (iN−2/3) ∧ XN

r ((i − 1)N−2/3))2

N

)
.

Moreover, an estimate on the fourth moment of the exponent in the latter exponen-
tial via Assumption 2.1(c) and the Borel–Cantelli lemma reveal the almost sure
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convergence of that exponent to 0. Consequently, the expression in (4.59) tends to
1 almost surely. Applying Proposition 4.5 to the exponent in (4.58) and combining
the result with (4.54), we end up with the asymptotic

(4.60) exp
(
−1

2

∫ T

0
Br(t)dt + sξ

∫ ∞
0

La(Br)dWξ(a) + o(1)

)

for the second line in (4.53), for any r = 1,2, . . . ,R.
Next, we apply Lemma 4.2 to �(XN

r (0),XN
r (TN);N,TN) in the first line of

(4.53), use Proposition 4.5 for the third line of (4.53), and combine the results with
(4.60) to find that the random variable inside the expectation in (4.53) converges
in distribution to(

R∏
r=1

√
2

πT
e−(Br (0)−Br(T ))2/(2T )1{∀t :Br(t)≥0}

· R ∨ exp
(
−1

2

∫ T

0
Br(t)dt + sξ

∫ ∞
0

La(Br)dWξ(a)

)

· (sa
∫∞

0 La(Br)dWa(a))j

j !2j

)
∧ R.

(4.61)

Since the random variables in consideration are uniformly bounded, the expecta-
tion in (4.53) converges to the expectation of the random variable in (4.61). By
Fubini’s theorem, the latter is precisely the Rth moment of the limit in (4.47).
Thanks to the boundedness of the random variables involved the convergence of
moments also yields the convergence in distribution.

The joint convergence for several T ’s, f ’s and g’s can be established in ex-
actly the same way, by considering joint moments. Finally, the convergences in
(4.49) are direct consequences of (4.38), (4.39) in Proposition 4.5, and the joint
convergence with (4.47) can be deduced by taking joint moments with bounded
continuous functionals of the prelimit expressions in (4.49). �

LEMMA 4.4. The convergences in Proposition 4.6 hold in the sense of mo-
ments for any K ∈ [0,∞), R ∈ [−∞,0], R ∈ [0,∞].

PROOF. Our proof for the convergence in distribution of the random variable
inside the expectation in (4.53) to the one in (4.61) remains valid when one of
R, R or both of them are infinite. It therefore remains to show the convergence
of the corresponding expectations. To this end, it suffices to establish the uniform
integrability of the prelimit random variables which, in turn, would follow from
the uniform boundedness of their second moments.
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Clearly, for any R ∈ [−∞,0], R ∈ [0,∞], the second moment of the random
variable inside the expectation in (4.53) is bounded above by

E

[
R∏

r=1

�
(
XN

r (0),XN
r (TN);N,TN

)2

·
TNN2/3∏

i=1

(
1 + ξ(XN

r (iN−2/3) ∧ XN
r ((i − 1)N−2/3))√

XN
r (iN−2/3) ∧ XN

r ((i − 1)N−2/3)

)2

· (
∑TNN2/3

i′=0 a(XN
r (i ′N−2/3)))2j

(j !)2(2
√

N)2j

]
.

(4.62)

In view of Lemma 4.2, we can bound the factors �(XN
r (0),XN

r (TN);N,TN)2,
r = 1,2, . . . ,R by a uniform constant. Moreover, we can estimate the expectation
with respect to the ξ ’s of the second product in the first line of (4.62) by applying

XN
r

(
iN−2/3)∧ XN

r

(
(i − 1)N−2/3) ≥ ⌊

N − N1/3K
⌋− TNN2/3 ≥ N/2

to the denominators for all large enough N and then using (4.25). Finally, to the
quantity in the second line of (4.62) we apply the chain of elementary inequalities

( |z|j
j !

)2
≤ e2|z| ≤ e2z + e−2z, z ∈ R, j ∈ N∪ {0}

and then bound the expectation with respect to the a’s by means of (4.24). All in
all, we end up with the estimate

CE

[
exp

(
C

∑
h∈N−1/3(Z+1/2)

(∣∣E[ξ (N − N1/3h − 1/2
)]∣∣∑R

r=1 Lh(X
N
r )

N1/6

+
∑R

r=1 Lh(X
N
r )2

N1/3 +
∑R

r=1 Lh(X
N
r )γ

′

Nγ ′/6

)

+ C
∑

h∈N−1/3Z

(∣∣E[a(N − N1/3h
)]∣∣

·
∑R

r=1 Lh(X
N
r )

N1/6 +
∑R

r=1 Lh(X
N
r )2

N1/3 +
∑R

r=1 Lh(X
N
r )γ

′

Nγ ′/6

))]
,

(4.63)

where C > 0 is a uniform constant and 2 < γ ′ < 3 is as in Lemma 4.1.
Finally, we recall from Assumption 2.1 that |E[ξ(m)]| = o(m−1/3) and

|E(a(m))| = o(m−1/3) and from above that the bridges XN
r , r = 1,2, . . . ,R do
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not reach N/2 for all large enough N . Consequently,

∑
h∈N−1/3(Z+1/2)

∣∣E[ξ (N − N1/3h − 1/2
)]∣∣∑R

r=1 Lh(X
N
r )

N1/6 = o

(
N−1/3 N1/3

N1/6

)
,

∑
h∈N−1/3Z

∣∣E[a(N − N1/3h
)]∣∣∑R

r=1 Lh(X
N
r )

N1/6 = o

(
N−1/3 N1/3

N1/6

)
,

where the error terms are nonrandom and tend to 0 in the limit N → ∞. The re-
maining part of the expression in (4.63) can be controlled by applying the Cauchy–
Schwarz inequality and then (4.5) (recall Remark 4.1). �

LEMMA 4.5. The convergences in Proposition 4.6 hold in distribution for any
K ∈ [0,∞), R ∈ [−∞,0], R ∈ [0,∞].

REMARK 4.3. Note that, for infinite R, R, one should expect the moments of
the limits in (4.47), (4.48) to grow very fast, since the latter include exponentials
of random variables with Gaussian tails. Therefore, a priori, the just established
convergence of moments does not imply the convergence in distribution.

PROOF OF LEMMA 4.5. For finite R, R, the lemma is a direct consequence of
Lemma 4.4 and the boundedness of the limits in (4.47), (4.48). We turn to the case
that R is finite and R is infinite. As before, we only consider Sc(j)(N;K,R,∞)

and functions f ≥ 0, g ≥ 0 (otherwise we can write f , g as the differences of their
positive and negative parts and use the joint convergence in distribution of the asso-
ciated scalar products). The convergence of moments shows that the random vari-
ables Sc(j)(N;K,R,∞), N ∈ N form a tight sequence, so it suffices to identify the
limit points of the latter with the random variable in (4.47). Let Sc(j)(∞;K,R,∞)

be such a limit point.
For each N ∈ N and R ∈ [0,∞), the random variable Sc(j)(N;K,R,∞)

stochastically dominates Sc(j)(N;K,R,R). Consequently, the limit point
Sc(j)(∞;K,R,∞) must stochastically dominate the limit in distribution
limN→∞ Sc(j)(N;K,R,R) for every R ∈ [0,∞). The latter is given by the ex-
pression in (4.47) and, by the monotone convergence theorem, tends in the limit
R ↑ ∞ to the corresponding expression with R = ∞. We conclude that the limit
point Sc(j)(∞;K,R,∞) and the expression in (4.47) with R = ∞ are two non-
negative random variables with equal moments such that the first of them stochas-
tically dominates the second. Clearly, such random variables must have the same
distribution.

Similarly, the case R = −∞ can be dealt with by using the stochastic domina-
tion as R varies. The same argument also applies to any finite collection of j ’s,
T ’s and nonnegative f ’s, g’s and gives the joint convergence with (4.49) as well.

�
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So far, we have established Proposition 4.6, which identifies the leading order
contributions in the limits of Theorem 4.2. It remains to control the associated
remainder terms. To this end, for each N ∈ N and K ∈ [0,∞), we define

Sc
(j)

(N;K) = Sc(j)(N;N2/3,−∞,∞)− Sc(j)(N;K,−∞,∞),

Tr
(j)

(N;K) = Tr(j)(N;N2/3,−∞,∞)− Tr(j)(N;K,−∞,∞).

LEMMA 4.6. There exist positive constants C(R,K), R ∈ N, K ∈ [0,∞)

(possibly depending on f , g, but not on N ) such that

E
[∣∣Sc

(j)
(N;K)

∣∣R] ≤ C(R,K)

2jR
, E

[∣∣Tr
(j)

(N;K)
∣∣R] ≤ C(R,K)

2jR

for all N ∈ N, and limK→∞ C(R,K) = 0, R ∈ N.

PROOF. We only give the proof for Sc
(j)

(N;K), since the argument for
Tr

(j)
(N;K) is very similar. With RN,K := [0,N2/3]2 \ [0,K]2 and the notation

introduced in the proof of Lemma 4.3, the Rth absolute moment of Sc
(j)

(N;K) is
bounded above by

E

[∫
(RN,K)R

R∏
r=1

(∣∣f (xr)
∣∣∣∣g(yr)

∣∣�(xr, yr;N,TN)

·EXN
r

[
TNN2/3∏

i=1

√
XN

r (iN−2/3) ∧ XN
r ((i − 1)N−2/3)√

N

·
∣∣∣∣1 + ξ(XN

r (iN−2/3) ∧ X((i − 1)N−2/3))√
XN

r (iN−2/3) ∧ XN
r ((i − 1)N−2/3)

∣∣∣∣

· |∑TNN2/3

i′=0 a(XN
r (i ′N−2/3))|j

j !(2√
N)j

]
dxr dyr

)]
.

(4.64)

Relying on Fubini’s theorem, we can first take all expectations in (4.64) and only
then integrate over (RN,K)R . Moreover, for fixed xr , yr , r = 1,2, . . . ,R, we can
use Hölder’s inequality to bound the expectations inside the integral over (RN,K)R

by the product of the Rth roots of the expectations

E

[∣∣f (xr)
∣∣R∣∣g(yr)

∣∣R�(xr, yr;N,TN)R

·
TNN

2
3∏

i=1

(
XN

r (iN− 2
3 ) ∧ XN

r ((i − 1)N− 2
3 )

N

)R
2

(4.65)
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·
∣∣∣∣1 + ξ(XN

r (iN−2/3) ∧ XN
r ((i − 1)N−2/3))√

XN
r (iN−2/3) ∧ XN

r ((i − 1)N−2/3)

∣∣∣∣R

· |∑TNN2/3

i′=0 a(XN
r (i ′N−2/3))|jR

(j !)R(2
√

N)jR

]
,

r = 1,2, . . . ,R.
Next, we recall that f (x) = O(exp(x1−δ)), g(x) = O(exp(x1−δ)) as x → ∞

for some δ > 0 by assumption. With that δ and any fixed ε ∈ (0, 2δ
3 ), we first

consider the case that xr, yr in (4.65) are both at most N2/3−ε . In this case, we
estimate �(xr, yr;N,TN) using the inequality (4.51) of Lemma 4.2, bound the
expectation with respect to the ξ ’s and a’s as in the derivation of (4.63) in the proof
of Lemma 4.4, and employ Assumption 2.1(a). All in all, we obtain the following
upper bound on the expectation in (4.65):

C

2jR

∣∣f (xr)
∣∣R∣∣g(yr)

∣∣Re−R
C

(xr−yr )
2

·E
[

exp

(
− R

2N

TNN
2
3∑

i=1

(
N − XN

r

(
iN− 2

3
))

+ C
∑

h∈N−1/3(Z+1/2)

(
N−1/3 RLh(X

N
r )

N1/6 + R2Lh(X
N
r )2

N1/3 + Rγ ′
Lh(X

N
r )γ

′

Nγ ′/6

)

+ C
∑

h∈N−1/3Z

(
N−1/3 RLh(X

N
r )

N1/6 + R2Lh(X
N
r )2

N1/3 + Rγ ′
Lh(X

N
r )γ

′

Nγ ′/6

))]
,

(4.66)

where C > 0 is a uniform constant and 2 ≤ γ ′ < 3 is the same as in Lemma 4.1.
An application of the Cauchy–Schwarz inequality to the latter expectation results
further in the two factors

E

[
exp

(
−R

N

TNN2/3∑
i=1

(
N − XN

r

(
iN−2/3)))]1/2

,(4.67)

E

[
exp

(
2C

∑
h∈N−1/3(Z+1/2)

(
RLh(X

N
r )

N1/2 + R2Lh(X
N
r )2

N1/3 + Rγ ′
Lh(X

N
r )γ

′

Nγ ′/6

)

+ 2C
∑

h∈N−1/3Z

(
RLh(X

N
r )

N1/2 + R2Lh(X
N
r )2

N1/3 + Rγ ′
Lh(X

N
r )γ

′

Nγ ′/6

))]1/2
.

(4.68)

To estimate the expression in (4.67) further, we assume first that xr ≤ yr . In this
case, the random walk bridge XN

r can be sampled as follows: sample a random
walk bridge from N to N in TNN2/3 − 	N − N1/3xr
 + 	N − N1/3yr
 steps of
size ±1; next, shift the resulting bridge down by N −	N −N1/3xr
; finally, insert
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	N − N1/3xr
 − 	N − N1/3yr
 additional down steps of size −1 uniformly at
random. Combining the observation that the latter insertion is only increasing the

value of
∑TNN2/3

i=1 (N − XN
r (iN−2/3)) with Proposition 4.2 for the random walk

bridge connecting N to N we obtain the bound

E

[
exp

(
−R

N

TNN2/3∑
i=1

(
N − XN

r

(
iN−2/3)))]1/2

≤ C̃e−RTNxr/2,

where C̃ > 0 is a constant depending only on R. A similar argument in the case
xr > yr leads to the same upper bound, only with xr replaced by yr .

We turn to the expression in (4.68). Our goal is to give bounds on the exponen-
tial moments of the six random variables∑

h∈N−1/3(Z+1/2)

Lh(X
N
r )

N1/2 ,
∑

h∈N−1/3(Z+1/2)

Lh(X
N
r )2

N1/3 ,

∑
h∈N−1/3(Z+1/2)

Lh(X
N
r )γ

′

Nγ ′/6
,

∑
h∈N−1/3Z

Lh(X
N
r )

N1/2 ,

∑
h∈N−1/3Z

Lh(X
N
r )2

N1/3 ,
∑

h∈N−1/3Z

Lh(X
N
r )γ

′

Nγ ′/6
,

(4.69)

which can be then combined by means of Hölder’s inequality. The first and fourth
random variables simply equal to TNN−1/6 and TNN−1/6 + N−5/6, respectively.
For the other four random variables in (4.69), we use the estimate (4.19) [recalling
also Remark 4.1 and the elementary inequality (4.15)] to obtain

max
( ∑

h∈N−1/3(Z+1/2)

Lh(X
N
r )p

N1/3 ,
∑

h∈N−1/3Z

Lh(X
N
r )p

N1/3

)

≤ C
(
M(N,TN)p−1 + |xr − yr |p−1 + 1

)
,

where p ∈ {2, γ ′}, C > 0 is a uniform constant, and N1/3M(N,TN) has the same
law as the difference between the maximum and the minimum of XN

r [see the
explanation following (4.19)]. The arguing as in the proof of Proposition 4.2, we
conclude that N1/3M(N,TN) is stochastically dominated by the sum of |xr − yr |
and the difference between the maximum and the minimum of a simple symmetric
random walk going from 0 to 0 in TNN2/3 steps of size ±1. At this point, the
bound (4.7) shows that

E

[
exp

(
θ

∑
h∈N−1/3(Z+1/2)

Lh(X
N
r )p

N1/3

)]
∨E

[
exp

(
θ

∑
h∈N−1/3Z

Lh(X
N
r )p

N1/3

)]

≤ C̃eC̃|xr−yr |p−1
,

where θ > 0, p ∈ {2, γ ′}, and C̃ > 0 is a constant depending only on θ .
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Putting everything together, we get the following estimate on the expression in
(4.66):

C̃

2jR

∣∣f (xr)
∣∣R∣∣g(yr)

∣∣R
· exp

(
−R

C
(xr − yr)

2 − RTN

2
min(xr , yr)

+ C̃|xr − yr | + C̃|xr − yr |γ ′−1
)
,

(4.70)

where C̃ > 0 is a constant depending only on R, and C > 0 is a uniform constant.
Since f (x) = O(exp(x1−δ)), g(x) = O(exp(x1−δ)) as x → ∞, and 2 < γ ′ < 3,
the integral of the Rth root of the latter expression [and hence, also of the expres-
sion in (4.65)] over {(xr , yr) ∈RN,K : xr, yr ≤ N2/3−ε} admits an upper bound of
the form C(R,K)

2j with limK→∞ C(R,K) = 0 for any fixed R.
To complete the proof, it remains to treat the case of at least one of xr , yr

is larger than N2/3−ε . The additional technical difficulty in this case is that the

quantities
√

XN
r (iN−2/3) ∧ XN

r ((i − 1)N−2/3) can be anywhere between 1 and√
N − N1−ε + TNN2/3 ≤

√
N − N1−ε/2 for all N sufficiently large. To address

this, we bound the factors involving XN
r (iN−2/3) ∧ XN

r ((i − 1)N−2/3) in (4.65)
as follows:

N−R/2
∣∣∣√XN

r

(
iN−2/3

)∧ XN
r

(
(i − 1)N−2/3

)
+ ξ

(
XN

r

(
iN−2/3)∧ XN

r

(
(i − 1)N−2/3))∣∣∣R

≤ N−R/2(√N − N1−ε/2 + ∣∣ξ (XN
r

(
iN−2/3)∧ XN

r

(
(i − 1)N−2/3))∣∣)R

= (
1 − N−ε/2

)R/2
(

1 + |ξ(XN
r (iN−2/3) ∧ XN

r ((i − 1)N−2/3))|√
N − N1−ε/2

)R

.

Inserting the latter bound into (4.65) and proceeding as in the derivation of (4.66)
(only replacing all ξ ’s by their absolute values), we obtain an estimate on the ex-
pression in (4.65) of the form

C

2jR

∣∣f (xr)
∣∣R∣∣g(yr)

∣∣R exp
(
−R

C
(xr − yr)

2 − RTN

4
N2/3−ε

)

·E
[
exp

(
C

∑
h∈N−1/3(Z+1/2)

(
RLh(X

N
r )

N1/6 + R2Lh(X
N
r )2

N1/3 + Rγ ′
Lh(X

N
r )

Nγ ′/6

)

+ C
∑

h∈N−1/3Z

(
RLh(X

N
r )

N1/6 + R2Lh(X
N
r )2

N1/3 + Rγ ′
Lh(X

N
r )

Nγ ′/6

))]
,

(4.71)
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where C > 0 is a uniform constant and 2 ≤ γ ′ < 3 is the same as in Lemma 4.1.
Repeating the argument leading to (4.70), we arrive at the upper bound

C̃

2jR

∣∣f (xr)
∣∣R∣∣g(yr)

∣∣R
· exp

(
−R

C
(xr − yr)

2 − RTN

4
N2/3−ε

+ C̃
(
TNN1/6 + |xr − yr | + |xr − yr |γ ′−1))

(4.72)

with the constant C of (4.71) and a constant C̃ > 0 depending only on R. Since
f (x) = O(exp(x1−δ)), g(x) = O(exp(x1−δ)) as x → ∞ and 2 < γ ′ < 3, the
term exp(−R

C
(xr − yr)

2 − RTN

4 N2/3−ε) dominates on the region of integration
{(xr , yr) ∈ RN,K : xr > N2/3−ε or yr > N2/3−ε}. The area of the latter is of the
order N4/3, so that the desired estimate readily follows. �

REMARK 4.4. Lemma 4.6 shows that the differences between the integrals
in (4.45), (4.46) with R = −∞, R = ∞ and a fixed K and those with R = −∞,
R = ∞ and K = N2/3 are bounded uniformly in N ∈ N and tend to 0 in the limit
K → ∞ in the sense of moments. This statement is also true for the sums of such
differences over j = 0,1, . . . (which give rise to exponentials), since the bounds of
Lemma 4.6 decay exponentially in j .

Next, we present an extension of Lemma 4.6 which can be shown in the same
way.

LEMMA 4.7. Fix an N ∈ N and let ϒ be a random variable given by a deter-
ministic function of the random walk bridge X and the sequence of a’s. For each

K ∈ [0,∞), define Sc
(j)

(N;K;ϒ) as the modification of Sc
(j)

(N;K) obtained by
inserting ϒ as an additional factor into the expectation in (4.45). Suppose that the
(2R)th moment of ϒ is bounded by C1 < ∞. Then there exist positive constants
C(R,K), K ∈ [0,∞) (possibly depending on f , g, but not on N , ϒ) such that

E
[∣∣Sc

(j)
(N;K;ϒ)

∣∣R] ≤ C(R,K)

2jR
C

1/2
1 ,

E
[∣∣Tr

(j)
(N;K;ϒ)

∣∣R] ≤ C(R,K)

2jR
C

1/2
1

for all N ∈ N, and limK→∞ C(R,K) = 0.

As a last ingredient for the proof of Theorem 4.2, we need to control the error
in replacing the terms involving a’s in the fourth lines of (4.40), (4.41) by the
terms involving a’s in the third lines of (4.45), (4.46). To this end, we consider the
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complete homogeneous symmetric functions and power sums given respectively
by

h(j ;N) := ∑
0≤i1≤···≤ij≤TNN2/3

j∏
j ′=1

a
(
X
(
ij ′N−2/3)),

p(j ;N) :=
TNN2/3∑

i′=0

a
(
X
(
i ′N−2/3))j .

The h(j ;N)’s can be expressed in terms of the p(j ;N)’s according to the Newton
identities. The latter can be written as (see, e.g., [48], Chapter 1, Section 2):

(4.73) h(j ;N) = [
zj ] exp

( ∞∑
j ′=1

p(j ′;N)

j ′ zj ′
)
,

where [zj ] stands for the coefficient of zj in the series expansion of what follows.
We note further that (4.73) implies

(4.74)
h(j ;N)

(2
√

N)j
=

j∑
l=0

p(1;N)l

l!(2√
N)l

([
zj−l] exp

( ∞∑
j ′=2

p(j ′;N)

j ′(2
√

N)j
′ z

j ′
))

.

The l = j term in (4.74) is precisely the one appearing in the third lines of (4.45),
(4.46). The next lemma shows that the other terms become negligible as N → ∞.

LEMMA 4.8. Under Assumption 2.1 and for each R = 1,2, . . ., there exist
positive constants C̃, ε such that

(4.75) E

[([
zl] exp

( ∞∑
j ′=2

|p(j ′;N)|
j ′(2

√
N)j

′ z
j ′
))R]

≤ (
C̃N−ε)lR

for all l = 1,2, . . . , TNN2/3 and N ∈ N.

PROOF. We define �j = sup0≤i1≤···≤ij
E[∏j

j ′=1 |a(ij ′)|] = supi∈NE[|a(i)|j ],
where the second equality is due to Hölder’s inequality. By Assumption 2.1,
�j ≤ Cjjjγ with universal constants C > 0 and 0 < γ < 3/4. We also write k for
TNN2/3 + 1. Now, expanding the random variable inside the expectation in (4.75)
into a sum of monomials in the |a(X(i′N−2/3))|’s, bounding the expectations of
the latter by �lR , and then collecting the terms back we obtain the following upper
bound on the left-hand side of (4.75):

(4.76)
1

(2
√

N)lR
�lR

([
zl] exp

( ∞∑
j ′=2

k

j ′ z
j ′
))R

.
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Using l ≤ k, we deduce further

[
zl] exp

( ∞∑
j ′=2

k

j ′ z
j ′
)

= [
zl](	l/2
∑

l′=0

(
∑l

j ′=2
k
j ′ zj ′

)l
′

l′!
)

≤
	l/2
∑
l′=0

(
∑l

j ′=2
k
j ′ )l

′

l′! ≤
	l/2
∑
l′=0

(k log l)l
′

l′!

≤ (	l/2
 + 1
)(k log l)	l/2


	l/2
! ≤ Cl

(
k log l

l

)	l/2

,

where C > 0 is a uniform constant. Putting everything together, we find that the
left-hand side of (4.75) is at most

C̃lR 1

(2
√

N)lR
llRγ

(
N

2
3 log l

l

)	l/2
R
≤

(
C̃l2γ−1N

2
3 log l

4N

)lR/2

≤
(

C̃N
4γ
3 logN

2
3

4N

)lR/2
,

where C̃ is a constant depending only on R, γ , and supN TN that varies from
expression to expression. The lemma now follows from γ < 3/4 (see Assump-
tion 2.1). �

4.3. Proof of Theorem 2.1. As discussed in Section 4.2, to prove Theorem 2.1
it suffices to establish Theorem 4.2. In the following, we only give the proof of the
latter for Sc(N), since the same proof applies to Tr(N) as well. To start with, we
note

Sc(N) =
	T N2/3
∑

j=0

Sc(j)(N;K,−∞,∞) +
	T N2/3
∑

j=0

Sc
(j)

(N;K)

+
	T N2/3
∑

j=0

j−1∑
l=0

U(N; j, l),
(4.77)

where

U(N; j, l) := 1

2

∫ ∞
0

∫ ∞
0

f (x)g(y)�(x, y;N,TN)EX

[
1{∀t :X(t)≤N}

·
TNN2/3∏

i=1

√
X(iN−2/3) ∧ X((i − 1)N−2/3)√

N

·
(

1 + ξ(X(iN−2/3) ∧ X((i − 1)N−2/3))√
X(iN−2/3) ∧ X((i − 1)N−2/3)

)
(4.78)
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· (
∑TNN2/3

i′=0 a(X(i ′N−2/3)))l

l!(2√
N)l

· [zj−l] exp

( ∞∑
j ′=2

∑TNN2/3

i′=0 a(X(i ′N−2/3))j
′

j ′(2
√

N)j
′ zj ′

)]
dx dy.

Hereby, with a slight abuse of notation we have allowed the value of TN to change
from term to term with j , l. However, this is not important, since the results of the
previous subsection apply to all occurring values of TN .

Now, we take the limits N → ∞, K → ∞ (in this particular order) of the right-
hand side in (4.77). The limits as N → ∞ of the summands in the first sum in
(4.77) have been identified in Proposition 4.6, so that by invoking the moment
bounds of Lemma 4.6 with K = 0 we conclude that their sum converges as N →
∞ to

1√
2πT

∫ K

0

∫ K

0
f (x)g(y) exp

(
−(x − y)2

2T

)
EBx,y

[
1{Bx,y(t)≥0}

· exp
(
−1

2

∫ T

0
Bx,y(t)dt +

√
s2
ξ + s2

a/4
∫ ∞

0
La

(
Bx,y)dW(a)

)]
dx dy

(4.79)

in the sense of moments and in law, where W = 1√
s2
ξ +s2

a/4
(sξWξ +saWa). In view of

Remark 4.4, the K → ∞ limit of the expression in (4.79) in the sense of moments
and in distribution is given by the same expression with K replaced by ∞. The
latter is precisely the limit in (4.42) [recall Assumption 2.1(b)].

Next, for every fixed R ∈ N, we combine Lemma 4.6 with the triangle inequality
for the LR-norm to conclude that the Rth moment of the second sum in (4.77)
can be bounded above by a constant C(R,K) uniformly in N ∈ N, which further
satisfies limK→∞ C(R,K) = 0. Consequently, the second sum in (4.77) vanishes
in the double limit N → ∞, K → ∞ in the sense of moments and in distribution.

To control the third sum in (4.77), we apply Lemma 4.7 for U(N; j, l) and a
fixed R ∈ N (note that in the case at hand the bound on the Rth moment of ϒ

required in Lemma 4.7 is precisely the content of Lemma 4.8) to get

(4.80) E
[
U(N; j, l)R] ≤ C̃1

2lR

(
C̃2N

−ε)(j−l)R
, j, l ∈N, j ≥ l,

where the positive constants C̃1, C̃2 and ε may depend on R. Combining this with
the triangle inequality for the LR-norm, we deduce that the Rth moment of the
third sum in (4.77) tends to 0 in the limit N → ∞. Since R ∈ N was arbitrary, the
third sum in (4.77) must vanish as N → ∞ both in the sense of moments and in
distribution.

REMARK 4.5. Note that the terms in (4.41) with even j (odd j , resp.) arise
when we take even (odd, resp.) powers of the matrix MN

2
√

N
. Since Proposition 4.6
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gives the joint asymptotics of such terms for any finite collection of j ’s, we can
separate the even and the odd powers for the traces in Theorem 2.1. By doing
so, we obtain the following results. Let TN , N ∈ N and T̃N , N ∈ N be two se-
quences of positive numbers such that TNN2/3, N ∈ N are even integers and
T̃NN2/3, N ∈ N are odd integers. Suppose further that supN |TN − T |N2/3 < ∞
and supN |T̃N − T |N2/3 < ∞. Then, under the same assumptions and in the same
sense as in Theorem 2.1 we have

lim
N→∞ Trace

(
1

2

(
MN

2
√

N

)TNN2/3)

= 1√
2πT

∫ ∞
0

EBx,x

[
1{∀t :Bx,y(t)≥0} exp

(
−1

2

∫ T

0
Bx,y(t)dt

+ sξ

∫ ∞
0

La

(
Bx,y)dWξ(a)

)

· ∑
j even

(sa
∫∞

0 La(B
x,y)dWa(a))j

2j j !
]

dx.

(4.81)

Similarly,

lim
N→∞ Trace

(
1

2

(
MN

2
√

N

)T̃NN2/3)

= 1√
2πT

∫ ∞
0

EBx,x

[
1{∀t :Bx,y(t)≥0} · exp

(
−1

2

∫ T

0
Bx,y(t)dt

+ sξ

∫ ∞
0

La

(
Bx,y)dWξ(a)

)

· ∑
j odd

(sa
∫∞

0 La(B
x,y)dWa(a))j

2j j !
]

dx.

(4.82)

Here, Wξ and Wa are independent standard Brownian motions as in Proposi-
tion 4.6. Let us emphasize that we claim convergence only for the traces, but not
for the operators themselves, as the latter is more delicate.

5. Properties of the stochastic Airy semigroup I. In this section, we study
the properties of operators U(T ), T > 0 in more detail. The present section con-
tains the statements that we prove directly from the definition of U(T ), T > 0,
while in Sections 6, 7 we prove the remaining properties by relying on the asymp-
totic results of Section 4.

LEMMA 5.1. For each T > 0, U(T ) is a Hilbert–Schmidt operator on
L2(R≥0) with probability one.
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PROOF. Fix a T > 0. We need to prove that the integral kernel K(x, y;T ) of
U(T ) satisfies

(5.1)
∫
R≥0

∫
R≥0

K(x, y;T )2 dx dy < ∞
with probability one. To this end, we will show that the expectation of the latter
double integral is finite. Moving the square inside the expectation in the definition
of K(x, y;T )2, dropping the indicator function therein, applying Fubini’s theorem
to take the expectation with respect to W , and observing that the latter expectation
boils down to the exponential moment of a Gaussian random variable, we obtain
the following upper bound on the expectation of (5.1):

1

2πT

∫
R≥0

∫
R≥0

e− (x−y)2

T

·EBx,y

[
exp

(
−

∫ T

0
Bx,y(t)dt + 2

β

∫ ∞
0

La

(
Bx,y)2 da

)]
dx dy.

(5.2)

Next, we note that Bx,y(t) − (1 − t
T
)x − t

T
y, t ∈ [0, T ] is a copy of B0,0, as well

as (1 − t
T
)x + t

T
y ≥ min(x, y). These and the Cauchy–Schwarz inequality allow

to estimate the integrand in (5.2) by the product of e− (x−y)2

T
−min(x,y) with

(5.3) EB0,0

[
exp

(
−2

∫ T

0
B0,0(t)dt

)]1/2
EBx,y

[
exp

(
4

β

∫ ∞
0

La

(
Bx,y)2 da

)]1/2
.

Further, it is well known that the first expectation in (5.3) is given by a finite
constant C; see, e.g., [21], proof of Theorem 3.1, final display, for a signifi-
cantly stronger statement. For the second expectation in (5.3), we recall from
the proof of Proposition 4.4 that

∫∞
0 La(B

x,y)2 da is the limit in distribution of
N−1/3 ∑

h∈N−1/3(Z≥0+1/2) Lh(X
x,y;N,TN )2, N ∈ N. The latter are stochastically

dominated by 8T (N−1/3JT N2/3 + N−1/3J̃T N2/3 + 2|x − y| + 2N−1/3), N ∈ N,
respectively, where JT N2/3 , J̃T N2/3 are the maxima of two independent simple ran-
dom walks with T N2/3 steps of size ±1 (see (4.19) and the paragraph following
it). Passing to the limit N → ∞, we conclude that

∫∞
0 La(B

x,y)2 da is stochas-
tically dominated by 8T (J + J̃ + 2|x − y|), where J , J̃ are the maxima of two
independent standard Brownian motions on [0, T ]. All in all, the expression in
(5.2) is bounded above by

C1/2

2πT

∫
R≥0

∫
R≥0

e− (x−y)2

T
−min(x,y)E

[
exp

(
32T

β

(
J + J̃ + 2|x − y|))]1/2

dx dy.

It remains to note the integrability of e
− (x−y)2

T
−min(x,y)+ 32T

β
|x−y| over (R≥0)

2. �

Lemma 5.1 shows that the operators U(T ) are well-defined, and we can now
prove Propositions 2.2, 2.3 and 2.4.
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PROOF OF PROPOSITION 2.3. We need to show that the event{∀f ∈ L2(R≥0) : U(T1)U(T2)f = U(T1 + T2)f
}

has probability one for any T1, T2 ≥ 0. Moreover, according to Lemma 5.1, the
operators U(T1), U(T2), U(T1 + T2) are continuous with probability one, so that
in the latter event we may replace L2(R≥0) by a countable dense subset. Conse-
quently, it suffices to prove that U(T1)U(T2)f = U(T1 + T2)f almost surely for
a fixed f ∈ L2(R≥0). In addition, we may assume that f ≥ 0, since otherwise we
can decompose f into its positive and negative parts. In this case, Fubini’s theorem
reveals that it is enough to show that almost surely

(5.4) ∀x, y ∈R≥0:
∫
R≥0

K(x, z;T1)K(z, y;T2)dz = K(x, y;T1 + T2).

Further, elementary manipulations allow to rewrite the latter integral as

1√
2π(T1 + T2)

∫
R

(
T1 + T2

2πT1T2

)1/2

· exp
(
−
(
z − T1

T1 + T2
y − T2

T1 + T2
x

)2/(
2

T1T2

T1 + T2

))

·EBx,z,Bz,y

[
1{∀t :Bx,z(t)≥0,∀t :Bz,y(t)≥0}

· exp
(
− (x − y)2

2(T1 + T2)
− 1

2

∫ T1

0
Bx,z(t)dt − 1

2

∫ T2

0
Bz,y(t)dt

+ 1√
β

∫ ∞
0

(
La

(
Bx,z)+ La

(
Bz,y))dW(a)

)]
dz.

(5.5)

We now make the following observation: the process obtained by sampling a point
z according to the normal distribution with mean T1

T1+T2
y + T2

T1+T2
x and variance

T1T2
T1+T2

and then concatenating a standard Brownian bridge connecting x to z in
time T1 with a conditionally independent (given z) standard Brownian bridge con-
necting z to y in time T2 is a standard Brownian bridge connecting x to y in time
T1 + T2. As a result, we end up with K(x, y;T1 + T2). �

PROOF OF PROPOSITION 2.2. The almost sure symmetry of U(T ) amounts
to showing that the event{

∀f,g ∈ L2(R≥0) :
∫
R≥0

(
U(T )f

)
(x)g(x)dx =

∫
R≥0

f (x)
(
U(T )g

)
(x)dx

}

has probability one. Thanks to the almost sure continuity of the operator U(T )

(Lemma 5.1) it is further sufficient to consider f , g from a countable dense subset
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of L2(R≥0). Hence, the symmetry property of U(T ) reduces to the almost sure
equality ∫

R≥0

(
U(T )f

)
(x)g(x)dx =

∫
R≥0

f (x)
(
U(T )g

)
(x)dx

for fixed f,g ∈ L2(R≥0). In addition, we may assume f ≥ 0, g ≥ 0, since oth-
erwise we can decompose f , g into their positive and negative parts. For such
functions, we may use Fubini’s theorem to reduce the statement further to: almost
surely,

(5.6) ∀x, y ∈ R≥0: K(x, y;T ) = K(y, x;T ).

The latter follows from the definition of the kernel K(·, ·;T ) and the fact that
the time reversal of a standard Brownian bridge connecting x to y in time T is a
standard Brownian bridge connecting y to x in time T .

At this point, the almost sure nonnegativity of U(T ) is a direct consequence of
the almost sure identity U(T ) = U(T /2)U(T /2) (Proposition 2.3) and the almost
sure symmetry of U(T /2).

So far, we have established that U(T ) is a symmetric positive Hilbert–Schmidt
operator with probability one. In particular, the spectral theorem for symmet-
ric compact operators reveals that L2(R≥0) almost surely admits an orthonor-
mal basis comprised of eigenfunctions of U(T ) with the corresponding nonneg-
ative eigenvalues e1(T ) ≥ e2(T ) ≥ · · · . By definition, U(T ) is trace class iff∑∞

i=1 ei(T ) < ∞, and in this case

(5.7) Trace
(
U(T )

) =
∞∑
i=1

ei(T ).

Moreover, U(T )U(T /2) = U(T /2)U(T ) and [47], Chapter 28, Theorem 7, show
that L2(R≥0) almost surely admits an orthonormal basis comprised of common
eigenfunctions of U(T ) and U(T /2). Consequently,

∑∞
i=1 ei(T ) can be rewritten

as
∑∞

i=1 ei(T /2)2. The latter expression gives the square of the Hilbert–Schmidt
norm of U(T /2) (see [47], Chapter 30, Exercise 11) and can be therefore rewritten
further as ∫

R≥0

∫
R≥0

K(x, y;T/2)2 dx dy

(see [58], Theorem 2.11). The latter expression is finite with probability one by
Lemma 5.1, so that U(T ) is trace class. Finally, an application of the semigroup
equation (5.4) to∫

R≥0

∫
R≥0

K(x, y;T/2)2 dx dy =
∫
R≥0

∫
R≥0

K(y, x;T/2)K(x, y;T/2)dx dy

gives the trace formula (2.5). �
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PROOF OF PROPOSITION 2.4. We will show the stronger statement that, for
each even integer p ≥ 2, it holds

(5.8) lim
t→T

E
[∥∥U(T )f − U(t)f

∥∥p] = 0.

With the notation ‖U(t)‖ for the spectral norm (i.e., the largest eigenvalue) of U(t)

we can use the Cauchy–Schwarz inequality to find

E
∥∥U(T )f − U(t)f

∥∥p

≤ E
[∥∥U(T ∧ t)

∥∥p∥∥U(|T − t |)f − f
∥∥p]

≤ E
[∥∥U(T ∧ t)

∥∥2p]1/2
E
[∥∥U(|T − t |)f − f

∥∥2p]1/2

≤ E
[
Trace

(
U
(
2p(t ∧ T )

))]1/2
E
[∥∥U(|T − t |)f − f

∥∥2p]1/2
.

The reduction of the trace to a Hilbert–Schmidt norm as in the proof of Propo-
sition 2.2 and the arguments in the proof of Lemma 5.1 show that the quantity
E[Trace(U(2p min(t, T )))] can be bounded uniformly for all t in a neighborhood
of a fixed T > 0. Consequently, we only need to show (5.8) for T = 0.

Write G(T ) for the integral operator with kernel

KG(x, y;T ) = 1√
2πT

exp
(
−(x − y)2

2T

)

·EBx,y

[
1{∀t :Bx,y(t)≥0} exp

(
−1

2

∫ T

0
Bx,y(t)dt

)]
.

(5.9)

As T → 0, the operators G(T ) converge strongly to U(0) (= the identity operator);
see, for example, [49], Section 2, Step 6. Therefore, it is enough to prove

lim
T →0

E
[∥∥U(T )f − G(T )f

∥∥p] = 0

or, in other words, the convergence to 0 as T → 0 of

E

[(∫
R≥0

(∫
R≥0

1√
2πT

e− (x−y)2

2T

·EBx,y

[
1{∀t :Bx,y(t)≥0} exp

(
−1

2

∫ T

0
Bx,y(t)dt

)

·
(

exp
(

1√
β

∫ ∞
0

La

(
Bx,y)dW(a)

)
− 1

)]
f (y)dy

)2
dx

)p/2]
.

(5.10)

Next, we apply the elementary inequality |eS − 1| ≤ |S|e|S|, S ∈ R with

S := 1√
β

∫ ∞
0

La

(
Bx,y)dW(a)
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to estimate the expression in (5.10) by

E

[(∫
R≥0

(∫
R≥0

1√
2πT

exp
(
−(x − y)2

2T

)

·EBx,y

[
1{∀t :Bx,y(t)≥0}

· exp
(
−1

2

∫ T

0
Bx,y(t)dt

)
|S|e|S|

]∣∣f (y)
∣∣dy

)2
dx

)p/2]
.

(5.11)

Moreover, writing the square of the inner integral and then the p/2 power of the
outer integral as products of integrals in independent variables and applying Fu-
bini’s theorem together with Hölder’s inequality we end up with the bound(∫

R≥0

(∫
R≥0

1√
2πT

exp
(
−(x − y)2

2T

)

·EBx,y

[
1{∀t :Bx,y(t)≥0} exp

(
−1

2

∫ T

0
Bx,y(t)dt

)

·EW

[|S|pep|S|]1/p
]∣∣f (y)

∣∣dy

)2
dx

)p/2
.

(5.12)

Dropping the indicator function and using the Cauchy–Schwarz inequality we ob-
tain the further estimate(∫

R≥0

(∫
R≥0

1√
2πT

exp
(
−(x − y)2

2T

)∣∣f (y)
∣∣

·EBx,y

[
exp

(
−

∫ T

0
Bx,y(t)dt

)]1/2

·EBx,y

[
EW

[|S|pep|S|]2/p]1/2 dy

)2
dx

)p/2
.

(5.13)

Now, the same argument as in the proof of Lemma 5.1 shows that the first
expectation with respect to Bx,y is bounded by a uniform constant for all x, y ∈
R≥0 and T ∈ (0,1]. To control the second expectation with respect to Bx,y , we
combine the inequality |S|p ≤ p!e|S|, the representation

Bx,y(t) = √
T B̂x/

√
T ,y/

√
T (t/T ), t ∈ [0, T ]

with a standard Brownian bridge B̂x/
√

T ,y/
√

T connecting x/
√

T to y/
√

T in time
1, the fact that for a given trajectory of B̂x/

√
T ,y/

√
T the random variable S has the

normal distribution with mean 0 and variance

T 3/2

β

∫ ∞
0

La

(
B̂x/

√
T ,y/

√
T )2 da,
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and a bound on the integral of the squared local times as in the proof of Lemma 5.1
to obtain an estimate of the form

EBx,y

[
EW

[|S|pep|S|]2/p]1/2 ≤ CT 3/2eC|x−y|/√T .

Here, C < ∞ is a constant depending only on p.
All in all, we end up with the following bound on the expression in (5.10):

(5.14) CT p

(∫
R≥0

(∫
R≥0

exp
(
−(x − y)2

2T
+ C

|x − y|√
T

)∣∣f (y)
∣∣dy

)2
dx

)p/2
.

By Young’s inequality for convolution the latter is at most

CT p‖f ‖p

(∫
R

exp
(
− x2

2T
+ C

|x|√
T

)
dx

)p

≤ CT 3p/2‖f ‖p,

which completes the proof. �

6. Convergence of extreme eigenvalues. The aim of this section is to obtain
Corollary 2.1 from Theorem 2.1. Such proofs are standard in the literature on the
moments method for random matrices; see, for example, [61], [60], Section 5,
[59]. Nevertheless, we give a sketch of the proof for the sake of completeness. In
addition, it yields Proposition 2.5. We start with the following statement.

LEMMA 6.1. The convergence in distribution

(6.1)
N∑

i=1

eT λi
N/2 −→N→∞ Trace

(
U(T )

)
holds jointly for any finitely many T ’s.

PROOF. We write μ
1,+
N ≥ μ

2,+
N ≥ · · · and μ

1,−
N ≤ μ

2,−
N ≤ · · · for the posi-

tive and the negative eigenvalues of MN , respectively. In addition, we define their
rescaled versions

λ
i,+
N = N1/6(μi,+

N − 2
√

N
)

and

λ
i,−
N = −N1/6(μi,−

N + 2
√

N
)
, i = 1,2, . . . .

Clearly,

Trace
(
M(T ,N)

)

= 1

2

∑
i

(
1 + λ

i,+
N

2N2/3

)	T N2/3

+ (−1)	T N2/3


2

∑
i

(
1 + λ

i,−
N

2N2/3

)	T N2/3


+ 1

2

∑
i

(
1 + λ

i,+
N

2N2/3

)	T N2/3
−1

+ (−1)	T N2/3
−1

2

∑
i

(
1 + λ

i,−
N

2N2/3

)	T N2/3
−1
.

(6.2)
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From Theorem 2.1, we know that both sides of (6.2) converge in distribution to
the right-hand side of (6.1) in the limit N → ∞. Consequently, it suffices to show
the convergence to 0 in probability as N → ∞ of the difference between the right-
hand side of (6.2) and

N∑
i=1

eT λi
N/2 = 1

2

N∑
i=1

eT λi
N/2 + 1

2

N∑
i=1

eT λi
N/2 + (−1)	T N2/3


2

N∑
i=1

eT λi
N/2

+ (−1)	T N2/3
−1

2

N∑
i=1

eT λi
N/2.

(6.3)

To analyze the difference between the right-hand sides of (6.2) and (6.3), we
take ε = 1/100 and distinguish between four types of (rescaled) eigenvalues:

1. “bulk eigenvalues”: λ
i,+
N ’s and λ

i,−
N ’s which are less or equal to −Nε ,

2. “outliers”: λ
i,+
N ’s and λ

i,−
N ’s which are greater or equal to Nε ,

3. “right edge eigenvalues”: λ
i,+
N ’s in (−Nε,Nε),

4. “left edge eigenvalues”: λ
i,−
N ’s in (−Nε,Nε).

The contribution of the bulk eigenvalues to the right-hand side of (6.3) becomes
negligible in the limit N → ∞, since there are at most N of them and each con-
tributes at most e−T Nε/2. Due to the elementary inequality 1 + a ≤ ea , a ∈ R, the
same is true for the right-hand side of (6.2).

Next, we show that with probability tending to 1 as N → ∞ there are no out-
liers. To this end, we consider a sequence TN , N ∈N of positive numbers such that
TNN2/3, N ∈N are even integers and supN |TN − T |N2/3 < ∞. Then

Trace
(
(MN)TNN2/3) = ∑

i

(
1 + λ

i,+
N

2N2/3

)TNN2/3

+∑
i

(
1 + λ

i,−
N

2N2/3

)TNN2/3

.

Hence, if there is an outlier, then

(6.4) Trace
(
(MN)TNN2/3) ≥

(
1 + Nε

2N2/3

)TNN2/3

.

According to Remark 4.5, the left-hand side of (6.4) converges in distribution as
N → ∞. On the other hand, the right-hand side of (6.4) becomes arbitrarily large
in the same limit. Consequently, the probability that the inequality (6.4) takes place
tends to 0 as N → ∞.

Finally, to the summands involving the edge eigenvalues we can apply the ap-
proximations

(
1 + λ

i,±
N

2N2/3

)	T N2/3

≈ eT λ

i,±
N /2,

(
1 + λ

i,±
N

2N2/3

)	T N2/3
−1
≈ eT λ

i,±
N /2
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with additive errors of at most

(
eN−2/3+2ε/2 − 1

)(
1 + λ

i,±
N

2N2/3

)	T N2/3

,

(
eN−2/3+2ε/2 − 1

)(
1 + λ

i,±
N

2N2/3

)	T N2/3
−1
,

respectively. It remains to show that the sums of the latter errors over all the edge
eigenvalues tend to 0 in probability. To this end, it suffices to prove that the ex-
pressions

(
eN−2/3+2ε/2 − 1

) N∑
i=1

(
1 + λi

N

2N2/3

)	T N2/3
−ε

, ε ∈ {0,1}

converge to 0 in probability, since the contributions of the eigenvalues away from
edge to them have been shown to be negligible before. The latter convergences are
direct consequences of Remark 4.5. �

We can now deduce Corollary 2.1 and Proposition 2.5. According to Propo-
sition 2.2, for each T > 0, U(T ) is a symmetric trace class operator with prob-
ability one. In particular, U(T ) is compact (see, e.g., [47], Section 30.8, Exer-
cise 11(h), (g)) and, therefore, its spectrum is discrete. Moreover, the almost sure
commutativity of operators U(T ), T > 0 shows that there exists an orthonormal
basis v1,v2, . . . of L2(R≥0) consisting of eigenfunctions common to all U(T ),
T ∈ (0,∞) ∩ Q (see, e.g., [47], Chapter 28, Theorem 7). Next, we order the
eigenvectors in such a way that the corresponding eigenvalues of U(1) satisfy
e1 ≥ e2 ≥ · · · , note that all of the latter are nonnegative [U(1) is a nonnegative
operator], and define η1 ≥ η2 ≥ · · · by ηi = 2 log ei , i ∈ N.

The semigroup property shows further that U(T )vi = exp(T ηi/2)vi , i ∈ N for
all T ∈ (0,∞) ∩ Q and, in particular, Trace(U(T )) = ∑∞

i=1 exp(T ηi/2). We re-
mark that a priori Proposition 2.2 allows some of the eigenvalues ei of U(1) to
vanish. However, if that were the case, all of the operators U(T ), T ∈ (0,∞) ∩Q

would evaluate to 0 on the corresponding eigenvectors, contradicting the continu-
ity of the semigroup at T = 0 established in Proposition 2.4.

At this point, Lemma 6.1 implies the convergences

(6.5)
N∑

i=1

eT λi
N/2 −→N→∞

∞∑
i=1

eT ηi/2

in distribution, jointly for any finitely many T ’s in (0,∞) ∩ Q. Applying the
Skorokhod representation theorem in the form of [24], Theorem 3.5.1, we find
a new probability space, on which the convergence of (6.5) holds almost surely for
all T ∈ (0,∞) ∩ Q. Then the one-to-one property of Laplace transforms implies
that, for all i ∈ N, we must have the almost sure convergence limN→∞ λi = ηi ;
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see, for example, [60], Section 5, for more details. This proves (2.10). Finally,
Proposition 2.5 for irrational T > 0 follows from the continuity of the semigroup
(Proposition 2.5), which then implies Trace(U(T )) = ∑∞

i=1 exp(T ηi/2) and (6.5)
via Lemma 6.1 as before.

7. Properties of the stochastic Airy semigroup II. PROOF OF COROL-
LARY 2.2. Note that the matrix MN can be interpreted as an operator on
L2(R≥0): for a function f ∈ L2(R≥0), one can define the action of MN on f by in-
terpreting the N -dimensional vector MN(πNf ) as the piecewise constant function
on [0,N−1/3), . . . , [N2/3 −N−1/3,N2/3) whose values are given by the N1/6 mul-
tiples of the entries of MN(πNf ). The main result of [56] (see also [44]) provides
a coupling of the matrices MN , N ∈ N [viewed as operators on L2(R≥0)] such that
their scaled largest eigenvalues and the corresponding eigenfunctions converge to
those of −1

2SAOβ almost surely. Simultaneously, the Brownian motion W arises
via the limit transition as in (2.7).

It is not hard to see that under the coupling of [56] the largest eigenvalues and
the corresponding eigenfunctions of the matrices M(T ,R≥0,N), N ∈ N [viewed

as operators on L2(R≥0)] converge to those of e− T
2 SAOβ almost surely. Indeed, for

the convergence of eigenfunctions it suffices to observe that the eigenvectors of
each M(T ,R≥0,N) are the same as those of the corresponding matrix MN , and

the eigenfunctions of e− T
2 SAOβ are the same as those of −1

2SAOβ . On the other
hand, for the convergence of eigenvalues we can use the same approximation of the
normalized high powers of eigenvalues by the exponentials of their scaled versions
as in the proof of Lemma 6.1.

Moreover, the almost sure convergence of the eigenvalues of −1
2SAOβ to −∞

([56], Proposition 3.5) implies the almost sure strong convergence of the ma-

trices M(T ,R≥0,N), N ∈ N [viewed as operators on L2(R≥0)] to e− T
2 SAOβ .

Since strong convergence implies weak convergence, by comparing with The-
orem 2.1 we conclude that the finite-dimensional distributions of the families∫
R≥0

f (x)(e− T
2 SAOβ g)(x)dx, f,g ∈ L2(R≥0) and

∫
R≥0

f (x)(U(T )g)(x)dx, f,g ∈
L2(R≥0) coincide, as well as their joint distributions with the Brownian motions
W in the definitions of SAOβ and U(T ), respectively.

In other words, the laws of the pairs (W, e− T
2 SAOβ ) and (W,U(T )) are the same,

where the second component is endowed with the Borel σ -algebra associated with

the weak operator topology. Putting together the measurability of both e− T
2 SAOβ

and U(T ) with respect to the σ -algebra generated by W with [40], Theorem 5.3,
we conclude that there is a unique up to null sets of W deterministic functional

F such that (W,F (W)) has the same law as each of the pairs (W, e− T
2 SAOβ ) and

(W,U(T )). Consequently, if we choose the Brownian motions W in the respective

definitions of SAOβ and U(T ) to be the same, the almost sure identities e− T
2 SAOβ =

F(W) = U(T ) will hold. �
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We conclude the section with the proof of Proposition 2.7 and Corollary 2.3.

PROOF OF PROPOSITION 2.7 AND COROLLARY 2.3. Fix a T > 0. From
Corollary 2.2, we know that the expectation E[∑∞

i=1 eT ηi/2] is given by
E[Trace(U(T ))] which, in turn, can be computed to E[∫R≥0

K(x, x;T )dx] thanks
to the trace formula (2.5). To simplify the latter expectation, we apply Fubini’s the-
orem and take the expectation with respect to W first using Novikov’s condition
(see, e.g., [42], Proposition 3.5.12) to obtain

1√
2πT

∫
R≥0

EBx,x

[
1{∀t :Bx,x(t)≥0}

· exp
(
−1

2

∫ T

0
Bx,x(t)dt + 1

2β

∫ ∞
0

La

(
Bx,x)2 da

)]
dx.

Next, we note that B0,0 := Bx,x − x is a standard Brownian bridge connecting 0
to 0 in time T , in terms of which the latter expression reads

1√
2πT

∫
R≥0

EB0,0

[
1{∀t :x≥−B0,0(t)}

· exp
(
−1

2

∫ T

0

(
B0,0(t) + x

)
dt + 1

2β

∫ ∞
−∞

La

(
B0,0)2 da

)]
dx.

At this point, we rewrite the event {∀t : x ≥ −B0,0(t)} as {x ≥ −min(B0,0)} and
compute the integral with respect to x before taking the expectation√

2

π
T −3/2EB0,0

[
exp

(
−1

2

∫ T

0

(
B0,0(t) − min

(
B0,0))dt

+ 1

2β

∫ ∞
−∞

La

(
B0,0)2 da

)]
.

(7.1)

Lastly, consider the Vervaat transform V (B0,0)(t) := B0,0((t + t∗)modT ) −
min(B0,0), t ∈ [0, T ], where t∗ is the almost surely unique time at which
B0,0 attains its global minimum min(B0,0). By Vervaat’s theorem ([66], The-
orem 1), V (B0,0) is a standard Brownian excursion on [0, T ], so that e(t) :=
T −1/2V (B0,0)(T t), t ∈ [0,1] is a standard Brownian excursion on [0,1]. The
quantity of (7.1) can be now reexpressed in terms of e as√

2

π
T −3/2E

[
exp

(
−T 3/2

2

∫ 1

0
e(t)dt + T 3/2

2β

∫ ∞
0

(ly)
2 dy

)]
,

where each ly is the total local time of e at level y. Proposition 2.7 readily follows.
In addition, for β = 2, we can equate the results of Propositions 2.7 and 2.6 to

obtain

(7.2) E

[
exp

(
−T 3/2

2

(∫ 1

0
e(t)dt − 1

2

∫ ∞
0

(ly)
2 dy

))]
= eT 3/96.
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Since T > 0 was arbitrary, we have identified the moment generating function on
the negative half-line of the random variable

∫ 1
0 e(t)dt − 1

2

∫∞
0 (ly)

2 dy with that of
a Gaussian random variable of mean 0 and variance 1

12 . The usual analytic contin-
uation technique via Morera’s theorem allows to extend such identity to the open
left complex half-plane. Corollary 2.3 now follows from the uniqueness theorem
for moment generating functions (see, e.g., [67], Chapter VI, Theorem 6a). �
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SUPPLEMENTARY MATERIAL

Global asymptotics (DOI: 10.1214/17-AOP1229SUPPA; .pdf). We analyze the
asymptotics of global linear statistics of the spectrum of symmetric tridiagonal
matrices and prove a cental limit theorem for them.

Coupling with Brownian bridge local times (DOI: 10.1214/17-AOP1229
SUPPB; .pdf). We construct a coupling with the local times of the Brownian bridge
and prove Proposition 4.1.
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