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ON THE BEHAVIOR OF DIFFUSION PROCESSES WITH TRAPS

BY M. FREIDLIN∗,1, L. KORALOV∗,2 AND A. WENTZELL†

University of Maryland∗ and Tulane University†

We consider processes that coincide with a given diffusion process out-
side a finite collection of domains. In each of the domains, there is, addition-
ally, a large drift directed towards the interior of the domain. We describe the
limiting behavior of the processes as the magnitude of the drift tends to infin-
ity, and thus the domains become trapping, with the time to exit the domains
being exponentially large. In particular, in exponential time scales, metastable
distributions between the trapping regions are considered.

1. Introduction. Let v be an infinitely differential vector field on the
d-dimensional torus T

d . (General manifolds, whether compact or not, can also
be considered, but we will stick with the torus for the sake of simplicity of later
notation.) Consider the process X̃

x,ε
t defined via

(1) dX̃
x,ε
t = v

(
X̃

x,ε
t

)
dt + √

ε dW̃t , X̃
x,ε
0 = x,

where ε is a small parameter and W̃ is a d-dimensional Wiener process. We are
interested in the large-time behavior of this process when ε ↓ 0.

It will be more convenient to “speed up” the time by the factor ε, thus consider-
ing the process X

x,ε
t defined via

dX
x,ε
t = 1

ε
v
(
X

x,ε
t

)
dt + dWt, X

x,ε
0 = x,

where ε is a small parameter and W is a d-dimensional Wiener process. Assume
that the collection of asymptotically stable limit sets of the unperturbed flow con-
sists of n equilibrium points O1, . . . ,On. Let D1, . . . ,Dn denote the sets that are
attracted to O1, . . . ,On, respectively. Intuitively, when ε is small and t is large,
X

x,ε
t is located near one of these points with overwhelming probability. The transi-

tions between small neighborhoods of the equilibriums are governed by the matrix

(2) Vij = 1

2
inf

{∫ T

0

∣∣ϕ̇s − v(ϕs)
∣∣2 ds,ϕ0 = Oi,ϕT = Oj

}
, i, j ∈ {1, . . . , n},
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where the infimum is taken over all T ≥ 0 and all absolutely continuous functions
ϕ : [0, T ] → T

d . Loosely speaking, for each i = 1, . . . , n, x ∈ Di , and λ > 0 (ex-
cept a finite subset of λ’s, as discussed below), there is an index k = k(x,λ) ∈
{1, . . . , n} such that

(3) dist
(
X

x,ε
exp(λ/ε),Ok

) → 0 in probability as ε ↓ 0.

The equilibrium Ok is called the metastable state for the process X
x,ε
t correspond-

ing to the initial point x and time scale exp(λ/ε). The state Ok can be determined
by comparing λ with certain linear expressions involving the numbers Vij (see
Chapter 6 of [4]). Typically, there is a finite set � of values of λ where transitions
from one metastable state to another happen, that is, the notion of a metastable
state is defined for λ ∈ (0,∞) \ �.

On the other hand, for certain geometries of the unperturbed flow, it may hap-
pen that Vij1 = Vij2 for some j1 	= j2 or, more generally, the sums of two distinct
collections of Vij ’s may be equal. The analysis of the asymptotics of X

x,ε
t is then

more intricate. The notion of rough symmetry, of which the simplest examples are
due to geometric symmetries of the flow, was introduced and to some extent ana-
lyzed in [3]. In the presence of rough symmetry, metastable states may need to be
replaced by metastable distributions between the asymptotically stable attractors.

In the current paper, we analyze an interesting situation where Vij do not de-
pend on j . Consequently, Xx,ε

t is distributed between the neighborhoods of several
equilibriums at exponential time scales. Now this phenomenon is due not to geo-
metric symmetries but to the vanishing of the vector field in certain regions of the
state space. Namely, let D1, . . . ,Dn be open connected domains with infinitely
differentiable boundaries ∂Dk , k = 1, . . . , n, on the d-dimensional torus T

d . The
closures Dk are assumed to be disjoint. Let v be a vector field on T

d that is equal
to zero on T

d \ ⋃n
k=1 Dk . It is assumed to be infinitely differentiable in the sense

that there is an infinitely differentiable field on T
d that agrees with v on

⋃n
k=1 Dk .

Assume, for the moment, that all the points of Dk are attracted to an equilibrium
Ok ∈ Dk , k = 1, . . . , n (see Figure 1).

The quantities Vij are easily seen not to depend on j since

inf
{∫ T

0

∣∣ϕ̇s − v(ϕs)
∣∣2 ds,ϕ0 ∈ ∂Di,ϕT ∈ ∂Dj

}

= inf
{∫ T

0
|ϕ̇s |2 ds,ϕ0 ∈ ∂Di,ϕT ∈ ∂Dj

}
= 0,

where the infimum is taken over all T > 0 and ϕ ∈ C1([0, T ],Td). There are two
issues involved in understanding the transitions of the process X

x,ε
t between the

neighborhoods of different equilibriums. The first issue is to describe how the pro-
cess that starts near Ok exits the domain Dk . Fortunately, this questions has been
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FIG. 1. Torus with multiple trapping regions.

well studied. One needs to look at the quasi-potential:

(4) Vk(x) = 1

2
inf

{∫ T

0

∣∣ϕ̇s − v(ϕs)
∣∣2 ds,ϕ0 = Ok,ϕT = x

}
, x ∈ ∂Dk,

where the infimum is taken over all T ≥ 0 and all ϕ ∈ C1([0, T ],Dk). If the mini-
mum of Vk(x), x ∈ ∂Dk , is achieved at a single point xk , then the process starting
near Ok exits Dk in a small neighborhood of xk with probability that tends to one
as ε ↓ 0 (see Chapter 4 of [4]). The time to exit is of order exp(Vk(xk)/ε). Even if
the minimum is not achieved at a single point, there are cases when the exit from
the domain is well understood (e.g., in the simplest example when v is spherically
symmetric and Dk is a ball centered at Ok , also see [1] and references there). We
will simply assume that for each compact K ⊂ Dk , the exit time (appropriately re-
scaled) and the exit location have limiting distributions that do not depend on the
starting point within K , as in the case of a single minimum for the quasi-potential
and in the symmetric case mentioned above.

The second issue concerns the transitions between the domains Dk , that is, the
behavior of the process X

x,ε
t on T

d \⋃n
k=1 Dk . In order to get a meaningful limiting

object, we introduce a new process Y
x,ε
t by running the clock only when X

x,ε
t ∈

T
d \⋃n

k=1 Dk . While this process obviously coincides with a Wiener process away
from boundary

⋃n
k=1 ∂Dk , the regions Dk still play an important role by trapping

the process when it reaches the boundary and then re-distributing it on ∂Dk . The
description of the limiting behavior of Y

x,ε
t is the main result of this paper.

In Section 2, we describe the limiting process. It belongs to a peculiar class of
processes that, it seems, have not been discussed in the literature previously. In
Section 3, we prove the convergence of Y

x,ε
t to the limit. In Section 4, we describe

the asymptotics of the original process X
x,ε
t at exponential time scales and make

several additional remarks.
One of the motivations for this paper is the study of cluster formation for par-

ticles moving in a short-range potential (see [5], [7] and references therein). The
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unperturbed motion of particles is governed by the equation

Ẋx
t = v

(
Xx

t

) := −∇A
(
Xx

t

)
, Xx

0 = x ∈ T
d,

where A(x) = ∑n
k=1 Ak(x). Here, Ak , k = 1, . . . , n, are continuous, supported

in Dk , and each has a unique local maximum Ok in Dk . By saying that the po-
tential is short-range, we mean that the supports of the functions Ak do not overlap
(see Section 4 for a more general discussion). Since the vector field is potential in
this example, we simply have Vk = 2Ak(Ok) for the quasi-potentials Vk defined
in (4). Therefore, the perturbed process X̃

x,ε
t , defined in (1), exits Dk in time that

is logarithmically equivalent to exp(2Ak(Ok)/ε) ([4], Chapter 4). The analysis of
the limiting behavior of Y

x,ε
t applies in this case. As we discussed, this allows

one to describe the distribution of X̃
x,ε
T (ε) (and its time-changed version X

x,ε
t ) for

T (ε) ∼ exp(λ/ε), λ > 0.

2. Description of the limiting process. In this section, we define the family
of processes Xx

t , which later will be proved to be the limiting processes for Y
x,ε
t as

ε ↓ 0. Let D1, . . . ,Dn ⊂ T
d be open connected domains with infinitely differen-

tiable boundaries ∂Dk , k = 1, . . . , n. The closures Dk are assumed to be disjoint.
Let U = T

d \ ⋃n
k=1 Dk . The closure of this domain will be denoted by U . Let

U ′ be the metric space obtained from U by identifying all points of ∂Dk , turning
every ∂Dk , k = 1, . . . , n, into one point dk .

The family of processes Xx
t , x ∈ U ′, will be defined in terms of its generator.

Since we expect Xx
t to coincide with a Wiener process inside U , the generator

coincides with 1
2� on a certain class of functions. The domain, however, should

be restricted by certain boundary conditions to account for nontrivial behavior of
Xx

t on the boundary of U . We will use the Hille–Yosida theorem stated here in the
form that is convenient for considering closures of linear operators (see [8]).

THEOREM 2.1. Let K be a compact space, C(K) be the space of continuous
functions on it. The space C(K) is endowed with the supremum norm. Suppose
that a linear operator A on C(K) has the following properties:

(a) The domain D(A) is dense in C(K).
(b) The constant function 1 belongs to D(A) and A1 = 0.
(c) The maximum principle: If S is the set of points where a function f ∈D(A)

reaches its maximum, then Af (x) ≤ 0 for at least one point x ∈ S.
(d) For a dense set � ⊆ C(K), for every ψ ∈ � , and every λ > 0, there exists

a solution f ∈ D(A) of the equation λf − Af = ψ .
Then the operator A is closable and its closure A is the infinitesimal generator

of a unique semi-group of positivity-preserving operators Tt , t ≥ 0, on C(K) with
Tt1 = 1, ‖Tt‖ ≤ 1.
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Suppose that we are given positive finite measures ν1, . . . , νn concentrated on
∂D1, . . . , ∂Dn, respectively. The Hille–Yosida theorem will be applied to the space
K = U ′. Let us define the linear operator A in C(U ′). First, we define its domain.
It consists of all functions f ∈ C(U ′) that satisfy the following conditions:

(1) f is twice continuously differentiable in U .
(2) The limits of all the first- and second-order derivatives of f exist at all the

points of the boundary ∂U = ⋃n
k=1 ∂Dk .

(3) There are constants g1, . . . , gn such that

lim
y∈U,dist(y,∂Dk)↓0

�f (y) = gk, k = 1, . . . , n.

(4) For each k = 1, . . . , n,

(5)
∫
∂Dk

〈∇f (x), n(x)
〉
νk(dx) = 0,

where n(x) is the unit exterior normal at x ∈ ∂Dk (with respect to U ).
For f ∈ D(A) and x ∈ U ′, we define

Af =

⎧⎪⎪⎨⎪⎪⎩
1

2
�f (x), if x ∈ U,

1

2
gk, if x = dk, k = 1, . . . , n.

Let us check that the conditions of the Hille–Yosida theorem are satisfied.

(a) Consider the set G of functions g that are infinitely differentiable and have
the following property: for each k = 1, . . . , n there is a set Vk open in U ′ such that
∂Dk ⊂ Vk and g is constant on Vk . It is clear that G ⊂ D(A) and G is dense in
C(U ′).

(b) Clearly, 1 ∈ D(A) and A1 = 0.
(c) If f has a maximum at x ∈ U , it is clear that �f (x) ≤ 0. Now suppose that

f has a maximum at dk . We can view f as an element of C2(U) that is constant on
each component of the boundary, in particular on ∂Dk . Note that 〈∇f (x), n(x)〉 is
identically zero on ∂Dk , since otherwise it would be negative at some points due
to (5), which would contradict the fact that f reaches its maximum on ∂Dk . Then
the second derivative of f in the direction of n is nonpositive at all points x ∈ ∂Dk .
Since f is constant on ∂Dk , its second derivative in any direction tangential to the
boundary is equal to zero. Therefore, �f (x) ≤ 0 for x ∈ ∂Dk , that is, Af (dk) ≤ 0,
as required.

(d) Let � be the set of functions ψ ∈ C(U ′) that have limits of all the first-
order derivatives as y → x, y ∈ U , at all points x ∈ ∂U . It is clear that � is dense
in C(U ′). Let f̃ ∈ C2(U) be the solution of the equation λf̃ − 1

2�f̃ = ψ in U ,
f̃ = 0 on ∂U . Let hk ∈ C2(U) be the solution of the equation

λhk(x) − 1

2
�hk(x) = 0, x ∈ U,

hk(x) = 1, x ∈ ∂Dk; hk(x) = 0, x ∈ ∂U \ ∂Dk.
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Let us look for the solution f ∈ D(A) of λf − Af = ψ in the form f =
f̃ + ∑n

k=1 ckhk . We get n linear equations for c1, . . . , cn. The solution is unique
because of the maximum principle. Therefore, the determinant of the system is
nonzero, and the solution exists for all the right-hand sides.

Let A be the closure of A. Let Tt , t ≥ 0, be the corresponding semi-group on
C(U ′), the existence of which is guaranteed by the Hille–Yosida theorem. By the
Riesz–Markov–Kakutani representation theorem, for x ∈ U ′ there is a measure
P(t, x, dy) on (U ′,B(U ′)) such that

(Ttf )(x) =
∫
U ′

f (y)P (t, x, dy), f ∈ C
(
U ′).

It is a probability measure since Tt1 = 1. Moreover, it can be easily verified that
P(t, x,B) is a Markov transition function. Let Xx

t , x ∈ U ′, be the corresponding
Markov family. In order to show that a modification with continuous trajectories
exists, it is enough to check that limt↓0 P(t, x,B)/t = 0 for each closed set B that
does not contain x (Theorem I.5 of [6], see also [2]). Let f ∈ D(A) be a nonneg-
ative function that is equal to one on B and whose support does not contain x.
Then

lim
t↓0

P(t, x,B)

t
≤ lim

t↓0

(Ttf )(x) − f (x)

t
= Af (x) = 0,

as required. Thus, Xx
t can be assumed to have continuous trajectories.

3. Convergence of the trace of the process. Let π : Td → U ′ be the mapping
defined by π(x) = x for x ∈ U and π(x) = dk for x ∈ Dk . In this section, we prove
the convergence of Y

x,ε
t , obtained from X

x,ε
t by running the clock only when the

process is in U , to the limiting process X
π(x)
t .

Let v be a vector field that is smooth in
⋃n

k=1 Dk (i.e., it admits a smooth con-
tinuation from

⋃n
k=1 Dk to the whole space) and is equal to zero outside

⋃n
k=1 Dk .

Let

a(x) = 〈
v(x), n(x)

〉
, x ∈ ∂U,

where n is the unit exterior normal to the boundary (with respect to U ). We will
assume that a(x) > 0 for all x ∈ ∂U . Recall that the process X

x,ε
t is defined via

dX
x,ε
t = 1

ε
v
(
X

x,ε
t

)
dt + dWt, X

x,ε
0 = x.

For B ⊂ T
d , let τx,ε(B) = inf{t ≥ 0 : Xx,ε

t ∈ B}. Let μ
x,ε
k be the measure on ∂Dk

induced by X
x,ε
τx,ε(∂Dk)

. We will assume that there are measures μk , k = 1, . . . , n,
such that for each compact set K ⊂ Dk and each continuous function ϕ on ∂Dk

we have

(6) lim
ε↓0

∫
∂Dk

ϕ dμ
x,ε
k =

∫
∂Dk

ϕ dμk
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uniformly in x ∈ K . Define the measures νk via

(7) νk(dx) = (
2a(x)

)−1
μk(dx), x ∈ ∂Dk.

Let Xx
t be the Markov family of continuous U ′-valued processes defined above,

corresponding to the measures νk , k = 1, . . . , n. As discussed in the Introduction,
if the minimum of the quasi-potential Vk(x) defined in (4) is achieved at a single
point xk , then (6) is satisfied with μk being the delta-measure at xk . Then νk is
a constant multiple of the delta-measure, and the integral condition (5) becomes
simply 〈∇f (xk), n(xk)〉 = 0.

Define

s(t) = inf
(
s : λ(

u : u ≤ s,Xx,ε
u ∈ U

)
> t

)
,

where λ is the Lebesgue measure on the real line, and let

(8) Y
x,ε
t = X

x,ε
s(t).

Thus, Y
x,ε
t is a right-continuous process with values in U , which also can be

viewed as a continuous U ′-valued process. It can be obtained from X
x,ε
t by running

the clock only when X
x,ε
t is in U . The main result of this section is the following.

THEOREM 3.1. For each x ∈ T
d , the measures on C([0,∞),U ′) induced by

the processes Y
x,ε
t converge weakly, as ε ↓ 0, to the measure induced by X

π(x)
t .

The key ingredient in the proof of this theorem is the following proposition.

PROPOSITION 3.2. Suppose that f ∈ D(A). Then

(9) lim
ε↓0

E
(
f

(
Y

x,ε
t

) − f (x) − 1

2

∫ t

0
�f

(
Yx,ε

u

)
du

)
= 0

for each t ≥ 0, uniformly in x ∈ U .

PROOF. For the sake of notational simplicity, we will assume that there is just
one domain where the vector field v is nonzero. This does not lead to any loss of
generality as the proof in the case of multiple domains is similar. We will denote
the domain by D and will drop the subscript k from the notation everywhere. For
example, (5) now takes the form

(10)
∫
∂D

〈∇f (x), n(x)
〉
dν(x) = 0.

Let Sr = {x ∈ U : dist(x, ∂D) = r} for r ≥ 0, Sr = {x ∈ D : dist(x, ∂D) = −r}
for r < 0. These are smooth surfaces if r is sufficiently small. Let r = {x ∈ U :
dist(x, ∂D) ≤ r} for r ≥ 0.
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Let σ
x,ε
0 = 0, τ

x,ε
1 = τx,ε(∂D), σx,ε

n = inf(t ≥ τx,ε
n : Xx,ε

t ∈ S√
ε), n ≥ 1, while

τx,ε
n = inf(t ≥ σ

x,ε
n−1 : Xx,ε

t ∈ ∂D), n ≥ 2. Then

E
(
f

(
Y

x,ε
t

) − f (x) − 1

2

∫ t

0
�f

(
Yx,ε

u

)
du

)

= E
∞∑

n=1

(
f

(
X

x,ε

τ
x,ε
n ∧s(t)

) − f
(
X

x,ε

σ
x,ε
n−1∧s(t)

) − 1

2

∫ τ
x,ε
n ∧s(t)

σ
x,ε
n−1∧s(t)

�f
(
Xx,ε

u

)
du

)
(11)

+ E
∞∑

n=1

(
f

(
X

x,ε

σ
x,ε
n ∧s(t)

) − f
(
X

x,ε

τ
x,ε
n ∧s(t)

) − 1

2

∫ σ
x,ε
n ∧s(t)

τ
x,ε
n ∧s(t)

�f
(
Xx,ε

u

)
du

)
,

where we put �f ≡ 0 on D. The first expectation on the right-hand side is equal
to zero since X

x,ε
t is a Wiener process on U . Our goal is to show that the second

expectation tends to zero. We separate the proof into several steps, most of which
concern the stopping times σx,ε

n and the behavior of the process near ∂D.

(1) In order to deal with the second expectation on the right-hand side of (11),
we need to control the number of terms in the sum.

LEMMA 3.3. There is c = c(t) > 0 such that

(12) P
(
σx,ε

n ≤ s(t)
) ≤ exp(−cn

√
ε), x ∈ U,n ≥ 2.

PROOF. Since ∂D is smooth, there is r > 0 such that the ball of radius r

tangent to ∂D at x lies entirely in U . Let ηε be the time it takes a Wiener process
starting inside a ball of radius r at a distance

√
ε from the boundary to reach the

boundary. It is easy to see that there is c = c(t) > 0 such that

P
(
ηε ≤ t

) ≤ exp(−c
√

ε).

Therefore, if ηε
k , k ≥ 1, is a sequence of such independent random variables, then

(13) P
(
ηε

1 + · · · + ηε
n ≤ t

) ≤ exp(−cn
√

ε), n ≥ 1.

By our construction, P(τ x,ε
n − σ

x,ε
n−1 > z|Xx,ε

σ
x,ε
n−1

) ≥ P(ηε > z) for each n ≥ 2 and

z > 0. Therefore, estimate (12), with τ
x,ε
n+1 instead of σx,ε

n , follows from (13) and
the strong Markov property. Thus, the original formula (12) also holds, with a
different constant c. �

(2) Next, we consider auxiliary processes that will appear later, when we ana-
lyze the behavior of X

x,ε
t in the vicinity of ∂D. First, consider a one-dimensional

process Zz
t that satisfies

dZz
t = dBt − vχ(−∞,0)

(
Zz

t

)
dt, Zz

0 = z,
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where v > 0 and Bt is a one-dimensional Wiener process. Also consider its pertur-
bation defined via

(14) dZ̃z
t = dBt − vχ(−∞,0)

(
Z̃z

t

)
dt + Az

t dt, Z̃z
0 = z,

where Az
t is a continuous adapted process satisfying |Az

t | ≤ v/2. It is easy to see
that for each η > 0 there is a z0 < 0 such that

(15) P
(
sup
t≥0

Z̃
z0
t ≥ 0

)
≤ η,

while for each z0 < 0 there is a t0 such that for z ∈ [z0,1],
(16) P

(
Z̃z

t reaches {z0} ∪ {1} before time t0
) ≥ 1 − η.

A direct calculation shows that

P
(
sup
t≥0

Z0
t ≥ 1

)
= (1 + 2v)−1.

Fix such z0 that (15) holds and

(17) P
(
Z0

t reaches 1 before reaching z0
) ≥ (1 + 2v)−1 − η.

By the Girsanov formula, the use of which is justified by (16) with Z̃z
t replaced by

Z0
t , there is κ > 0 such that

P
(
Z̃0

t reaches 1 before reaching z0
)

(18)
∈ [

(1 + 2v)−1 − 3η, (1 + 2v)−1 + 3η
]
,

provided that |A0
t | ≤ κ. Below we will encounter a related ε-dependent process.

Namely, suppose that (Z̃
z,ε
t , Ẑ

z,ε
t ) ∈R×R

d−1 satisfy

dZ̃
z,ε
t = dB̃t − v

ε
χ(−∞,0)

(
Z̃

z,ε
t

)
dt + Ãz

t

ε
dt, Z̃

z,ε
0 = z̃,(19)

dẐ
z,ε
t = σ

(
Z̃

z,ε
t , Ẑ

z,ε
t

)
dB̂t + Âz

t

ε
dt, Ẑ

z,ε
0 = ẑ,(20)

where B̃t is a one-dimensional Wiener process, B̂t is a d-dimensional Wiener pro-
cess, possibly correlated with B̃t , σ is a (d − 1) × d matrix, and z = (̃z, ẑ) ∈ R

d .
We will assume that there is C > 0 such that

(21)
∣∣Ãz

t

∣∣ ≤ v/2, |σ |, ∣∣Âz
t

∣∣ ≤ C.

For A ⊂ R, let τ̃ z,ε(A) = inf{t ≥ 0 : Z̃z,ε
t ∈ A}.

LEMMA 3.4. There are ε0 > 0 and L > 0 such that

(22) E
(
λ
(
t : Z̃0,ε

t ∈ [0, ε], t ≤ τ̃ 0,ε({−√
ε} ∪ {ε}))) ≤ Lε2,
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provided that ε ≤ ε0. If, additionally,

(23)
∣∣Ã0

t

∣∣ ≤ κ(ε) whenever
∣∣Z̃0,ε

t

∣∣ + ∣∣Ẑ0,ε
t

∣∣ ≤ √
ε, with κ(ε) ↓ 0 as ε ↓ 0,

then

(24) lim
ε↓0

P
(
τ̃ 0,ε({ε}) < τ̃ 0,ε({−√

ε})) = (1 + 2v)−1.

PROOF. Let η ∈ (0,1). Find z0 < 0 such that (17) holds and

(25) P
(
τ̃ z0ε,ε

({0}) < ∞) ≤ η,

which is possible by (15) and the scaling-invariance of a Wiener process. By (16),
we can find t0 such that for z ∈ [z0,1],
(26) P

(
τ̃ zε,ε({z0ε} ∪ {ε}) ≤ t0ε

2) ≥ 1 − η.

The combination of these two inequalities and the strong Markov property (the use
of which is allowed since a time-shift of the process Ãz

t is also bounded by v/2)
imply (22). By (19), (20), (23) and (26),

P
(

sup
t≤τ̃ 0,ε({z0ε}∪{ε})

∣∣Ã0
t

∣∣ ≤ κ(ε)
)

≥ P
(

sup
t≤τ̃ 0,ε({z0ε}∪{ε})

(∣∣Z̃0,ε
t

∣∣ + ∣∣Ẑ0,ε
t

∣∣) ≤ √
ε
)

≥ 1 − 2η

for all sufficiently small ε. Therefore, by (18), which can be applied after re-
scaling,

P
(
τ̃ 0,ε({ε}) < τ̃ 0,ε({z0ε})) ∈ [

(1 + 2v)−1 − 5η, (1 + 2v)−1 + 5η
]
.

Together with (25), this implies that

P
(
τ̃ 0,ε({ε}) < τ̃ 0,ε({−√

ε})) ∈ [
(1 + 2v)−1 − 6η, (1 + 2v)−1 + 6η

]
.

Since η was arbitrary, this implies (24). �

From the presence of a strong drift to the left in (19), it easily follows that there
is L > 0 such that

(27) sup
z∈[−√

ε,ε]
Eτ̃ z,ε({−√

ε} ∪ {ε}) ≤ Lε
3
2 .

From (19), (20) and (27), it follows that

(28) lim
ε↓0

P
(

sup
t≤τ̃ 0,ε({−√

ε}∪{ε})
(∣∣Z̃0,ε

t

∣∣ + ∣∣Ẑ0,ε
t

∣∣) > ε
1
3

)
= 0.
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(3) Now we will apply Lemma 3.4 to study the behavior of the process X
x,ε
t in

the vicinity of ∂D. Namely, we will prove the following lemma.

LEMMA 3.5. For each sufficiently small δ > 0, there are ε0 > 0 and L > 0
such that

(29) E
(
λ
(
t : Xx,ε

t ∈ U, t ≤ min
(
τx,ε(S−δ), τ

x,ε(Sε)
))) ≤ Lε2, x ∈ ∂D,

provided ε ≤ ε0. Moreover,

(30) lim
ε↓0

P
(
τx,ε(Sε) < τx,ε(S−δ)

) = (
1 + 2a(x)

)−1 uniformly in x ∈ ∂D.

PROOF. First, observe that

(31) lim
ε↓0

ε−2P
(
τx,ε(Sε) < τx,ε(S−δ)

) = 0 uniformly in x ∈ S−√
ε,

due to the presence of the strong drift inside D. Also, there is L > 0 such that

(32) E min
(
τx,ε(∂D), τ x,ε(Sε)

) ≤ Lε2, x ∈ ε,

for all sufficiently small ε, since X
x,ε
t is a Wiener process on U .

Let us describe a change of coordinates in a neighborhood of a point x ∈ ∂D. Let
V r

ε = [−√
ε, ε]×Br ⊂ R

d , where Br ⊂R
d−1 is the closed ball of radius r centered

at the origin. Let mx be an isometric mapping of Br to the (d − 1)-dimensional
ball of radius r centered at x in the tangent plane to ∂D at x. For y ∈ Br , we take
the straight line passing through mx(y) and the point on ∂D closest to mx(y) [this
line is perpendicular to ∂D if mx(y) /∈ ∂D; we define it as the perpendicular if
mx(y) ∈ ∂D]. For z ∈ [−√

ε, ε] and y ∈ Br , define ϕx(z, y) as the point on the
perpendicular that belongs to Sz. If r and ε are sufficiently small, then ϕx is a
diffeomorphism from V r

ε to a domain Ur
ε (x) for each x (see Figure 2).

FIG. 2. The diffeomorphism ϕx .
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For z ∈ V r
ε , let X

z,ε

t = ϕ−1(X
ϕ(z),ε
t ) be the process written in the new coordi-

nates (stopped when it reaches the boundary of V r
ε ). It satisfies

dX
z,ε

t = 1

ε
v
(
X

z,ε

t

)
χ[−√

ε,0]×Rd−1
(
X

z,ε

t

)
dt

+ β
(
X

z,ε

t

)
dt + σ

(
X

z,ε

t

)
dWt, X

z,ε

0 = z.

The coefficients v,β,σ are bounded in C1(V r
ε ) (the change of coordinates and,

therefore, the coefficients depend on x, but the bound is uniform in x) and satisfy:
v1(0) = −a(x), σ(0) is an orthogonal matrix. Let

α(z) = (
σ 2

11(z) + · · · + σ 2
1d(z)

)− 1
2 .

Note that this is a smooth function such that α(0) = 1. The process

dX̃
z,ε
t = 1

ε
α2vχ[−√

ε,0]×Rd−1
(
X̃

z,ε
t

)
dt

+ α2β
(
X̃

z,ε
t

)
dt + ασ

(
X̃

z,ε
t

)
dWt, X̃

z,ε
0 = z,

is different from X
z,ε

t by a random change of time. The coefficients of X̃
z,ε
t can be

extended from V r
ε = [−√

ε, ε] × Br ⊂ R
d to [−√

ε, ε] × R
d−1 by requiring that

they do not vary in the radial direction outside Br . This way the process X̃
z,ε
t can

be defined until the time it reaches the boundary of [−√
ε, ε] × R

d−1. Let Z̃
z,ε
t

be the first coordinate of X̃
z,ε
t and Ẑ

z,ε
t be the vector consisting of the remaining

d − 1 coordinates of X̃
z,ε
t . Note that the process (Z̃

z,ε
t , Ẑ

z,ε
t ) can be written in the

form (19)–(20) with the coefficients satisfying (21), (23), provided that r and ε are
chosen to be sufficiently small, independently of x.

By (28),

(33) lim
ε↓0

P
(
min

(
τx,ε(S−√

ε), τ
x,ε(Sε)

)
> τx,ε(∂Ur

ε (x)
)) = 0,

and it is not difficult to see that the limit is uniform in x ∈ ∂D. Since α is bounded
from above and below, from Lemma 3.4 [formulas (22) and (24)] it follows that
there are ε0 > 0 and L > 0 such that

(34) E
(
λ
(
t : Xx,ε

t ∈ U, t ≤ τx,ε(∂Ur
ε (x)

))) ≤ Lε2, x ∈ ∂D,

provided that ε ≤ ε0. Moreover,

(35) lim
ε↓0

P
(
τx,ε(Sε) < τx,ε(S−√

ε)
) = (

1 + 2a(x)
)−1

, x ∈ ∂D.

The convergence is uniform in x since the dependence of the process (Z̃
z,ε
t , Ẑ

z,ε
t )

on x manifests itself through the value of v = a(x) and through the values of C,
κ(ε) in (21), (23) in a way that does not affect the applicability of (22) and (24).

The strong Markov property of the process X
x,ε
t , together with (31), (32)

and (33), allows us to obtain (29) from (34) and (30) from (35). �
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(4) Let us get a bound on Eλ(u : u ≤ σ
x,ε
1 ,Xx,ε

u ∈ U), x ∈ ∂D. Since X
x,ε
t is a

Wiener process on U , there are ε0 > 0 and L > 0 such that

(36) E min
(
τx,ε(∂D), τ x,ε(S√

ε)
) ≤ Lε

3
2 , x ∈ Sε,

provided that ε ≤ ε0, while

(37) lim
ε↓0

(
ε− 1

2 P
(
τx,ε(S√

ε) < τx,ε(∂D)
)) = 1 uniformly in x ∈ Sε.

Let δ be sufficiently small for (29) and (30) to hold. Formulas (36), (37), together
with (29), (30), and the strong Markov property of the process, imply that there are
ε0 > 0 and L > 0 such that for all sufficiently small ε,

(38) Eλ
(
u : u ≤ σ

x,ε
1 ,Xx,ε

u ∈ U
) ≤ Lε, x ∈ ∂D.

Let ξx,ε
n = λ(u : τx,ε

n ≤ u ≤ σx,ε
n ,Xx,ε

u ∈ U). Formulas (38) and (12), together with
the strong Markov property of the process, imply that there is c = c(t) such that

(39) E
∞∑

n=0

ξ
x,ε
n+1χ{σx,ε

n ≤s(t)} ≤ c
√

ε, x ∈ U.

(5) The next chain of arguments will relate the stopping times to the coefficient
1/2a(x), which appears in the definition of the measure νk in (7). We claim that
for sufficiently small δ there are ε0 > 0 and L > 0 such that

(40) E
(∣∣Xx,ε

τx,ε(Sε)
− x

∣∣2, τ x,ε(Sε) < τx,ε(S−δ)
) ≤ Lε2, x ∈ ∂D,

provided that ε ≤ ε0. Let us sketch a proof of this statement. First, by observing
the process in the ε-neighborhood of ∂D, it is easy to see that

(41) E
∣∣Xx,ε

τx,ε(Sε)∧τx,ε(S−ε)
− x

∣∣2 ≤ Lε2, x ∈ ∂D.

From the the presence of the strong drift inside D, it follows that there is c > 0
such that

(42) P
(
τx,ε(∂D) > tε2, τ x,ε(∂D) < τx,ε(S−δ)

) ≤ e−ct , x ∈ ∂S−ε, t ≥ 0,

and consequently,

(43) E
(∣∣Xx,ε

τx,ε(∂D) − x
∣∣2, τ x,ε(∂D) < τx,ε(S−δ)

) ≤ Lε2, x ∈ ∂S−ε.

Also note that there is c > 0 such that

(44) P
(
τx,ε(∂D) < τx,ε(S−δ)

) ≤ 1 − c, x ∈ ∂S−ε.

By considering consecutive visits of the process to S−ε and ∂D, employing (41),
(43), (44) and using the strong Markov property, we obtain (40).
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Take the compact set K ⊂ D such that ∂K = S−δ , where δ is sufficiently small
for (29), (30) and (40) to hold. Observe that, since X

x,ε
t is a Wiener process in U ,

by (36),

E
∣∣Xx,ε

τx,ε(∂D)∧τx,ε(S√
ε)

− x
∣∣2 = d · E

(
τx,ε(∂D) ∧ τx,ε(S√

ε)
)

(45)
≤ Lε

3
2 , x ∈ Sε.

Therefore, by (40), (30) and (37), it follows from the strong Markov property that

lim
ε↓0

(
ε− 1

2 P
(
σ

x,ε
1 < τx,ε(K)

)) =
∞∑

n=1

(
1

1 + 2a(x)

)n

(46)

= 1

2a(x)
uniformly in x ∈ ∂D.

(6) Next, we obtain an estimate on the displacement of the process before the
time σ

x,ε
1 . Combining (30), (37), (40) and (45), and using the strong Markov prop-

erty, we obtain that there are ε0 > 0 and L > 0 such that

(47) E
(∣∣Xx,ε

σ
x,ε
1

− x
∣∣2, σ x,ε

1 < τx,ε(K)
) ≤ Lε

3
2 , x ∈ ∂D,

provided that ε ≤ ε0. Therefore,

(48) E
(∣∣Xx,ε

σ
x,ε
1

− x
∣∣, σ x,ε

1 < τx,ε(K)
) ≤ Lε, x ∈ ∂D,

provided that ε ≤ ε0, with a different constant L.
(7) Recall that the second sum on the right-hand side of (11) contains the terms

f (X
x,ε

σ
x,ε
n ∧s(t)

)−f (X
x,ε

τ
x,ε
n ∧s(t)

). The next lemma will help us bound the expectations
of such expressions. Note that it is precisely in the proof of this lemma where
condition (6) on the distribution of the exit location and condition (5) [in the form
(10)] on the function f are used.

LEMMA 3.6. Let f be the value of f on ∂D. Then

(49) lim
ε↓0

(
ε− 1

2 E
(
f

(
X

x,ε

σ
x,ε
1

) − f
)) = 0 uniformly in x ∈ ∂D.

PROOF. Introduce the following two sequences of stopping times: τ
x,ε
1 =

τx,ε(∂D), σx,ε
n = inf(t ≥ τx,ε

n : X
x,ε
t ∈ K), n ≥ 1, while τx,ε

n = inf(t ≥ σ
x,ε
n−1 :

X
x,ε
t ∈ ∂D), n ≥ 2. Then

Ef
(
X

x,ε

σ
x,ε
1

) − f

=
∞∑

n=1

E
((

f
(
X

x,ε

σ
x,ε
1

) − f
)
, τ x,ε

n < σ
x,ε
1 < τ

x,ε
n+1

)
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= E
((

f
(
X

x,ε

σ
x,ε
1

) − f
)
, σ

x,ε
1 < τ

x,ε
2

)
+

∞∑
n=2

E
((

f
(
X

x,ε

σ
x,ε
1

) − f
)
, σ

x,ε
1 < τ

x,ε
n+1|σx,ε

1 > σ
x,ε
n−1

)
P
(
σ

x,ε
1 > σ

x,ε
n−1

)
.

By (46) and the strong Markov property of the process, there is c > 0 such that

P
(
σ

x,ε
1 > σ

x,ε
n−1

) ≤ (1 − c
√

ε)n−1.

Also observe that∣∣E((
f

(
X

x,ε

σ
x,ε
1

) − f
)
, σ

x,ε
1 < τ

x,ε
n+1|σx,ε

1 > σ
x,ε
n−1

)∣∣
≤ sup

x∈K

∣∣E((
f

(
X

x,ε

σ
x,ε
1

) − f
)
, σ

x,ε
1 < τ

x,ε
2

)∣∣
≤ sup

x∈K

∣∣E(〈∇f
(
X

x,ε

τ
x,ε
1

)
,X

x,ε

σ
x,ε
1

− X
x,ε

τ
x,ε
1

〉
, σ

x,ε
1 < τ

x,ε
2

)∣∣
+ C sup

x∈∂D

E
(∣∣Xx,ε

σ
x,ε
1

− x
∣∣2, σ x,ε

1 < τ
x,ε
2

)
,

where C depends on the C2(U)-norm of f . The second term on the right-hand side

is bounded by Cε
3
2 , with a different constant C, using (47). In order to estimate the

first term, we notice that if x ∈ ∂D and y ∈ S√
ε , then, since ∇f (x) is orthogonal

to ∂D, ∣∣〈∇f (x), y − x
〉 + √

ε
〈∇f (x), n(x)

〉∣∣ ≤ c|x − y|2
for some c > 0, where n(x) is the unit inward normal to the boundary at x (with
respect to D). Therefore, for x ∈ K ,∣∣E(〈∇f

(
X

x,ε

τ
x,ε
1

)
,X

x,ε

σ
x,ε
1

− X
x,ε

τ
x,ε
1

〉
, σ

x,ε
1 < τ

x,ε
2

)
+ √

εE
(〈∇f

(
X

x,ε

τ
x,ε
1

)
, n

(
X

x,ε

τ
x,ε
1

)〉
, σ

x,ε
1 < τ

x,ε
2

)∣∣
≤ CE

(∣∣Xx,ε

σ
x,ε
1

− X
x,ε

τ
x,ε
1

∣∣2, σ x,ε
1 < τ

x,ε
2

)
,

where C depends on the C1(U)-norm of f . The right-hand side is bounded by

Cε
3
2 , with a different constant C, using (47) and the strong Markov property. Ob-

serve that

lim
ε↓0

sup
x∈K

∣∣ε− 1
2 E

(〈∇f
(
X

x,ε

τ
x,ε
1

)
, n

(
X

x,ε

τ
x,ε
1

)〉
, σ

x,ε
1 < τ

x,ε
2

)∣∣ = 0

by (6), (7), (10), (46) and the strong Markov property of the process. By (48), we
also have

lim
ε↓0

sup
x∈∂D

∣∣ε− 1
2 E

((
f

(
X

x,ε

σ
x,ε
1

) − f
)
, σ

x,ε
1 < τ

x,ε
2

)∣∣ = 0.

Combining the estimates above, we obtain (49). �
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(8) Finally, let us gather all the ingredients and complete the proof of the propo-
sition. Let us examine the second term in the right-hand side of (11). From (39)
and the boundedness of �f , it follows that

lim
ε↓0

E
∞∑

n=1

∫ σ
x,ε
n ∧s(t)

τ
x,ε
n ∧s(t)

�f
(
Xx,ε

u

)
du = 0.

It remains to show that

(50) lim
ε↓0

E
∞∑

n=1

(
f

(
X

x,ε

σ
x,ε
n ∧s(t)

) − f
(
X

x,ε

τ
x,ε
n ∧s(t)

)) = 0.

Introduce the stopping time

s′(t) =
{
σx,ε

n , if τx,ε
n < s(t) ≤ σx,ε

n ,

s(t), otherwise.

Now (50) will follow if we show that

(51) lim
ε↓0

E
∞∑

n=1

(
f

(
X

x,ε

σ
x,ε
n ∧s′(t)

) − f
) = 0,

since the difference between (51) and (50) is estimated from above by
2 supx∈S√

ε
|f (x) − f |, which goes to zero as ε ↓ 0. Let Nx,ε = max(n : σx,ε

n ≤
s′(t)). By the strong Markov property,

sup
x∈U

E
∞∑

n=1

(
f

(
X

x,ε

σ
x,ε
n ∧s′(t)

) − f
) ≤ sup

x∈U

ENx,ε sup
x∈∂D

E
(
f

(
X

x,ε

σ
x,ε
1

) − f
)
.

The right-hand side tends to zero by (12) and (49). This concludes the proof of
Proposition 3.2. �

PROOF OF THEOREM 3.1. Recall that � is the set of functions ψ ∈ C(U ′) that
have limits of all the first-order derivatives as y → x, y ∈ U , at all points x ∈ ∂U .
This is a measure-defining class of functions on U ′, that is, if μ1 and μ2 satisfy∫
U ′ ψdμ1 = ∫

U ′ ψ dμ2 for every ψ ∈ � , then μ1 = μ2. As shown in Section 2,
for every ψ ∈ � and every λ > 0, there is f ∈ D(A) that satisfies λf − Af = ψ .
We have demonstrated that (9) holds for f ∈ D(A). The extension of (9) from
x ∈ U to x ∈ T

d is trivial. By Lemma 3.1 in Chapter 8 of [4], this is sufficient to
guarantee the convergence if, in addition, the family {Yx,ε

t }, ε > 0, x ∈ T
d , is tight.

The tightness, however, is clear since the processes coincide with a Wiener process
inside U , while all the points of ∂U are identified. �

4. Applications, generalizations and remarks.

4.1. The behavior of the process at exponential time scales. Let us now dis-
cuss the behavior, as ε ↓ 0, of the original process X

x,ε
t (rather than its trace Y

x,ε
t
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on U ). If the process starts in a small neighborhood of Ok , then it takes time of or-
der exp(Vk/ε) (in the sense of logarithmic equivalence) for it to reach ∂Dk , where
Vk = infx∈∂Dk

Vk(x) and Vk(x) is the quasi-potential defined in (4). Thus, it is rea-
sonable to study the behavior of X

x,ε
t at exponential time scales, that is, at times

of order exp(λ/ε) with fixed λ.
The transitions between small neighborhoods of the equilibriums are governed

by the matrix Vij defined in (2). In our case, Vij = Vi for all i, j , as explained in the
Introduction. Because of this “rough symmetry” ([3]), the notion of a metastable
state [see (3)] should be replaced by that of a metastable distribution between the
equilibriums.

To describe the metastable distribution for a given initial point x ∈ T
d and time

scale exp(λ/ε) with λ > 0, assume that V1 < V2 < · · · < Vn, and put V0 = 0,
Vn+1 = ∞. We introduce the following nonstandard boundary problem, which
will be referred to as the (k, j)-problem on U . Namely, for each 1 ≤ k ≤ n and
k ≤ j ≤ n, let uk,j solve the problem

�uk,j (x) = 0, x ∈ U ;
uk,j (x) = ci

k,j , x ∈ ∂Di and
∫
∂Di

〈∇uk,j (x), n(x)
〉
νi(dx) = 0

for 1 ≤ i < k;
uk,j (x) = 0, x ∈ ∂Di for i ≥ k, i 	= j ;
uk,j (x) = 1, x ∈ ∂Dj .

The constants ci
k,j are not prescribed, that is, solving the (k, j)-problem includes

finding the boundary values of the function on ∂Di , i < k. As is shown in Sec-
tion 2, the solution exists and is unique in C2(U).

THEOREM 4.1. Assume that Vk−1 < λ < Vk for some 1 ≤ k ≤ n. Suppose that
T (ε) is such that limε↓0(ε lnT (ε)) = λ. Let Ei ⊆ Di , i = 1, . . . , n, be arbitrary
neighborhoods of Oi , i = 1, . . . , n. Then

lim
ε↓0

P
(
X

x,ε
T (ε) ∈ Ej

) = ukj (x), x ∈ U,j ≥ k;(52)

lim
ε↓0

P
(
X

x,ε
T (ε) ∈ Ej

) = ci
k,j , x ∈ Di, i < k, j ≥ k;(53)

lim
ε↓0

P
(
X

x,ε
T (ε) ∈ Ej

) = 1, x ∈ Dj, j ≥ k,(54)

where uk,j is the solution of the (k, j)-problem and ci
k,j is the value of uk,j on

∂Di . If λ ≥ Vn, then

(55) lim
ε↓0

P
(
X

x,ε
T (ε) ∈ En

) = 1, x ∈ T
d .
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Observe that
∑n

j=k ukj (x) = 1 for x ∈ U , while
∑n

j=k ci
k,j = 1 for x ∈ Di if

i < k. Thus, with probability close to one, Xx,ε
T (ε) is located in a small neighborhood

of one of the equilibrium points.

SKETCH OF THE PROOF. Without loss of generality, we can assume that
E i ⊂ Di , i = 1, . . . , n. First, consider the case when Vk−1 < λ < Vk for some
1 ≤ k ≤ n. Observe that τx,ε(Ej )/T (ε) → 0 in probability as ε ↓ 0 since the
unperturbed system starting at x ∈ Dj is attracted to Oj . If x ∈ Ej , j ≥ k, then
limε↓0 P(X

x,ε
T ′(ε) ∈ Ej ) = 1 uniformly in x ∈ Ej and T ′(ε) ∈ [T (ε)/2, T (ε)]. Com-

bining these two observations and using the strong Markov property of the process,
we obtain (54).

Now assume that x ∈ ⋃
i<k Di ∪U . In this case, it is easy to see ([4], Chapter 4)

that the time it takes X
x,ε
t to reach

⋃
j≥k ∂Dj is significantly smaller than T (ε),

that is, τx,ε(
⋃

j≥k ∂Dj )/T (ε) → 0 in probability as ε ↓ 0. Therefore, with proba-
bility close to one, the process will reach ∂Dj for some j ≥ k before time T (ε)/2.
By (54) (applied to T ′(ε) ∈ [T (ε)/2, T (ε)] instead of T (ε)) and the strong Markov
property, X

x,ε
T (ε) ∈ ⋃

j≥k Ej with probability close to one. The choice of Ej is de-
termined by the behavior of the process Y

x,ε
t as ε ↓ 0. In fact, the solution of the

(k, j)-problem gives the limiting probability of Y
x,ε
t hitting ∂Dj prior to hitting

∂Di with i ≥ k, i 	= j . This justifies (52) and (53).
Finally, if λ ≥ Vn, then at time T (ε) the process will be located in an arbitrarily

small neighborhood of On with probability close to one ([4], Chapter 6), that is,
(55) holds. �

4.2. Trapping regions with multiple equilibriums. Up to now, we assumed that
there was just one attractor (asymptotically stable equilibrium) inside each trap-
ping region. Let us now consider an example where this is not the case. For sim-
plicity, assume that there is one trapping region D containing two equilibriums
O1 and O2 and one saddle point S. The structure of the vector v field on D is
assumed to be as shown in Figure 3. As before, the vector field is equal to zero in
U = T

2 \ D.
Let Dk ⊂ D and γk ⊂ ∂D, k = 1,2, be the sets of points that are carried to an

arbitrarily small neighborhood of Ok by the deterministic flow ẋ(t) = v(x(t)). Let
A,B ∈ ∂D be the points that separate γ1 from γ2. Let γ be the curve that connects
A with B and consists of two flow lines and the saddle point (see Figure 3). The
asymptotic behavior of the process X

x,ε
t (in exponential time scales) and of the

trace Y
x,ε
t is determined by the numbers Vij defined in (2) and by the values Vk =

infx∈∂Dk
Vk(x), where the quasi-potentials Vk(x) are defined in (4).

Consider the case when V1 < V12, V2 < V21, and the infimum in the definition
of Vk is achieved at a unique point xk ∈ γk , k = 1,2. Then, with probability that
tends to one as ε ↓ 0, the process exits D in an arbitrarily small neighborhood of
xk , provided that it starts in a small neighborhood of Ok , k = 1,2 (see Section 6.5
of [4]).
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FIG. 3. The flow lines of the original and the modified vector fields.

For δ > 0, one can consider the following auxiliary system. Let Vδ be the δ-
neighborhood of γ . Let Dδ

k ⊂ Dk , k = 1,2, be domains with smooth boundaries

such that Dδ
k \Vδ = Dk \Vδ , yet Dδ

k ∩γ = ∅. Moreover, we can modify the vector
field v (i.e., replace it by a new vector field vδ) in such a way that vδ(x) = v(x)

for x /∈ Vδ , while the field vδ satisfies the assumptions with respect to the domains
Dδ

1 and Dδ
2 that were imposed on v in Section 3, that is, it is equal to zero outside

Dδ
1 ∪Dδ

2, is directed inside each of the domains on the boundary, and all the points

of Dδ
k are attracted to Ok .

The analysis of Section 3 applies to the process X
δ,x,ε
t defined via

dX
δ,x,ε
t = 1

ε
vδ(Xδ,x,ε

t

)
dt + dWt, X

δ,x,ε
0 = x ∈ U.

Let X
δ,x
t denote the limit of the trace process in T

2 \ (Dδ
1 ∪ Dδ

2). Since x1, x2 /∈ Vδ

for all sufficiently small δ, it is not difficult to show that the probability that X
δ,x
t

enters Vδ prior to time T tends to zero for each finite T . Moreover, X
δ,x
t has a limit

in probability as δ ↓ 0. This limit will be denoted by Xx
t . This process is the limit,

as ε ↓ 0, of the trace Y
x,ε
t of the original process X

x,ε
t . A direct construction of

the process Xx
t (in terms of the generator rather that via approximating processes)

seems to be technically complicated and is not presented here.
Another case where the limit of the trace process can be easily described is

when V1 < V12 if we assume that the infimum in the definition of V1 is achieved
at a unique point x1 ∈ γ1, while the infimum in the definition of V2 is achieved at
a unique point x2 ∈ γ \ ∂D (which implies that V2 = V21). Thus, with probability
that tends to one as ε ↓ 0, the process exits D in an arbitrarily small neighborhood
of x1, irrespective of whether it starts in D1 or D2. The results of Section 3 then
apply, with the limit of the exit measure μ being the point mass concentrated at x1.

A more general situation of several equilibriums within D with various rela-
tions on the quantities Vij and Vk can be analyzed using the construction above
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based on removing the δ-neighborhoods of the boundaries of Dk and the results of
Sections 6.5–6.6 of [4] on the hierarchies of cycles.

4.3. Other generalizations. If the process X
x,ε
t is governed by a more general

elliptic operator,

(56) Lε = 1

2

d∑
i,j=1

aij (x)
∂2

∂xi∂xj

+
d∑

i=1

bi(x)
∂

∂xi

+ 1

ε
v(x)∇,

then the results and the proofs are similar. The definition of the numbers Vij and of
the quasi-potential Vk(x) should now be based on the action functional correspond-
ing to the operator Lε . The definition (7) of the measures νk needs to be modified
to account for the variable diffusion coefficients of the process X

x,ε
t . However, if

the infimum of Vk(x), x ∈ ∂Dk , is achieved at a single point xk , then νk is still the
δ-measure concentrated at xk .

The assumptions on the vector field v that we made in Section 3 do not specify
that D necessarily contains a single equilibrium point. They may hold, for exam-
ple, if D contains a single limit cycle instead. The case of several limit cycles is
technically not different from the case of several equilibrium points that we dis-
cussed above.

The results also apply to processes on general smooth manifolds, not only on a
torus.

4.4. More on the limiting process. The nonstandard boundary problem intro-
duced in Section 2 and the corresponding Markov process with jumps at the bound-
ary arise in other situations, not just in the large deviation case. Consider, for ex-
ample, a vector field v with closed flow lines that is equal to zero outside of D

such that ∂D serves as one of the flow lines (see Figure 4).
We expect that the trace in T

2 \ D of the process X
x,ε
t with generator (56)

converges, as ε ↓ 0, to the process described in Section 2. The measure ν on ∂D

FIG. 4. The flow lines inside D.
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will be defined by the values of v in an arbitrarily small neighborhood of ∂D and
by the diffusion coefficients aij on ∂D and can be calculated explicitly.
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