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THE GROWTH OF THE INFINITE LONG-RANGE
PERCOLATION CLUSTER
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We consider long-range percolation on Z
d , where the probability that

two vertices at distance r are connected by an edge is given by p(r) =
1 − exp[−λ(r)] ∈ (0,1) and the presence or absence of different edges are
independent. Here, λ(r) is a strictly positive, nonincreasing, regularly vary-
ing function. We investigate the asymptotic growth of the size of the k-ball
around the origin, |Bk |, that is, the number of vertices that are within graph-
distance k of the origin, for k → ∞, for different λ(r). We show that condi-
tioned on the origin being in the (unique) infinite cluster, nonempty classes
of nonincreasing regularly varying λ(r) exist, for which, respectively:

• |Bk |1/k → ∞ almost surely;
• there exist 1 < a1 < a2 < ∞ such that limk→∞ P(a1 < |Bk |1/k <

a2) = 1;
• |Bk |1/k → 1 almost surely.

This result can be applied to spatial SIR epidemics. In particular, regimes are
identified for which the basic reproduction number, R0, which is an important
quantity for epidemics in unstructured populations, has a useful counterpart
in spatial epidemics.

1. Introduction and results.

1.1. Nearest-neighbor and long-range percolation. Ordinary or Bernoulli
nearest-neighbor bond percolation models can be used to construct undirected
random graphs in which space is explicitly incorporated. Consider an undirected
ground graph Gground = (V ,E), in which V is the set of vertices and E the set
of edges between vertices. The random graph G = G(Gground,p) is obtained by
removing the edges in E with probability 1 − p, independently of each other. In
percolation theory, properties of the remaining graph are studied. Much effort has
been devoted to understanding the dependence of G on p for Gground = L

d :=
(Zd,Enn), where Z

d is the d-dimensional cubic lattice and Enn is the set of edges
between nearest neighbors, that is, vertices at Euclidean distance 1; see [16] for an
extensive account on percolation on this graph.
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Long-range percolation is an extension of this model: consider a countable ver-
tex set V ⊂ R

d . Vertices at distance r (according to some norm) share an edge
with probability p(r) = 1 − e−λ(r), which depends only on r , and the presence
or absence of an edge is independent on the presence or absence of other edges.
We refer to λ(r) as the connection function. Questions similar to the questions
in ordinary nearest-neighbor percolation can be asked for properties of the ran-
dom graph G = G(V,λ(r)) obtained by long-range percolation. Note that ordi-
nary percolation on L

d is a special case of long-range percolation with V = Z
d

and p(r) = p1(r = 1), where 1 is the indicator function and Euclidean distance
has been used.

In this paper, we consider long-range percolation on V = Z
d and investigate

properties of the k-ball Bk , the set of vertices within graph (or chemical) distance
k of the origin (a definition of the graph distance is provided below). In particular,
we analyze the asymptotic behavior of the size of this k-ball, |Bk|, for k → ∞.
We show that there exist nonempty regimes of nonincreasing, positive, regularly
varying connection functions for which, respectively:

• |Bk|1/k → ∞ almost surely;
• there exist 1 < a1 < a2 < ∞ such that limk→∞ P(a1 < |Bk|1/k < a2) > 0;
• |Bk|1/k → 1 almost surely.

1.2. The model and notation. In this paper, we will frequently use the follow-
ing notation: N is the set of natural numbers, including 0, while N+ := N \ {0}
is the set of strictly positive integers. Similarly, R+ = (0,∞) consists of the
strictly positive real numbers. The ceiling of a real number x is defined by
�x� := min{y ∈ Z;x ≤ y} and its floor by 	x
 := max{y ∈ Z;y ≤ x}. For x, y ∈ R,
we define

∑y
i=x f (i) := ∑�y�

i=	x
 f (i). The cardinality of a set S is denoted by |S|.
The probability space used in this paper for long-range percolation graphs on a

countable vertex set V ⊂ R
d with connection function λ(x, y) : Rd ×R

d → (0,∞)

is denoted by (GV , F ,P). Here, GV is the set of all simple undirected graphs with
vertex set V , F is an appropriate σ -algebra and P is the product measure defined
by P(〈x, y〉 ∈ E) = p(x, y) := 1− e−λ(x,y) for x, y ∈ V , where 〈x, y〉 ∈ E denotes
the event that the vertices x ∈ V and y ∈ V share an edge. We say that long-range
percolation system is homogeneous if the connection function only depends on
the distance between its arguments, that is, λ(x, y) = λ(‖x − y‖). In this paper,
‖x‖ denotes the L∞-norm of x, that is, for x = (x1, x2, . . . , xd) ∈ R

d , ‖x‖ :=
max1≤i≤d xi , and we only consider homogeneous long-range percolation models.
Our use of the L∞-norm is just for mathematical convenience and using the L1-
or Euclidean norm would not cause substantial changes in this paper.

We assume that λ(r) is nonincreasing and regularly varying, that is, λ(r) may
be written as r−βL(r) for some β ∈ [0,∞) and L(r) is slowly varying, that is, for
every c > 0, limr→∞ L(cr)/L(r) = 1.
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The random long-range percolation graph is denoted by GV = GV (λ(r)). With
some abuse of notation, we define GK := GZd∩[	−K/2
,	K/2
)d for K ∈ N+ and
G := GZd .

A path of length n consists of an ordered set of edges (〈vi−1, vi〉)1≤i≤n. Fur-
thermore, if the vertices {vi}0≤i≤n ∈ V are all different, then this path is said to
be self-avoiding. Vertices x and y are in the same cluster if there exists a path
from x to y. The graph distance or chemical distance, DV (x, y) = DGV

(x, y), be-
tween x and y is the (random) minimum length of a path from x to y in GV .
If x and y are not in the same cluster, then DV (x, y) = ∞. Furthermore, we
set DV (x, x) = 0. We use D(x,y) for DZd (x, y) and for K ∈ N+, we define
DK(x, y) := DZd∩[	−K/2
,	K/2
)d (x, y).

If the probability that the origin is contained in an infinite cluster (a cluster con-
taining infinitely many vertices) of G is positive, then the long-range percolation
system is said to be percolating. If a homogeneous long-range percolation system
is percolating, Kolmogorov’s zero–one law (see, e.g., [17], page 290) gives that G

almost surely contains at least one infinite cluster, while Theorem 0 of [15] (see
also [5], Theorem 1.3) implies that, under mild conditions, the infinite cluster is a.s.
unique. These mild conditions are satisfied for homogeneous long-range percola-
tion models on Z

d , for which λ(r) is nonincreasing. This unique infinite cluster is
denoted by C∞. Throughout, we will only consider percolating systems.

For x ∈ Z
d , the set Bk(x) is defined by Bk(x) := {y ∈ Z

d;D(x,y) ≤ k} and
Bk := Bk(0). We define (as in [22]):

R∗ := lim inf
k→∞ (E(|Bk|))1/k;(1)

R∗ := lim sup
k→∞

(E(|Bk|))1/k.(2)

If R∗ = R∗, then R∗ := R∗ = R∗.

1.3. The main results.

THEOREM 1.1. Consider a percolating homogeneous long-range percolation
model, as defined in Section 1.2, with vertex set Z

d and nonincreasing connection
function λ(r) = r−βL(r), where L(r) is slowly varying and β ∈ R+.

(a) If either β < d , or β = d and
∫ ∞

1 L(r)r−1 dr = ∞, then P(B1 = ∞) = 1. In
particular, |Bk|1/k = ∞ a.s. for k ∈ N+. So, R∗ = ∞.

(b) If β = d , there exists a K > 1 such that L(r) is nonincreasing on [K,∞)

and the following conditions are satisfied∫ ∞
1

L(r)

r
dr < ∞,(3)

−
∫ ∞
K

log[L(r)]
r(log[r])2 dx < ∞,(4)
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then there exist constants 1 < a1 ≤ a2 < ∞ such that

lim
k→∞P(a1 < |Bk|1/k < a2|0 ∈ C∞) = 1.

Furthermore, 1 < R∗ ≤ R∗ < ∞.
(c) If β > d , then, for k → ∞, |Bk|1/k → 1 a.s. Furthermore, R∗ = 1.

Part (a) of this theorem is almost trivial and is only stated for reasons of com-
pleteness. A function which satisfies all of the conditions in part (b) is λ(r) =
r−d(log[1 + r])−γ for γ > 1. Part (b) is the main result and perhaps the most
surprising result of the paper. Part (c) is not surprising if one knows the results
of [8]. However, some work has to be done. We prove part (c) by using the fact
that P(D(0, x) ≤ n) decreases faster than ‖x‖−β ′

if ‖x‖ → ∞. This is a result of
the following, stronger, theorem, the proof of which also provides a simplification
of the proof of the main result in [8].

THEOREM 1.2. Consider a percolating homogeneous long-range percolation
model, as defined in Section 1.2, with vertex set Z

d and nonincreasing connection
function λ(r) = r−βL(r), where L(r) is slowly varying and β > d . Let the con-
stants α, β ′ and β ′′ be such that d < β ′ < β ′′ < min(2d,β) and, for all r ≥ 1, that
λ(r) ≤ αr−β ′′

. There exists a positive constant c = c(α,β ′′, β ′) such that for γ :=
log(2d/β ′)

log 2 < 1, K(n) := exp[cnγ ]+1, all n ∈ N and all x ∈ {x ∈ Z
d; ‖x‖ > K(n)},

it holds that

P
(
D(0, x) ≤ n

) ≤ [K(n)]β ′‖x‖−β ′
.(5)

1.4. Motivation from epidemiology. We consider an SIR (Susceptible → In-
fectious → Recovered) epidemic with a fixed infectious period (which, without
loss of generality, will be taken to be of length 1) in a homogeneous, randomly
mixing population of size n. In this model, pairs of individuals contact each other
according to independent Poisson processes with rate λ/n. If an infectious individ-
ual contacts a susceptible one, the latter becomes infectious as well. An infectious
individual stays infectious for one time unit and then recovers and stays immune
forever. Usually, it is assumed that there is initially one infectious individual, with
a remaining infectious period of one time unit, and all other individuals are initially
susceptible.

The basic reproduction number, R0 of an SIR epidemic process in a large, ho-
mogeneous, randomly mixing population of size n is defined as the expected num-
ber of individuals infected by a single infectious individual in a further susceptible
population [13]. To proceed, we define Xn

0 as the set of initially infected individ-
uals in a population of size n. These individuals are said to enter Xn

0 at time 0.
For k ∈ N, an individual not in

⋃k
j=0 Xn

j enters Xn
k+1 at the first instance it has

contact with an individual which itself entered Xn
k at most one time unit ago. We
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define Bn
k := ⋃k

j=0 Xn
j . Note that the actual chain of infections that has caused the

infectiousness of an individual in Xn
k might be longer than length k because it is

possible that the time needed to traverse this longer infection chain is less than
the time needed to traverse the chain of k contacts that caused the individual to be
in Xn

k .
It has long been known (see, e.g., [2]) that in randomly mixing populations,

SIR epidemics can be coupled to branching processes, in the sense that we can si-
multaneously define a Galton–Watson process {Zk}k∈N (for a definition, see [18])
and an epidemic processes {|Xn

k |}k∈N, for all n ∈ N on one probability space, such
that for every k ∈ N and as n → ∞, P(|Xn

k | → Zk) = 1. In this approximation,
R0 corresponds to the offspring mean m := limn→∞ E(Z1|Z0 = 1) of the Galton–
Watson process. From the theory of branching processes, we know that under mild
conditions, m > 1 implies that m−k ∑k

i=0 Zi converges a.s. to an a.s. finite random
variable which is strictly positive with nonzero probability. By the relationship be-
tween R0 and the offspring mean m, we deduce that if R0 > 1 in large populations,
then the expectation E(|Bn

k |) will initially grow exponentially in k (with base R0)
and |Bn

k | will also grow exponentially (with base R0) with positive probability [18].
In particular, it holds that

lim
k→∞ lim

n→∞(E(|Bn
k |))1/k = max(R0,1).(6)

In this paper, we investigate whether it is possible to define a quantity with
similar properties as R0 for spatial epidemics.

Assume that the individuals in the population are located at Z
d and that the epi-

demic starts with one infectious individual at the origin and all other individuals
are initially susceptible. A pair of individuals at L∞-distance r will make contacts
according to independent Poisson processes with rate λ(r). The Poisson processes
governing the contacts are independent. The probability that an infectious indi-
vidual makes at least one contact with a given individual at distance r during its
infectious period is given by p(r) = 1 − e−λ(r). For this spatial epidemic, let Xk

be defined as Xn
k is defined above. It is easy to see that the law of

⋃k
j=0 Xj is the

same as the law of Bk in the long-range percolation model with connection func-
tion λ(r) (see [11] for an exposition on this relationship for nearest-neighbor bond
percolation).

It is possible to define R0 for spatial epidemics with the usual definition R0 =
E(|X1|||X0| = 1). However, this definition is of no practical use because there is
no reason to assume that E(|X1|||X0| = 1) = 1 is a threshold above which a large
epidemic is possible and below which it is impossible. Indeed, if p(x) = p for
x at Euclidean distance 1 from the origin and 0 otherwise, then it is known that
on Z

2, p = 1/2 is a threshold [16, 19] which corresponds to E(|X1|||X0| = 1) = 2.
For more results on the growth of the nearest-neighbor bond percolation cluster,
see [1].

The definitions (1) and (2), and, if it exists, the corresponding R∗, might be
useful and might provide information about the spread of the spatial epidemic.
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These definitions are inspired by (6). Theorem 1.1 implies that regimes of λ(r)

exist in which R∗ = ∞, R∗ = 1 and 1 < R∗ ≤ R∗ < ∞.
Note that only if 1 < R∗ ≤ R∗ < ∞ will the quantities R∗ and R∗ appear to be

informative because R∗ = 1 does not even contain information concerning whether
an epidemic survives with positive probability or not. Although, for R∗ = ∞, the
number of infected individuals will be immense within a few generations, R∗ does
not really reveal anything about the asymptotic behavior of the spread.

A real-life application of long-range percolation for the spread of epidemics can
be found in [12], where the spread of plague among great gerbils in Kazakhstan
is modelled using techniques from (long-range) percolation theory. The present
paper may be seen as the mathematically rigorous counterpart of the paper by
Davis et al. [12].

2. Remarks and discussion. Without costs, we could replace Theorem 1.1
by the following, more general, but less elegant, theorem.

THEOREM 2.1. Consider a percolating, homogeneous, long-range percola-
tion model, as defined in Section 1.2, with vertex set Z

d and nonincreasing con-
nection function λ(r).

(a) If
∑

x∈Zd 1 − e−λ(‖x‖) = ∞, then P(B1 = ∞) = 1. Therefore, |Bk|1/k = ∞
a.s. for k ∈ N+ and R∗ = ∞.

(b) If λ(r) > r−dL′(r) is nonincreasing,
∑

x∈Zd 1 − e−λ(‖x‖) < ∞ and L′(r) is
positive, nonincreasing, slowly varying and satisfies

−
∫ ∞
K

log[L′(r)]
r(log[r])2 dx < ∞,

then there exist constants a1 > 1 and a2 < ∞ such that

lim
k→∞P(a1 < |Bk|1/k < a2|0 ∈ C∞) = 1.

Furthermore, 1 < R∗ ≤ R∗ < ∞.
(c) If lim infx→∞ − log[λ(r)]/ log[r] > d , then for k → ∞, |Bk|1/k → 1 a.s.

Furthermore, R∗ = 1.

Contrary to Theorem 2.1(b), part (b) of the above theorem includes a class of
connection functions that are constant on [n,n + 1) for every n ∈ Z and some
other piecewise constant connection functions [for which there exists no K such
that L(r) = rdλ(r) is nonincreasing on [K,∞)].

Condition (4) is troublesome because this assumption means that this paper
does not deal with all possible nonincreasing, regularly varying connection func-
tions. An example of a function which does not satisfy (4), but satisfies the other
assumptions in Theorem 1.1(c), is

λ(r) = r−dL(r) = r−d exp
(
− log[r]

log[1 + log[r]]
)

for r > 1.
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However, as stated above, for γ > 1, functions of the form

λ(r) = r−d(log[1 + r])−γ

satisfy all of the conditions of Theorem 1.1(b). So, the class of functions treated
in the second statement of the theorem is not empty. We do not know whether
Theorem 1.1(b) still holds without condition (4).

Theorem 1.1(b) gives rise to some other questions, such as:

1. Does R∗ exist for long-range percolation models with connection functions in
the regime of Theorem 1.1(b)?

2. Does the long-range percolation graph obtained in Theorem 1.1(b) have a non-
amenable subgraph G′ = (V ′,E′)? That is, does it hold that

inf
W⊂V ′;0<|W |<∞

|δW |
|W | > 0,(7)

where δW is the set of edges in G′, with one end-vertex in W and one end
vertex in V ′ \ W ?

The assumption p(r) < 1 [i.e., λ(r) < ∞] is only used for ease of exposition.
All results in this paper are equally valid if we relax this assumption and re-
place condition (3) by

∫ ∞
R1+1 λ(r)rd−1 dr = ∞, where R1 := inf{r ∈ R;p(r) < 1}.

Therefore, we may allow p(1) = 1, in order to guarantee that it is possible to
have an infinite component for any dimension d and any β for long-range perco-
lation on Z

d . Indeed, if d = 1 and β > 2, then an infinite component only exists if
p(1) = 1 [21].

It is tempting to add the assumption p(1) = 1 to Theorem 1.1(b). With that extra
condition, the proofs in this paper will become easier. However, without this extra
assumption, the results of Theorem 1.1 can be generalized to the random connec-
tion model [20], that is, long-range percolation, where the vertex set is generated
by a homogeneous Poisson point process on R

d . This is important in biological
applications, where exact lattice structures will not appear and models in which
the individuals/vertices are located according to a Poisson point process might be
more realistic (see, e.g., [12]).

Up until now, in the literature, the majority of the effort has gone into in-
vestigating the scaling behavior of the maximum diameter of the clusters of a
homogeneous long-range percolation graph defined on the block VK = Z

d ∩
[	−K/2
, 	K/2
)d , that is, in obtaining

DK := max
x,y∈VK ;D(x,y)<∞DK(x, y);

see, for example, [3, 6, 8–10]. Some of the results have been proven under the extra
assumption that p(1) = 1.

Benjamini et al. [4] proved that for λ(r) = r−βL(r), where β < d and L(r)

is slowly varying, limK→∞ DK = �d/(d − β)� a.s. (see also [3]). Coppersmith,
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Gamarnik and Sviridenko [10] showed that for λ(r) = αr−d and K → ∞, the
quantity DK log[log[K]]/ log[K] is a.s. bounded away from 0 and ∞.

We define CK as the (random) largest cluster of the long-range percolation graph
GK (recall that GK := GZd∩[	−K/2
,	K/2
)d ). In case of a tie, CK is chosen uni-
formly at random from the largest clusters. Note that if DK = k and there exists a
ρ such that |CK | > ρKd with probability tending to 1 if K → ∞, then |Bk| > ρKd

with positive probability for k → ∞. So, there is an obvious relation between the
diameter of a long-range percolation cluster on VK and the rate at which Bk grows.
However, this relation and the results stated above do not help us directly in obtain-
ing Theorem 1.1(b) and (c) because the regime of part (b) is not even considered in
the papers cited above and the proof of the statement that DK log[log[K]]/ log[K]
is bounded away from 0 and ∞ for λ(r) = αr−d in [10] critically depends on the
fact that

∑
i∈N+ λ(i)id−1 = ∞. Although results on the diameter of a long-range

percolation cluster on VK may provide a lower bound for the number of vertices
that are within graph distance k of the origin, they do not provide an upper bound.
So, these results are of no direct help in proving the final statement of the theorem.

Biskup proved the following theorem (given here in our notation).

THEOREM 2.2 [8]. Consider a percolating homogeneous long-range perco-
lation model, as defined in Section 1.2, with vertex set Z

d and nonincreasing con-
nection function λ(r) = r−βL(r) with β ∈ (d,2d) and such that L(r) is positive

and slowly varying. Then, for 	 = log[2]
log[2d/β] and every ε > 0, we have

lim‖x‖→∞ P

(
	 − ε ≤ log[D(0, x)]

log[log[‖x‖]] ≤ 	 + ε|0, x ∈ C∞
)

= 1.(8)

Note that 	 > 1. This theorem implies that for every ε > 0 and every sequence
of vertices {xk;xk ∈ Z

d},
lim

k→∞1
(‖xk‖ > exp

[
k(	−ε)−1])

P
(
D(0, xk) ≤ k

) = 0,

but it does not give results on the rate at which this probability decreases to 0. This
rate is needed to prove whether or not |Bk|1/k → 1. Theorem 1.2 entails

lim‖x‖→∞ P

(
log[D(0, x])
log[log[‖x‖]] ≥ 	 − ε

)
= 1(9)

from [8] as Corollary 3.2. The proofs of Theorem 1.2 and Corollary 3.2 are shorter
and, arguably, more straightforward than the proof of the lower bound in Theorem
2.2 as provided in [8] (cf. [9]).

For β > 2d , Berger [6] proved that

lim inf‖x‖→∞

(
D(0, x)

‖x‖
)

> 0(10)
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almost surely. This implies that with probability 1, the growth of |Bk| is of order
at most kd .

In a recent manuscript, Biskup [9] proved that if p(1) = 1 and β and 	 are as
in Theorem 2.2, then, for every ε > 0,

lim
L→∞ P

(
(log[L])	−ε ≤ DL ≤ (log[L])	+ε) = 1.

Furthermore, he proved that for p(1) = 1 and �(r) := Z
d ∩ [−r, r]d , it holds that

for every ε > 0,

lim
k→∞P

(
�(exp[k	−1−ε]) ⊂ Bk ⊂ �(exp[k	−1+ε])) = 1.

We note that an alternative proof of the statement

lim
k→∞P

(
Bk ⊂ �(exp[k	−1+ε])) = 1

might be obtained by a slight change in the proof of Theorem 1.1(c): if we replace
the definition “Ak(ε) is the event that Bk contains a vertex at distance more than
(1+ε)k from the origin” by “A′

k(ε) is the event that Bk contains a vertex at distance
more than exp[ckγ+ε] from the origin,” then the proof essentially does not change.

3. Proofs of Theorems 1.1 and 1.2.

3.1. The R∗ = ∞ regime: Proof of Theorem 1.1(a). We consider long-
range percolation with nonincreasing connection function λ(r) = r−βL(r), where
L(r) is strictly positive and slowly varying and β < d or both β = d and∫ ∞

1 L(r)/r dr = ∞ hold. We prove that in the cases under consideration in The-
orem 1.1(a),

∑
x∈Zd\{0} p(0, x) = ∞ and, therefore, by the second Borel–Cantelli

lemma (see, e.g., [17], page 288) we immediately obtain that P(|B1| = ∞) = 1 a.s.
By [7], Theorem 1.3.6, we know that for all c > 0, limr→∞ rcL(r) = ∞ and so

for both cases under consideration and for all R > 0, we obtain∫ ∞
R

λ(r)rd−1 dr =
∫ ∞
R

(rd−βL(r))/r dr = ∞.

Furthermore, note that for x < 1, it holds that 1 − e−x ≥ x − x2/2 ≥ x/2 and that
for large enough r , λ(r) < 1 for both cases under consideration. Thus, constants
R > 0 and c′ > 0 exist such that∑

x∈Zd\0

p(0, x) ≥ ∑
x∈Zd ;‖x‖>R

p(0, x) ≥ 1

2

∑
x∈Zd ;‖x‖>R

λ(‖x‖)
(11)

≥ c′
∫ ∞
R+1

rd−1λ(r) dr = ∞,

which proves that |B1| = ∞ a.s. in the regimes of Theorem 1.1(a).
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3.2. The R∗ = 1 regime: Proofs of Theorems 1.2 and 1.1(c). In this subsection,
we prove that if λ(r) = r−βL(r), with β > d and L(r) positive and slowly varying,
then |Bk|1/k → 1 a.s. and E(|Bk|1/k|) → 1 for k → ∞. To do this, we first show
that Theorem 1.2 implies Theorem 1.1(c).

PROOF OF THEOREM 1.1(c). Note that |Bk| ≥ 1 and, therefore, |Bk|1/k ≥ 1
for all k. So, lim infk→∞(E(|Bk|))1/k ≥ 1. Furthermore, it is immediate from The-
orem 1.2 that there exists a constant C such that

E(|Bk|) = ∑
x∈V

P
(
D(0, x) ≤ k

)
(12)

≤ (
2K(k) + 1

)d + ∑
x∈V ;‖x‖≥K(k)

K(k)β
′‖x‖−β ′ ≤ CK(k)d .

Because γ < 1, we have limk→∞ K(k)1/k = 1. This implies that

lim sup
k→∞

(E(|Bk|))1/k = 1.

Therefore, R∗ = 1.
From Theorem 1.2, we obtain that if d < β ′ < β ′′ < min(β,2d), then for all

ε > 0, there exists a constant N1 = N1(ε) such that for all k > N1, it holds that
K(k) < (1 + ε)k . Let Ak = Ak(ε) be the event that Bk contains a vertex at distance
more than (1 + ε)k from the origin. For k > N1, it holds that

P(Ak) ≤ ∑
x∈Zd ;‖x‖>(1+ε)k

[K(k)]β ′‖x‖−β ′ ≤ c1

∞∑
n=(1+ε)k

[K(k)]β ′
nd−1−β ′

(13)
≤ c2[K(k)]β ′

(1 + ε)(d−β ′)k,

where c1 and c2 are positive constants. Note that for d < β ′ < 2d , there exist
constants N2 > N1 and c3 > 0 such that for all k > N2,

c2 exp[cβ ′kγ ](1 + ε)(d−β ′)k < (1 + ε)−c3k,

by γ := log(2d/β ′)
log(2)

< 1. This implies that for every ε > 0,

∞∑
n=1

P(A(n)) < N2 +
∞∑

n=N2

(1 + ε)−c3n < ∞

and so
∑∞

k=1 P(|Bk|1/k − 1 > ε) < ∞, which, in turn, implies, by the Borel–
Cantelli lemma (see, e.g., [17], page 277), that Theorem 1.1(c) holds. �

Before providing the proof of Theorem 1.2, we state a useful lemma.
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LEMMA 3.1. Consider the long-range percolation model defined in Sec-
tion 1.2, with vertex set Z

d and connection function λ(r) which satisfies λ(r) <

αr−β ′′
for all r ≥ 1 and a constant α > 0. We then have

P
(
D(0, x) ≤ k

) ≤
k∑

i=1

E(|Bi−1|)E(|Bk−i |)α(‖x‖/k)−β ′′
.

PROOF. If a self-avoiding path between 0 and x of length at most k exists,
then this path will contain at least one edge shared by vertices at distance �‖x‖/k�
or more from each other. Let N(k, x) be the number of edges shared by vertices
at distance at least �‖x‖/k� from each other that are contained in at least one self-
avoiding path between vertices 0 and x of length at most k. For 1 ≤ j ≤ k, let
N(k, x; j) be the number of edges shared by vertices at distance at least �‖x‖/k�
from each other that are contained as the j th edge in at least one self-avoiding path
from 0 to x of length at most k.

By Markov’s inequality, we obtain

P
(
D(0, x) ≤ k

) ≤ P
(
N(k, x) ≥ 1

) ≤ E(N(k, x)) ≤
k∑

j=1

E(N(k, x; j)).

We further note that if we define D(0,0) = 0, then, by observing that for x > 0,
p(x) < λ(x), it holds for k ≥ 1 that

E(N(k, x; j))

≤ ∑
x1,x2∈Zd

‖x1−x2‖≥�‖x‖/k�

P
(
D(0, x1) = j − 1

)
p(x1, x2)P

(
D(x2, x) ≤ k − j

)

≤ ∑
x1,x2∈Zd

P
(
D(0, x1) = j − 1

)
p(�‖x‖/k�)P(

D(x2, x) ≤ k − j
)

= ∑
x1∈Zd

P
(
D(0, x1) = j − 1

)
p(�‖x‖/k�) ∑

x2∈Zd

P
(
D(x2, x) ≤ k − j

)

≤ E(|Bj−1|)E(|Bk−j |)α(‖x‖/k)−β ′′
. �

PROOF OF THEOREM 1.2. We prove this theorem by using induction and
Lemma 3.1. Let the constant c be such that

c > max
(

log[α]
β ′ ,

β ′′ + 1

(β ′′ − β ′)γ
+ 3d log[5] + 2 log[1 + d/(β ′ − d)] + log[α]

β ′′ − β ′
)
.

Our induction hypothesis is that for all j ≤ k and x ∈ {x ∈ Z
d;x > K(j)},

P
(
D(0, x) ≤ j

) ≤ (K(j))β
′‖x‖−β ′

.
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Note that the assumption holds for k = 0 and k = 1 because K(0) = 2, K(1) =
ec + 1 and c > (β ′)−1 log[α]. A straightforward computation yields that the induc-
tion hypothesis implies that for all j ≤ k,

E(|Bj |) ≤ (
2K(j) + 3

)d + ∑
x∈Zd ;‖x‖>K(j)+1

(K(j))β
′‖x‖−β ′

≤ (
2K(j) + 3

)d +
∞∑

i=K(j)+2

2d(2i + 1)d−1(K(j))β
′
i−β ′

≤ (
2K(j) + 3

)d + 2d(K(j))β
′
3d−1

∫ ∞
K(j)

xd−β ′−1 dx

= (
2K(j) + 3

)d + 2d(K(j))β
′
3d−1(β ′ − d)−1K(j)d−β ′

≤ K(j)d
(
5d + 2d3d−1(β ′ − d)−1)

≤ 5d(
1 + d(β ′ − d)−1)

K(j)d .

We now observe that by Lemma 3.1,

E
(
N(k + 1, x; j)

)
≤ E(|Bj−1|)E(|Bk−j |)α(‖x‖/(k + 1)

)−β ′′

≤ 52d

(
1 + d

β ′ − d

)2(
K(j − 1)K(k + 1 − j)

)d
α

(
k + 1

‖x‖
)β ′′

≤ 52d

(
1 + d

β ′ − d

)2(
ec(j−1)γ + 1

)d(
ec(k+1−j)γ + 1

)d
α

(
k + 1

‖x‖
)β ′′

≤ 53d

(
1 + d

β ′ − d

)2

e21−γ dckγ

α

(
k + 1

‖x‖
)β ′′

= 53d

(
1 + d

β ′ − d

)2

(K(k))β
′
α

(
k + 1

‖x‖
)β ′′

,

where we have used the fact that for γ ≤ 1 and 0 ≤ y ≤ x, yγ + (x − y)γ ≤
2(x/2)γ , where the right-hand side is equal to xγ β ′/d , by the definition of γ .

Using this for ‖x‖ > K(k + 1), we obtain

P
(
D(0, x) ≤ k + 1

)

≤
k+1∑
j=1

E
(
N(k + 1, x; j)

)

≤ (k + 1)53d

(
1 + d

β ′ − d

)2

K(k)β
′
α

(
k + 1

‖x‖
)β ′′
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= (k + 1)β
′′+153d

(
1 + d

β ′ − d

)2

K(k)β
′
α‖x‖−(β ′′−β ′)‖x‖−β ′

≤ (k + 1)β
′′+153d

(
1 + d

β ′ − d

)2

α
(
K(k + 1)

)−(β ′′−β ′)

× (
K(k + 1)

)β ′‖x‖−β ′
.

Because

c >
β ′′ + 1

(β ′′ − β ′)γ
+ 3d log[5] + 2 log[1 + d/(β ′ − d)] + log[α]

β ′′ − β ′

and P(D(0, x) ≤ k + 1) ≤ 1, we deduce, after some straightforward computations,
that

(k + 1)β
′′+153d(

1 + d(β ′ − d)−1)2
α exp[−(β ′′ − β ′)c(k + 1)γ ] ≤ 1

for k ≥ 0 and that if the induction hypothesis holds, then it also holds that if ‖x‖ >

K(k + 1), then

P
(
D(0, x) ≤ k + 1

) ≤ (
K(k + 1)

)β ′‖x‖−β ′
.

This proves the theorem. �

Theorem 1.2 contains a part of Theorem 2.2 as the following corollary.

COROLLARY 3.2. Consider homogeneous long-range percolation on Z
d , as

in Section 1.2, with nonincreasing connection function λ(r) = r−βL(r), where
d < β < 2d and L(r) is positive and slowly varying. For 	 = log[2]

log[2d/β] and every
ε > 0, we have

lim‖x‖→∞ P

(
	 − ε <

log[D(0, x])
log[log[‖x‖]]

)
= 1.(14)

PROOF. Observe that (14) can be rewritten as

lim‖x‖→∞ P
(
D(0, x) ≤ (log[‖x‖])	−ε) = 0.

We choose β ′ < β such that

(	 − ε)γ =
(

log[2]
log[2d/β] − ε

)(
log[2]

log[2d/β ′]
)−1

< 1,

which can be done for every ε > 0. By substituting k = (log[‖x‖])	−ε into

P
(
D(0, x) ≤ k

) ≤ [K(k)]β ′‖x‖−β ′
for x ∈ {x ∈ Z

d; ‖x‖ > K(k)},
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and K(k) = 1 + exp[ckγ ], we obtain that

P
(
D(0, x) ≤ (log[‖x‖])	−ε) ≤ (

1 + exp
[
c(log[‖x‖])(	−ε)γ ])β ′‖x‖−β ′

for x ∈ {x ∈ Z
d; ‖x‖ > 1 + exp[c(log[‖x‖])(	−ε)γ ]}. If ‖x‖ is large enough, then

‖x‖1/2 > 1 + exp
[
c(log[‖x‖])(	−ε)γ ] ⇔ ‖x‖1/2 > 1 + ‖x‖c(log[‖x‖])(	−ε)γ−1

holds. Therefore, for ‖x‖ → ∞,

P
(
D(0, x) ≤ (log[‖x‖])	−ε) ≤ (

1 + exp
[
c log[‖x‖](	−ε)γ ])β ′‖x‖−β ′

= (‖x‖−1 + ‖x‖c(log[‖x‖])(	−ε)γ−1−1)β ′

→ 0,

which proves the corollary. �

3.3. The nontrivial R∗ regime: Proof of Theorem 1.1(b). In this subsection,
we consider percolating homogeneous long-range percolation with nonincreasing
connection function λ(r) = r−dL(r), where L(r) is nonnegative, slowly varying
and satisfies∫ ∞

1
r−1L(r) dr < ∞ and −

∫ ∞
R

log[L(r)]
r(log[r])2 dr < ∞

for some constant R > 0. We investigate the growth behavior of |Bk| for k → ∞.
In particular, we show that λ(r) exists, satisfying these conditions, such that
limk→∞|Bk|1/k > 1 with positive probability.

In the first subsection, we provide a straightforward and almost trivial proof for
the upper bounds of the growth of |Bk| given in Theorem 1.1(b). After that, we
provide some useful lemmas that will be used in the proof of the lower bound of
the growth of |Bk|. We then give an outline of the proof and, in the final subsection,
the full proof of limk→∞ P(|Bk|1/k > a1|0 ∈ C∞) = 1 for some a1 > 1 is given. In
this proof, renormalization arguments are used.

3.3.1. The upper bound: Proof of R∗ < ∞.

LEMMA 3.3. Consider the percolating homogeneous long-range percolation
model, as defined in Section 1.2, with vertex set Z

d and nonincreasing connec-
tion function λ(r) = r−dL(r), where L(r) is positive, slowly varying and satisfies
condition (3). There exists a positive and finite constant a2 such that R∗ < a2 and

lim
k→∞P(|Bk|1/k < a2) = 1.
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PROOF. Assign an independent Poisson process to each pair of vertices in Z
d ,

representing the contacts between the pair of vertices. The density of the Poisson
process of vertices at distance r > 0 is λ(r). We observe that the probability that at
least one contact is made between two vertices at distance r in the interval (0,1)

is p(r). If the pairs of individuals that make at least one contact in the interval (0,1)

are joined by an edge, then the long-range percolation graph under consideration
is re-obtained.

We obtain, after some basic computations, that∑
x∈Zd\{y}

λ(‖x − y‖) < ∞

for all y ∈ Z
d . It is straightforward to couple the k-ball, |Bk|, to the number of in-

dividuals in the first k generations of a supercritical branching random walk with
a Poisson-distributed offspring size distribution and R∗ < a2 for some a2 > 1 fol-
lows immediately. The branching random walk is the process in which, initially,
one individual (or particle) lives at the origin. This individual stays there forever,
although it can only give birth to new individuals during the first time unit of its
life. This individual gives birth to individuals at vertex x according to a Poisson
process with rate λ(‖x‖).

The set Bk is created by killing upon birth all individuals that are born on a
vertex that is already occupied by another individual. From the theory of branching
processes [18], we know that there exist a random variable, W , which is almost
surely finite, and a constant a′

2 such that for all k ∈ N+, the number of individuals
in the first k generations of such a branching random walk is a.s. bounded above
by W(a′

2)
k .

In the coupled process, |Bk| is bounded above by the number of individu-
als in the first k generations of the branching random walk, which proves that
limk→∞ P(|Bk|1/k < a2) = 1 for a2 > a′

2. �

3.3.2. The lower bound, preliminary lemmas and definitions. In order to prove
that for the given connection function, limk→∞ P(a1 < |Bk|1/k|0 ∈ C∞) = 1 holds,
we need the following lemmas.

LEMMA 3.4. For positive, slowly varying L(x) which is nonincreasing and
strictly less than 1 on [K,∞) for some K > 1, condition (4) is equivalent to the
following condition: for every δ > 0, some K1 := K1(δ) > K exists such that for
r > K1,

∞∑
k=1

log[L(r2k
)]

2k(log[r]) > −δ

and, therefore,
∞∏

k=1

[L(r2k

)]2−k

> r−δ.
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LEMMA 3.5. For positive, slowly varying L(x) which is nonincreasing on
[K,∞) for some K > 1 and satisfies condition (3), there exists K2 ≥ K such that
L(r) < 1 for all r ≥ K2.

LEMMA 3.6. Consider a percolating homogeneous long-range percolation
graph, as in Section 1.2, with nonincreasing connection function λ(r) = r−dL(r),
where L(r) is positive and slowly varying. Let C′

K be the largest cluster of G re-
stricted to vertices in VK := Z

d ∩[�−K/2�, �K/2�)d and edges shared by vertices
both in VK . For every ε > 0, there exist numbers ρ > 0 and K3 = K3(ε) < ∞ such
that for every r ≥ K3,

P(|C′
r | < ρrd) ≤ ε,(15)

P(|C′
r | < ρrd,0 ∈ C′

r |0 ∈ C∞) ≤ ε.(16)

PROOF OF LEMMA 3.4. Since L(x) is nonincreasing and strictly less than 1
for x ≥ K , it is enough to show that − ∫ ∞

K
log[L(x)]
x(log[x])2 dx < ∞ is equivalent to

−∑∞
k=1

log[L(K2k
)]

2k(log[K]) < ∞.

From [7], we know that for slowly varying, eventually decreasing L(x), there
exist a function δ(x), converging to a finite number, and a nonnegative func-
tion ε(x), converging to 0 for x → ∞, such that

L(x) = exp
[
δ(x) −

∫ x

K

ε(t)

t
dt

]
.

Substituting this in gives∫ ∞
K

log[L(x)]
x(log[x])2 dx

=
∫ ∞
K

δ(x) − ∫ x
K ε(t)/t dt

x(log[x])2 dx

(17)

=
∫ ∞
K

δ(x)

x(log[x])2 dx −
∫ ∞
K

∫ ∞
t

ε(t)

t

1

x(log[x])2 dx dt

=
∫ ∞
K

δ(x)

x(log[x])2 dx −
∫ ∞
K

ε(t)

t log[t] dt.

Since δ(x) converges to a finite number and 0 < L(x) < 1 for x ≥ K , it follows
that δ(x) is bounded away from infinity and the first term is finite. Thus, we obtain
that − ∫ ∞

K
log[L(x)]
x(log[x])2 dx < ∞ is equivalent to

∫ ∞
K

ε(t)
t log[t] dt < ∞.

Note that

∞∑
k=1

log[L(K2k
)]

2k(log[K]) =
∞∑

k=1

δ(K2k
)

2k(log[K]) −
∞∑

k=1

∫ K2k

K ε(t)/t dt

2k(log[K])
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and

∞∑
k=1

∫ K2k

K ε(t)/t dt

2k(log[K]) =
∞∑

k=1

k∑
l=1

∫ K2l

K2l−1 ε(t)/t dt

2k(log[K])

=
∞∑
l=1

∞∑
k=l

∫ K2l

K2l−1 ε(t)/t dt

2k(log[K])(18)

=
∞∑
l=1

∫ K2l

K2l−1 ε(t)/t dt

2l−1(log[K]) .

The final term of (18) is bounded below by

∞∑
l=1

∫ K2l

K2l−1

ε(t)

t log[t] dt =
∫ ∞
K

ε(t)

t log[t] dt.

Similarly, we deduce that this term is bounded above by 2
∫ ∞
K

ε(t)
t log[t] dt . Further-

more,
∑∞

k=1
δ(K2k

)

2k(log[K]) is finite since δ(x) converges and is bounded away from

infinity. Therefore,

−
∞∑

k=1

log[L(K2k
)]

2k(log[K]) < ∞ ⇔
∫ ∞
K

ε(t)

t log[t] dt < ∞

and the lemma follows. �

PROOF OF LEMMA 3.5. Because L(x) is not increasing for x > K , we know
that limx→∞ L(x) exists. If limx→∞ L(x) > 0, then

∫ ∞
K L(x)x−1 dx = ∞ and

this violates condition (3). Together with the assumption that L(x) > 0 for all
x > 0, this leads to limx→∞ L(x) = 0 and therefore there exists K2 ∈ R+ such
that L(x) < 1 for all x > K2. �

PROOF OF LEMMA 3.6. This follows immediately from Theorem 3.2 and
Corollary 3.3 in [8], together with the fact that P(0 ∈ C∞) > 0. �

In the remaining proof of Theorem 1.1(b), we use a construction for which the
following definitions are needed.

We define a hierarchy of blocks of vertices in Z
d as follows. For every i ∈ N

and every n̄ ∈ Z
d , we define �i(n̄) := Z

d ∩ [−(li − 1)/2, (li − 1)/2] + n̄li , where
li := (l0)

2i
, l0 is odd and

l0 > max
[(

100

ρ2

)1/(d−2/5)

,
100

16d
,K1(1/5),K2,K3(1/25)

]
.
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The constants ρ,K1(1/5),K2 and K3(1/25) are as in the preceding lemmas. We
say that �i(n̄) is a level i block and note that for every i ∈ N, the level i blocks
form a partition of Z

d . Every level i block is entirely contained in a level i + 1
block and every level i + 1 block contains (l0)

2id level i blocks. We use n̄i(x) to
denote the index of the level i block containing vertex x, that is, for x ∈ V , we
define n̄i(x) ∈ Z

d such that x ∈ �i(n̄i(x)).
Let G be the long-range percolation graph under consideration and let Gi(n̄) be

defined as G restricted to �i(n̄), that is, Gi(n̄) is the graph consisting of vertex set
�i(n̄) and those edges of G for which both end-vertices are in �i(n̄). Let Di (x)

be the set of vertices in �i(n̄i(x)) that are within graph distance

hi := (l0)
d2i + 2i − 1 = (

(l0)
d + 1

)
2i − 1

of x in the graph Gi(n̄i(x)).
A vertex x ∈ Z

d is said to be good up to level 0 if

|D0(x)| ≥ m0 := ρ(l0)
d .

For x ∈ Z
d and S ⊂ Z

d , let x ↔ S denote the event that there is a vertex y ∈ S

such that 〈x, y〉 ∈ E. Furthermore, let

D̄i+1(x) := {
y ∈ Z

d \ (
�i(0) ∪ �i(n̄i(x))

)|y ↔ Di(x), y good up to level i
}

be the set of vertices not in (�i(0) ∪ �i(n̄i(x))) that share an edge with vertices
in Di(x) and that are good up to level i. A vertex x ∈ Z

d is good up to level i + 1
if x is good up to level i and if

Ai+1(x) := |{n̄ ∈ Z
d |�i(n̄) ⊂ �i+1(n̄i+1(x)),

∃y ∈ �i(n̄), s.t. y ∈ D̄i+1(x)}|(19)

≥ mi+1 := c0L(li+1)Mi.

Here, c0 := 2ρ/25, Mi := ∏i
j=0 mj and for i ∈ N+, the constants mi are de-

fined recursively. In words, this means that the number of level i blocks in
�i+1(n̄i+1(x) \ (�i(0) ∪ �i(n̄i(x))) that contain at least one vertex that shares
an edge with a vertex in Di(x) is at least mi+1. Some algebra gives that mi+1 =
L(li+1)(c0m0

∏i
j=1[L(lj )]2−j

)2i = L(li+1)(c0ρ(l0)
d ∏i

j=1[L(lj )]2−j
)2i

for i ∈ N.
Since l0 > K1(1/5) and l0 > K2, Lemmas 3.4 and 3.5 give that

i∏
j=1

[L(lj )]2−j ≥
∞∏

j=1

[L(lj )]2−j ≥ (l0)
−1/5,

while Lemma 3.5 gives

i∏
j=1

[L(lj )]2−j ≤ 1.
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Combining these observations gives that for i ∈ N+,

L((l0)
2i

)(c0ρ(l0)
d−1/5)2i−1 ≤ mi ≤ L((l0)

2i

)(c0ρ(l0)
d)2i−1

.

Since L(x) is slowly varying, this implies that there exist constants 1 < c′
0 < c′′

0 <

∞ and 0 < ĉ′
0 < ĉ′′

0 < ∞ such that ĉ′
0(c

′
0)

2i
< mi < ĉ′′

0(c′′
0)2i

holds for all i ∈ N+.
A vertex is ultimately good if it is good up to every level i ∈ N.

3.3.3. Outline of proof of lower bound in Theorem 1.1(b). As may be guessed
from the definitions above, the proof will follow a renormalization scheme. The
following steps are taken.

• We observe that if x is good up to level i + 1, then |Di+1(x)| ≥ mi+1|Di (x)|
and x is good up to all levels 0 ≤ j ≤ i. Therefore,

|Di (x)| ≥ Mi = mi+1(c0L(li+1)
−1)

= 1

c0

(
c0

i∏
j=1

[L(lj )]2−j

m0

)2i

= 1

c0

(
c0ρ

i∏
j=1

[L(lj )]2−j

(l0)
d

)2i

(20)

≥ 1

c0

(
c0ρ

∞∏
j=1

[L(lj )]2−j

(l0)
d

)2i

≥ 1

c0
(c0ρ(l0)

d−1/5)2i

.

Here, we have used the fact that l0 > K2. Note that, by l0 > (100/ρ2)1/(d−2/5),
we have

c0ρ(l0)
d−1/5 > (2ρ2/25)(100/ρ2)(d−1/5)/(d−2/5) > 8.(21)

• Recall that Bk(x) is the set of vertices in Z
d within graph distance k (in G)

of x. Note that Di(x) ⊂ Bhi
(x). We show that if x is ultimately good, then

|Bhi
(x)|1/hi+1 > a′

1 for some a′
1 > 1, which, in turn, implies that if x is ulti-

mately good, then |Bk(x)|1/k > a1 for all k ≥ 1 and some a1 > 1.
• We show that l0 is large enough to guarantee that the probability that x is ulti-

mately good is positive and ρc0(l0)
d−1/5 > 1.

• We use a zero–one law to prove that the number of ultimately good vertices is
infinite.

• Finally, we show that |Bj |1/j := |Bj (0)|1/j > a1 if 0 ∈ C∞.

3.3.4. Proof of R∗ > 1. We are now ready to state a lemma which will lead to
the proof of Theorem 1.1(b).

LEMMA 3.7. Consider a percolating homogeneous long-range percolation
model, as defined in Section 1.2, with vertex set Z

d and connection function λ(r) =
r−dL(r), where L(r) is positive, slowly varying, decreasing on [K,∞) for some
K > 0 and satisfies (3) and (4). If ρ, c0 and l0 are as above, then the number of
ultimately good vertices in Z

d is a.s. infinite.



1602 P. TRAPMAN

PROOF OF THEOREM 1.1(b). Note that ρc0(l0)
d−1/5 > 1, by (21), and if x is

ultimately good, then (20) implies that for 2i (1 + (l0)
d) ≤ k < 2i+1(1 + (l0)

d),

|Bk(x)| ≥ 1

c0
(ρc0(l0)

d−1/5)2i ≥ c−1
0 (ρc0(l0)

d−1/5)(1+(l0)
d )−1k/2,

where we have used the fact that l0 > max(K1(1/5),K2).
Lemma 3.7 implies that there is at least one ultimately good vertex in Z

d . By the
construction of Di (x), it is clear that an ultimately good vertex is in an infinite clus-
ter of G. By the uniqueness of the infinite cluster of G, we know that conditioned
on {0 ∈ C∞}, the random variable Y := min{D(0, x);x ∈ Z

d, x is ultimately good}
is a.s. finite. Therefore,

(Bk+Y )1/(k+Y ) ≥ (
((c0)

−1(ρc0(l0)
d−1/5))(1+(l0)

d )−1k/2)1/(k+Y )

≥ (
(c0)

−1/(k+Y )(ρc0(l0)
d−1/5)

)(1+(l0)
d )−1k/(2(k+Y ))

,

which converges to a′
1 := (ρc0(l0)

d−1/5)(2+2(l0)
d )−1

> 1 and, therefore, there exists
a constant a1 > 1 such that

lim
k→∞P(a1 < |Bk|1/k|0 ∈ C∞) = 1,

which proves the theorem. �

For the proof of Lemma 3.7, we need a bound for

P(x is good up to level i + 1|x is good up to level 0).

We obtain this bound by using the following lemma.

LEMMA 3.8. Consider a percolating homogeneous long-range percolation
model, as defined in Section 1.2, with vertex set Z

d and connection function λ(r) =
r−dL(r), where L(r) is positive, slowly varying, nonincreasing on [K,∞) for
some K > 0 and satisfies (3) and (4). If ρ, c0 and l0 are as above, then, for i ∈ N,

P(x is good up to level i + 1|x is good up to level i) ≥ 1 − 4−2i

.

PROOF. If we assume that the statement holds for j < i, then

P(x is good up to level i|x is good up to level 0)

≥ 1 −
i−1∑
j=0

P(x is not good up to level j + 1|x is good up to level j)(22)

≥ 1 −
i−1∑
j=0

4−2j ≥ 1 −
i−1∑
j=0

4−(j+1) = 1 − 1 − 4−i

3
≥ 2/3.
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Furthermore, note that if the random variable X is binomially distributed with
parameters n and p, then, by Chebyshev’s inequality, we have

P

(
X <

E(X)

2

)
≤ 4 Var(X)

(E(X))2 = 4(1 − p)

np
≤ 4

np
.(23)

Observe that if x and y are not in the same level i block, then the events
{y is good up to level i} and {y ↔ Di(x)} are independent, because different
edges are involved. We already know, by (20), that if x is good up to level i, then

|Di(x)| ≥ 1

c0

(
c0ρ

i∏
j=1

[L(lj )]2−j

(l0)
d

)2i

.(24)

Furthermore, all vertices in �i+1(n̄i+1(x)) \ (�i(0) ∪ �i(n̄i(x))) have probabil-
ity exceeding 1 − exp[−|Di(x)|λ(li+1)] to share an edge with a vertex in Di(x).
Therefore, the probability that a given level i block,

�i(n̄
′) ⊂ �i+1(n̄i+1(x)) \ (

�i(0) ∪ �i(n̄i(x))
)
,

contains a vertex (say y) that is good up to level i and shares an edge with a vertex
in Di (x) is bounded below by

P
(
y is good up to level 0|y is chosen uniformly at random from �i(n̄i(y))

)
× P(y is good up to level i|y is good up to level 0)

× P
∗
(
�i(n̄i(y)) ↔ Di(x)||Di (x)| = 1

c0

(
c0ρ

i∏
j=1

[L(lj )]2−j

(l0)
d

)2i )
.

Here, P
∗ is the product measure for which a pair of vertices x, y ∈ Z

d share an
edge with probability 1 − e−λ(lR(x,y)), where

R(x, y) = inf{i ∈ N;y ∈ �i(n̄i(x))}.
Note that

P
∗
(
�i(n̄i(y)) ↔ Di (x)||Di (x)| = 1

c0

(
c0ρ

i∏
j=1

[L(lj )]2−j

(l0)
d

)2i )

≤ P

(
�i(n̄i(y)) ↔ Di (x)||Di (x)| = 1

c0

(
c0ρ

i∏
j=1

[L(lj )]2−j

(l0)
d

)2i )
.

By Lemma 3.6 and l0 > K3(1/25), we see that

P
(
y is good up to level 0|y is chosen uniformly

(25)
at random from �i(n̄i(y))

) ≥ 24
25ρ.
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Furthermore,

P
∗
(
�i(n̄i(y)) ↔ Di (x)||Di (x)| = 1

c0

(
c0ρ

i∏
j=1

[L(lj )]2−j

(l0)
d

)2i )

= 1 − exp

[
− 1

c0

(
c0ρ

i∏
j=1

[L(lj )]2−j

(l0)
d

)2i

(l0)
d2i

λ(li+1)

]

= 1 − exp

[
− 1

c0

(
c0ρ

i∏
j=1

[L(lj )]2−j

)2i

L(li+1)

]

≥ L(li+1)

2c0

(
c0ρ

i∏
j=1

[L(lj )]2−j

)2i

,

where we have used the fact that 1 − e−x ≥ x/2 for 0 < x ≤ 1, and the facts that
ρ, c0 < 1 and l0 > K2.

Observe that Ai+1(x) is dominated by a random variable which is binomially
distributed with parameters ni and pi , where

ni = (li+1/li)
d − 1 = (l0)

d2i − 1 ≥ (l0)
d2i

/2

and

pi > 24
25ρ 2

3

(
1 − exp[−(l0)

d2i |Di(x)|λ(li+1)])
by (22) and (25).

If x is good up to level i, then by (24), it holds that

pi >

(
16ρ

25

(
1 − exp

[
−(l0)

d2i 1

c0

(
c0ρ

i∏
j=1

[L(lj )]2−j

(l0)
d

)2i

λ(li+1)

]))

≥ 8ρL(li+1)

25c0

(
c0ρ

i∏
j=1

[L(lj )]2−j

)2i

= 8ρ

25c0

(
c0ρ[L(li+1)]2−(i+1)

i+1∏
j=1

[L(lj )]2−j

)2i

≥ 8ρ

25c0

(
c0ρ

[ ∞∏
j=1

[L(lj )]2−j

]2)2i

.
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The second line above, together with c0 = 2ρ/25, implies that

mi+1 = L(li+1)

(
c0ρ(l0)

d
i∏

j=1

[L(lj )]2−j

)2i

= 25c0

4ρ

(l0)
d2i

(l0)d2i − 1

nipi

2
<

nipi

2
.

By

nipi

2
≥ 1

4
(l0)

d2i 8ρ

25c0

(
c0ρ

[ ∞∏
j=1

[L(lj )]2−j

]2)2i

(26)

= 2ρ

25c0

(
c0ρ

[ ∞∏
j=1

[L(lj )]2−j

]2

(l0)
d

)2i

,

together with l0 > (100/ρ2)1/(d−2/5), c0 := 2ρ/25 and (23), we obtain,

P
(
Ai+1(x) ≥ mi+1|x is good up to level i

)
≥ P

(
Ai+1(x) ≥ nipi

2

∣∣∣∣x is good up to level i

)

≥ 1 − 4

nipi

≥ 1 − 25c0

ρ

(
c0ρ

[ ∞∏
j=1

[L(lj )]2−j

]2

(l0)
d

)−2i

≥ 1 −
(
ρ2/25

[ ∞∏
j=1

[L(lj )]2−j

]2

(l0)
d

)−2i

≥ 1 − 1

42i
.

This completes the proof of Lemma 3.8. �

PROOF OF LEMMA 3.7. The first step in the proof is the observation that the
event

E := {the number of ultimately good vertices in Z
d is infinite}

is independent of any finite set of edges. Indeed, for every finite set of edges E0,
there is an i ∈ N such that all edges in E0 are shared by vertices in �i(0). However,
whether a vertex x with r(0, x) > i is ultimately good does not depend on edges
with at least one end-vertex in �i(0). Therefore, E does not depend on E0.

By a Kolmogorov-like zero–one law (see, e.g., [17], page 289), we know that
the probability that there will be infinitely many ultimately good vertices is either
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0 or 1. We will prove that, with positive probability, every annulus of the form
�i+1(0) \ �i(0) with i ∈ N contains at least one ultimately good vertex. This will
prove the lemma.

Note that, by Lemma 3.8,

P(x is ultimately good|x is good up to level 0) ≥ 1 −
∞∑
i=0

1

42i
≥ 2/3

and, thus, by Lemma 3.6,

P(x is ultimately good|x ∈ C∞)

≥ P(x is ultimately good|x is good up to level 0)

× P(x is good up to level 0|x ∈ C∞)

≥ 2
3

24
25 .

The probability that the annulus �i+1(0)\�i(0) contains no vertex that is good
up to level i is given by(

P
(
�i(0) contains no vertex that is good up to level i

))(li+1/li )−1
,

where we have used the fact that the events that vertices in different level i

blocks are good up to level i are independent. Note that by Lemma 3.6 and
L0 > L3(1/25), we have

P
(
�i(0) contains no vertex that is good up to level i

)
≤ 1 − P(x is ultimately good|x is good up to level 0)

× P
(
�0(0) contains at least one vertex that is good up to level 0

)
≤ 1 − 48/75

= 9/25.

Therefore, the probability that the annulus �i+1(0) \�i(0) contains no vertex that

is good up to level i is less than or equal to (9/25)(d(l0)
2i −1), which, in turn, is less

than e−(16d/50)(l0)
2i

, by 1 − x ≤ e−x . Furthermore, by Lemma 3.8, it holds that

P(x is ultimately good|x is good up to level i)

≥ 1 −
∞∑

j=i

4−2j ≥ 1 −
∞∑

j=i+1

4−j(27)

≥ 1 − (1/3)4−i .

For every i ∈ N, the event that the annulus �i+1(0)\�i(0) contains at least one
ultimately good vertex is increasing (for a definition of increasing events, see [16],
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page 32), so by the FKG inequality [14, 16], we obtain

P

(⋂
i∈N

{(
�i+1(0) \ �i(0)

)
contains at least one ultimately good vertex

})

≥ ∏
i∈N

P
(
�i+1(0) \ �i(0) contains at least one ultimately good vertex

)

≥ ∏
i∈N

(
1 − e−(16d/50)(l0)

2i )(
1 − (1/3)4−i)

≥ ∏
i∈N

(
1 − e−(16d/50)l02i )(

1 − (1/3)4−i)

≥ 1 − ∑
i∈N

e−(16d/50)l02i − ∑
i∈N

(1/3)4−i

≥ 1 − ∑
i∈N+

e−(16d/50)l0i − 4/9

≥ 1 − e−(16d/50)l0

1 − e−(16d/50)l0
− 4/9

≥ 1/18,

where we have used the facts that l0 > 100/(16d) and e−x(1 − e−x)−1 < x−1 for
x > 0 in the final inequality. �
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