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A PECULIAR TWO POINT BOUNDARY VALUE PROBLEM

BY HUADONG PANG1,2 AND DANIEL W. STROOCK2

Massachusetts Institute of Technology

In this paper we consider a one-dimensional diffusion equation on the
interval [0,1] satisfying non-Feller boundary conditions. As a consequence,
the initial value Cauchy problem fails to preserve nonnegativity or bounded-
ness. Nonetheless, probability theory plays an interesting role in our analysis
and understanding of solutions to this equation.

1. Introduction. In this article, we continue the study, started in [6] and [7],
of a diffusion equation in one dimension with a boundary condition for which the
minimum principle fails. The main distinction between the situation here and the
one studied earlier is that we are now dealing with a problem in which there are
two boundary points, not just one, and the addition of the second boundary point
introduces some new phenomena which we find interesting.

Although the relationship is not immediately apparent, related considerations
appear in [3] and [4].

1.1. The problem and a basic result. Let F be the space of bounded func-
tions on [0,1] which are continuous on (0,1) but not necessarily continuous at
the boundary {0,1}. Convergence of {fn}∞1 ⊆ F to f in F means that {‖fn‖u}∞1
is bounded, fn(x) −→ f (x) for each x ∈ [0,1] and uniformly for x in compact
subsets of (0,1).

In the next definition, and hereafter, we use the probabilistic convention of writ-
ing u(t, x) where analysts would use u(x, t). As usual,

u̇ ≡ ∂u

∂t
, u′ ≡ ∂u

∂x
and u′′ ≡ ∂2u

∂x2 .

Now let U be the space of functions u ∈ C1,2((0,∞) × [0,1];R) with the proper-
ties that u is bounded on (0,1] × [0,1] and, for each 0 < T1 < T2 < ∞, u̇, u′ and
u′′ are bounded on [T1, T2] × [0,1]. Note that we are insisting that u be C1,2 right
up to, and including, the spacial boundary (0,∞) × {0,1}.

Because its proof is more easily understood after seeing the proofs of the other
results in this article, we have put the derivation of the following basic existence
and uniqueness statement into an Appendix at the end of this article.
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THEOREM 1.1. Let (µ,σ ) ∈ R
2 be given.

(i) Suppose that u ∈ U satisfies

u̇ = 1
2u′′ + µu′ on (0,∞) × (0,1),

(1.1)
u̇(t,0) = −σu′(t,0) and u̇(t,1) = σu′(t,1) for t ∈ (0,∞).

If, as t ↘ 0, u(t, ·) converges uniformly on compact subsets of (0,1), then both
u(t,0) and u(t,1) converge as t ↘ 0, and so u(t, ·) converges in F .

(ii) Given f ∈ F , there is a unique uf ∈ U which satisfies (1.1) and the initial
condition that, as t ↘ 0, u(t, ·) converges to f in F .

In particular, if Qtf ≡ uf (t, ·), then {Qt : t ≥ 0} is a semigroup of bounded, con-
tinuous operators on F . [See (3.2) below for more information.]

For semigroup enthusiasts, it may be helpful to think of the operator Qt as
exp(tH) where Hf = 1

2f ′′ + µf ′ with domain

dom(H)

= {
f ∈ C2([0,1];R) : 1

2f ′′(k) + µf ′(k) = (−1)1−kσf ′(x) for k ∈ {0,1}}.
For probabilists, it may be helpful to remark that, unless σ ≤ 0, {Qt : t ≥ 0} is not
a Markov semigroup.

1.2. Nonnegativity and growth of solutions. If σ ≤ 0, then uf (·, ·) ≥ 0 if and
only if f ≥ 0, and therefore {Qt : t ≥ 0} is a Markov (i.e., nonnegativity preserv-
ing) semigroup. This may be proved by either an elementary minimum principle
argument or the well-known probabilistic model. [The corresponding diffusion is
Brownian motion in (0,1) with drift µ which, depending on whether σ = 0 or
σ < 0, is either absorbed when it hits {0,1} or has a “sticky” reflection there.]
However, when σ > 0, the minimum principle is lost, and, as a consequence
{Qt : t ≥ 0} is no longer Markov. Nonetheless, we will show that there is a certain
{Qt : t ≥ 0}-invariant subspace of F on which the Qt ’s do preserve nonnegativity.
To describe this subspace, we need the following.

THEOREM 1.2. Given a continuously differentiable function J : [0,1] −→ R
2,

set

B(J ) =

−2µσ + J ′

0(0)

2
−J ′

0(1)

2
J ′

1(0)

2
2µσ − J ′

1(1)

2




=
(

2σµ − 1

2

(
J ′(0), J ′(1)

))(−1 0
0 1

)
.
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Then, for each σ > 0 and µ ∈ R, there exist a unique solution J σ,µ to
1
2J ′′(x) − µJ ′(x) + B(J )J (x) = 0 on [0,1]

(R)

J (0) =
(

2σ

0

)
and J (1) =

(
0

2σ

)
which satisfies

max
k∈{0,1}

∫ 1

0
|Jk(x)|dx

{≤ 1, if σ ≥ µ cothµ,
< 1, if σ < µ cothµ.

(1.2)

Moreover, J σ,µ ≥ 0 in the sense that both of its components are nonnegative.
Finally, set Bσ,µ = B(Jσ,µ). Then Bσ,µ has real eigenvalues λ

σ,µ
1 < λ

σ,µ
0 ≤ 0,

λ
σ,µ
0 < 0 if and only if σ > µ cothµ, and the corresponding eigenvector V

σ,µ
0 can

be chosen to be strictly positive with (V
σ,µ
0 )0 + (V

σ,µ
0 )1 = 1, whereas the eigenvec-

tor V
σ,µ
1 corresponding to λ

σ,µ
1 can be chosen so that (V

σ,µ
1 )0 > 0 > (V

σ,µ
1 )1 and

(V
σ,µ
1 )0 − (V

σ,µ
1 )1 = 1. (See Lemmas 2.1 and 2.2 below for more information.)

Referring to the quantities in Theorem 1.2, we have the following. When µ = 0,
some of the same conclusions were obtained in [8] using an entirely different ap-
proach, one which is based on the use of an inner product which is not definite.
Also, the criterion given below for nonnegativity is analogous to, but somewhat
more involved, than the one given in [6], where the same sort of problem is con-
sidered on half line [0,∞),

THEOREM 1.3. Assume that σ > 0, and, for f ∈ F , define

Dσ,µf =
(

f (0) − 〈f,J
σ,µ
0 〉

f (1) − 〈f,J
σ,µ
1 〉

)
,

where 〈ϕ,ψ〉 ≡ ∫ 1
0 ϕ(x)ψ(x)dx. Then uf ≥ 0 if and only if f ≥ 0 and Dσ,µf =

αV
σ,µ
0 for some α ≥ 0. Moreover, if Fσ,µ denotes the subspace of f ∈ F with

Dσ,µf = 0, then Fσ,µ is invariant under {Qt : t ≥ 0} and the restriction {Qt �
Fσ,µ : t ≥ 0} is a Markov semigroup which is conservative (i.e., Qt1 = 1) if and
only if σ ≥ µ cothµ. Finally, if f ∈ F and Dσ,µf = a0V

σ,µ
0 + a1V

σ,µ
1 , then, uni-

formly for x ∈ [0,1]
a1 
= 0 �⇒ lim

t→∞ etλ
σ,µ
1 uf (t, x) = a1g

σ,µ
1 (x)(1.3)

and

a1 = 0 
= a0 �⇒




lim
t→∞ etλ

σ,µ
0 uf (t, x) = a0g

σ,µ
0 (x), if σ > µ cothµ,

lim
t→∞ t−1uf (t, x) = a0g

σ,µ
0 (x), if σ = µ cothµ,

lim
t→∞uf (t, x) = a0g

σ,µ
0 (x), if σ < µ cothµ,

(1.4)

where g
σ,µ
1 takes both strictly positive and strictly negative values whereas g

σ,µ
0 is

always strictly positive and is constant when σ ≤ µ cothµ. [Explicit expressions
are given for g

σ,µ
k , k ∈ {0,1}, in (3.1) below.]



1626 H. PANG AND D. W. STROOCK

REMARK. It should be mentioned that the Harnack principle discussed in Sec-
tion 5 of [7] transfers immediately to the setting here. Namely, if u is a non-
negative solution to u̇ = 1

2u′′ + µu′ in a region of the form [T1, T2] × [0,R]
and u̇(t,0) = −σu′(t,0) for t ∈ [T1, T2], then, for each T1 < t1 < t2 < T2 and
0 < r < R, there is a constant C < ∞ such that u(s, x) ≤ Cu(t, y) for all
(s, x), (t, y) ∈ [t1, t2] × [0, r], and an analogous result holds when the region is
of the form [T1, T2] × [R,1]. The surprising aspect of this Harnack principle is
that, because of the boundary condition, one can control u(s, x) in terms of u(t, y)

even when s ≥ t , whereas usual Harnack principles for nonnegative solutions to
parabolic equations give control only when s < t .

1.3. The basic probabilistic model. The necessary stochastic calculus may be
found, for example, in [2] or [5]. In particular, the second of these also contains
the relevant “Markovian” results.

The probabilistic model associated with our boundary value problem can be
described as follows. First, let X be Brownian motion with drift µ and reflection at
the boundary {0,1}. That is, if B a standard Brownian motion, then one description
of X is as the solution to the Skorohod stochastic integral equation

0 ≤ Xt = X0 + Bt + µt + (L0)t − (L1)t ≤ 1,

where L0 and L1 are the “local times” of X at 0 and 1, respectively. In particular,
for k ∈ {0,1}, t � (Lk)t is nonincreasing and increases only on {t :Xt = k}. Next,
set

�t ≡ t − σ−1(L0)t − σ−1(L1)t ,
(1.5)

ζt ≡ inf{τ > 0 :�τ > t} and Yt ≡ X(ζt ).

When σ = 0, the interpretation of ζt is that it is equal t ∧ inf{τ ≥ 0 :Xτ ∈ {0,1}},
and so Y is absorbed at the first time it leaves (0,1). When σ < 0, Y is Brownian
motion in (0,1) with drift µ and a “sticky” (i.e., it spends positive time) reflection
at {0,1}. When σ > 0, ζt may be infinite, in which case we send Yt to a “grave-
yard” ∂ (i.e., an absorbing state outside of [0,1]).

The connection between (1.1) and these processes is that, for each f ∈ F and
T ≥ 0, an application of standard Itô calculus shows that (note that X0 ∈ {0,1} and
σ > 0 �⇒ ζ0 > 0 a.s.)

uf (T − �t,Xt) ∈ R is a continuous local martingale in t.(1.6)

In particular,

uf bounded and P

(
ζT = ∞ �⇒ lim

t↗ζT

uf (T − �t,Xt) = 0
∣∣∣X0 = x

)
= 1

(1.7)
�⇒ uf (T , x) = E[f (YT ), ζT < ∞|X0 = x].

Similarly,

uf ≥ 0 �⇒ uf (T , x) ≥ E[f (YT ), ζT < ∞|X0 = x].(1.8)
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REMARK. It should be emphasized that, although the process Y is a familiar,
continuous diffusion when σ ≤ 0, it is discontinuous when σ > 0. Indeed, when
σ > 0, although Y behaves just like X as long as it stays away from {0,1}, upon
approaching {0,1}, Y either jumps back inside or gets sent to ∂ . In particular, even
though it is right-continuous and has left limits, Y is not a Hunt process because
its jump times are totally accessible.

In order to make the connection between Y and the functions J
σ,µ
k in Theo-

rem 1.2, we will need the following lemma about the behavior of �t as t → ∞.

LEMMA 1.1. Assume that σ > 0 and take µ cothµ = 1 when µ = 0. Then,
almost surely,

lim
t→∞�t =

{∞, if σ > µ cothµ,

−∞, if σ < µ cothµ,
(1.9)

and

σ = µ cothµ �⇒ lim sup
t→∞

±�t = ∞.(1.10)

In particular, for all T ≥ 0, σ ≥ µ cothµ �⇒ ζT < ∞ a.s. and σ < µ cothµ �⇒
limt→∞ �t = −∞ a.s. on {ζT = ∞}.

PROOF. Assume that µ 
= 0, and set

ψ(x) = −
(
x + e−2µx

µ(1 + e−2µ)

)
cothµ.

Then, 1
2ψ ′′ +µψ ′ = −µ cothµ and ψ ′(0) = 1 = −ψ ′(1), and so, by Itô’s formula,

Mt ≡
∫ t

0
ψ ′(Xτ ) dBτ

= ψ(Xt) + (µ cothµ)t − (L0)t − (L1)t

= ψ(Xt) − (σ − µ cothµ)t + σ�t .

Since limt→∞ t−1|Mt | = 0 a.s., this proves that

lim
t→∞

�t

t
= 1 − µ cothµ

σ
a.s.,

which completes the proof of (1.9) when µ 
= 0 and σ 
= µ cothµ. In addition,
when µ 
= 0 and σ = µ cothµ, the preceding says that ψ(Xt) + σ�t = Mt , and
so the desired result will follow once we check that lim supt→∞ ±Mt = ∞ a.s.,
which, in turn, comes down to showing that

∫ ∞
0 ψ ′(Xτ )

2 dτ = ∞ a.s. But, by
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standard ergodic theoretic considerations,

lim
t→∞

1

t

∫ t

0
ψ ′(Xτ )

2 dτ =
∫
(0,1)

ψ ′(y)2ν(dy) > 0 where ν(dy) = 2µe2µy

e2µ − 1
dy

is the stationary measure for X. Thus, the case when µ 
= 0 is complete. The case
µ = 0 can be handled in the same way by considering the function ψ(x) = x(1 −
x). �

As a consequence of Lemma 1.1, we can now make the connection alluded to
above.

THEOREM 1.4. Assume that σ > 0. For all bounded, measurable ϕ :
(0,1) −→ R,

E
[
ϕ

(
Xζ0

)
, ζ0 < ∞|X0 = k

] = 〈ϕ,J
σ,µ
k 〉, k ∈ {0,1}.(1.11)

In particular, P(ζ0 < ∞|X0 = k) = 〈1, J
σ,µ
k 〉 and J

σ,µ
k /〈1, J

σ,µ
k 〉 is the density for

the distribution of Y0 = Xζ0 given that X0 = k and ζ0 < ∞.

PROOF. Clearly, it suffices to treat the case when ϕ is continuous as well
as bounded. Given such a ϕ, define f ∈ F so that f � (0,1) = ϕ and f (k) =
〈ϕ,J

σ,µ
k 〉 for k ∈ {0,1}. Then, by Theorem 1.3, uf is bounded and, as t → ∞,

uf (t, x) −→ 0 uniformly for x ∈ [0,1] when σ < µ cothµ. Hence, by Lemma 1.1
and (1.7),

〈ϕ,J
σ,µ
k 〉 = f (k) = E

[
ϕ

(
Xζ0

)
, ζ0 < ∞|X0 = k

]
. �

2. The Riccati equation. In this section we will prove Theorem 1.2 and the
connection between solutions to (R) and solutions to (1.1). Throughout, we assume
that σ > 0.

2.1. Uniqueness of solutions to (R).

THEOREM 2.1. Suppose that J ∈ C2([0,1];R
2) is a solution to (R), and de-

fine B(J ) accordingly, as in Theorem 1.1 Next, for f ∈ F , set

DJ f ≡
(

f (0) − 〈f,J0〉
f (1) − 〈f,J1〉

)
.

Then, for any f ∈ F , DJ uf (t) = e−tB(J )DJ f , and so DJ f = 0 �⇒ DJ uf (t) = 0
for all t ≥ 0. In particular, if m(J ) ≡ ∫ 1

0 |J0(x)|dx ∨ ∫ 1
0 |J1(x)|dx ≤ 1, then

DJ f = 0 implies that ‖uf ‖u ≤ ‖f ‖u, and, if m(J ) < 1, then DJ f = 0 implies
‖uf (t)‖u −→ 0 as t → ∞. Finally, if J ≥ 0, then for any nonnegative f ∈ F with
the property that DJ f is a nonnegative eigenvector of B(J ), uf ≥ 0.
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PROOF. If J is any solution to (R), then,

d

dt
〈uf (t), J 〉 =

〈
1

2
u′′

f (t) + µu′
f , J

〉

=
〈
uf (t),

1

2
J ′′ − µJ

〉
+ 1

2

(
u′

f (t,1)J (1) − u′
f (t,0)J (0)

)

− 1

2

(
uf (t,1)J ′(1) − uf (t,0)J ′(0)

)
+ µ

(
uf (t,1)J (1) − uf (t,0)J (0)

)
= −B(J )〈uf (t), J 〉 + d

dt

(
uf (t,0)

uf (t,1)

)
+ B(J )

(
uf (t,0)

uf (t,1)

)
,

and so d
dt

DJ uf (t) = −B(J )DJ uf (t), which is equivalent to DJ uf (t) =
e−tB(J )DJ f .

Now assume that m(J ) ≤ 1 and that DJ f = 0. To see that ‖uf ‖u ≤ ‖f ‖u, let
ε > 0 be given and suppose that ‖uf (t)‖u ≥ ‖f ‖u + ε for some t ≥ 0. We can then
find a T > 0 such that ‖uf (T )‖u = ‖f ‖u + ε > ‖uf (t)‖u for 0 ≤ t < T . Clearly,
there exists an x ∈ [0,1] for which |uf (T , x)| = ‖f ‖+ε. If x ∈ (0,1), then, by the
strong maximum principle for the parabolic operator ∂t − 1

2∂2
x − µ∂x , |uf | must

be constantly equal to ‖f ‖u + ε on (0, T )× (0,1), which is obviously impossible.
Thus, it remains to check that x can always be chosen from (0,1). To this end,
simply note that if |uf (T , x)| < ‖f ‖u + ε for all x ∈ (0,1), then, for k ∈ {0,1},
|uf (T , k)| = |〈uf (T ), Jk〉| < ‖f ‖u + ε also.

Next assume that m(J ) < 1 and that DJ f = 0. To see that ‖uf (t)‖u −→ 0 as
t → ∞, it suffices to show that ‖uf (1)‖u ≤ θ‖f ‖u for some θ ∈ (0,1) which is in-
dependent of f . Indeed, by the semigroup property and the fact that DJ uf (t) = 0
for all t ≥ 0, one would then know that ‖uf (t)‖u ≤ θn‖f ‖u for t ≥ n. To produce
such a θ , let ρ denote that first time that the process X leaves (0,1). Then

uf (1, x) = E[f (X1), ρ > 1|X0 = x] + E[uf (1 − ρ,Xρ), ρ ≤ 1|X0 = x].
Because ‖uf ‖u ≤ ‖f ‖u and |uf (t, k)| = |〈uf (t, ·), Jk〉| ≤ m(J )‖f ‖u, this leads to
‖uf (1)‖u ≤ θ‖f ‖u with θ = 1 − η(1 − m(J )), where η = infx∈[0,1] P(ρ ≤ 1|X0 =
x) > 0.

Finally, assume that J ≥ 0 and that DJ f is a nonnegative eigenvector for
B(J ). If f > 0 and uf ever becomes negative, then there exists a T > 0 such
that uf (t) > 0 for t ∈ [0, T ) and uf (T , x) = 0 for some x ∈ [0,1]. Again, from
the strong maximum principle, we get a contradiction if x ∈ (0,1). At the same
time, because uf (T , k) ≥ 〈uf (T ), Jk〉 for k ∈ {0,1}, we see that the only way that
uf (T ) can vanish somewhere on [0,1] is if vanishes somewhere on (0,1). Thus,
when f > 0, uf ≥ 0. To handle the case when f ≥ 0, define g ∈ F so that g = 1
in (0,1) and g(k) = 〈1, Jk〉 for k ∈ {0,1}. Next, apply the preceding result to see
that uf + εug = uf +εg ≥ 0 for all ε > 0, and conclude that uf ≥ 0. �
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COROLLARY 2.1. Let J be a solution to R which satisfies (1.2). Then

〈f,Jk〉 = E
[
f

(
Xζ0

)
, ζ0 < ∞|X0 = k

]
for f ∈ F and k ∈ {0,1}

if either σ ≥ µ cothµ and (cf. the notation in Theorem 2.1) m(J ) ≤ 1 or σ <

µ cothµ and m(J ) < 1. In particular, in each of these cases, there is at most one
such J , that J must be nonnegative, and 〈1, Jk〉 = P(ζ0 < ∞|X = k) for k ∈ {1,2}.

PROOF. Given the results in Theorem 2.1, there is no difference between the
proof of this result and the proof given earlier of Theorem 1.4. �

By combining Theorems 1.4 and 2.1 with (1.8), we have a proof of the
first assertion in Theorem 1.4. Namely, if uf ≥ 0, then (1.8) says that f (k) ≥
E[f (Xζ0), ζ0 < ∞|X0 = k] and Theorem 1.4 says that E[f (Xζ0), ζ0 < ∞|X0 =
k] = 〈f,J

σ,µ
k 〉. Hence, we now know that uf ≥ 0 �⇒ Dσ,µf ≥ 0, and, by the

semigroup property, this self-improves to uf ≥ 0 �⇒ Dσ,µuf (t) ≥ 0 for all t ≥ 0.
Now suppose (cf. Theorems 1.2 and 1.3) that Dσ,µf = a0V0 + a1V1. Then, by
Theorem 2.1, Dσ,µuf (t) = a0e

−λ
σ,µ
0 tV0 + a1e

−λ
σ,µ
1 tV1. Thus, if a1 
= 0, then the

ratio of the components of Dσ,µuf (t) is negative for sufficiently large t > 0, and
so a1 = 0 if uf ≥ 0. Hence, uf ≥ 0 �⇒ 0 ≤ Dσ,µf = a0V0 and therefore that
a0 ≥ 0.

2.2. Existence of solution to (R). To find solutions to (R), we will first look
for solutions to

1
2J ′′ − µJ ′ + BJ = 0 with J (0) =

(
2σ

0

)
and J (1) =

(
0

2σ

)
(2.1)

for any nonsingular matrix B , and we will then see how to choose B so that B =
B(J ). For this purpose, set � =

√
µ2 − 2B (because of potential problems coming

from nilpotence, this assignment of � should be thought of as an ansatz which is
justified, ex post facto by the fact that it works) and

J (x) = 2σeµx

[
sinh(1 − x)�

sinh�

(
1
0

)
+ e−µ sinhx�

sinh�

(
0
1

)]
,(2.2)

where we take sinhxω
sinhω

≡ x when ω = 0. It is clear that the J in (2.2) solves (2.1).
In addition,

B(J ) = σ

[
µ

(−1 0
0 1

)
− � coth� + �

sinh�

(
0 eµ

e−µ 0

)]
.

Hence, we are looking for B’s such that the corresponding � satisfies

µ2I − �2

2σ
= µ

(−1 0
0 1

)
− � coth� + �

sinh�

(
0 eµ

e−µ 0

)
.(2.3)
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To solve (2.3), suppose that W = (w0,w1) is a left eigenvector of � with eigen-
value ω. Then

µ2 − ω2

2σ
w0 = −(µ + ω cothω)w0 + e−µω

sinhω
w1,

µ2 − ω2

2σ
w1 = (µ − ω cothω)w1 + eµω

sinhω
w0,

and so

w1

w0
=

(
µ2 − ω2

2σ
+ ω cothω + µ

)
eµ sinhω

ω
,

w0

w1
=

(
µ2 − ω2

2σ
+ ω cothω − µ

)
e−µ sinhω

ω
.

In particular, ω must be a solution to

µ2 − ω2

2σ
+ ω cothω = ±

√
µ2 + ω2

sinh2 ω
(2.4(±))

and

w1

w0
=

(
±

√
µ2 + ω2

sinh2 ω
+ µ

)
eµ sinhω

ω
,

(2.5(±))
w0

w1
=

(
±

√
µ2 + ω2

sinh2 ω
− µ

)
e−µ sinhω

ω
.

LEMMA 2.1. There is a unique ω ≥ 0 which solves (2.4(−)). Moreover, if ω1
denotes this unique solution, then ω1 > |µ|. On the other hand, |µ| is always a
solution to (2.4(+)), and there is a second solution ω ∈ (|µ|,ω1) if σ > µ cothµ.

PROOF. Without loss in generality, we will assume that µ ≥ 0.
Clearly, ω ≥ 0 solves (2.4(−)) if and only if g1(ω) = 0, where

g1(ω) ≡ ω2 − 2σω cothω − 2σ

√
µ2 + ω2

sinh2 ω
− µ2.

Since g1(0) < 0 and limω→∞ g1(ω) = ∞, it is clear that g1 vanishes somewhere
on (0,∞). To prove that it vanishes only once and that it can do so only in (µ,∞),
first note that

g1(ω) ≥ 0 �⇒ (ω − σ cothω)2 ≥ σ 2 coth2 ω + 2σ

√
µ2 + ω2

sinh2 ω
+ µ2,



1632 H. PANG AND D. W. STROOCK

which is impossible unless ω ≥ σ cothω, in which case ω > (2σ cothω) ∨ µ. Fur-
thermore, if ω ≥ 2σ cothω, then

1

2
g′

1(ω) = ω − σ cothω − σ
1√

µ2 + ω2/ sinh2 ω

ω

sinh2 ω
(1 − ω cothω)

≥ σ cothω − σ

sinhω
= σ

sinhω
(coshω − 1) > 0.

Knowing that g1(ω) ≥ 0 �⇒ g′
1(ω) > 0 and that ω > µ, the first part of the lemma

is now proved.
Turning to the second part, set

g0(ω) ≡ ω2 − 2σω cothω + 2

√
µ2 + ω2

sinh2 ω
− µ2.

Then ω satisfies (2.4(+)) if and only if g0(ω) = 0, and clearly g0(µ) = 0. In ad-
dition, since g1(ω) ≥ 0 �⇒ g0(ω) > 0 and g1 ≥ 0 on [ω1,∞), we know that g0
can vanish only on (0,ω1). Finally, to show that it vanishes somewhere on (µ,ω1)

if σ > µ cothµ, note that, since g0(ω1) > 0 and g0(µ) = 0, it suffices to check
that σ > µ cothµ �⇒ g′

0(µ) < 0. But g′
0(µ) = (µ cothµ − σ) tanhµ, and so this

is clear. �

From now on, we take ω1 as in Lemma 2.1 and ω0 to be a solution to (2.4(+))
which is equal to |µ| if σ ≤ µ cothµ and is in (|µω1) if σ > µ cothµ. The corre-
sponding solution J to (R) is given by 2σeµx/(w00w11 − w01w10) times

 e−µw01w11

(
sinhxω0

ω0
− sinhxω1

ω1

)
+ w00w11

sinh(1 − x)ω0

ω0
− w01w10

sinh(1 − x)ω1

ω1

−w00w10

(
sinh(1 − x)ω0

ω0
− sinh(1 − x)ω1

ω1

)
− e−µw01w10

sinhxω0

ω0
+ e−µw00w11

sinhxω1

ω1


 ,

where Wk = (wk0,wk1) is a left eigenvector of � with eigenvalue ωk .

REMARK. For those readers who are wondering, the reason why, when σ <

µ cothµ, we take ω0 to be the solution to (2.7(+)) which is greater than |µ| is to
get a solution to (R) which satisfies (1.2).

LEMMA 2.2. The preceding J is a nonnegative solution to (R). In addition,
〈1, J0〉 = 1 = 〈1, J1〉 if σ ≥ µ cothµ and 〈1, J0〉 ∨ 〈1, J1〉 < 1 if σ < µ cothµ. The

eigenvalues of B(J ) are λk = µ2−ω2
k

2 , k ∈ {0,1}, and associated right eigenvectors
Vk = (vk0

vk1

)
satisfy

vk1

vk0
= (−1)k

(√
µ2 +

(
sinhωk

ωk

)2

+ µ

)
eµ sinhωk

ωk

.

Hence, they can be chosen so that v00 ∧ v01 > 0 with v01 + v01 = 1 and v10 > 0 >

v11 with v10 − v11 = 1.
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PROOF. To check that J is nonnegative, we begin by remarking that u(y) ≡
sinhyω0

ω0
− sinhyω1

ω1
≥ 0 for y ∈ [0,1]. Indeed, u(0) = 0 = u(1) and u′′ ≤ ω2

1u. Hence,
if u achieves a strictly negative minimum, it would have to do so at some y ∈ (0,1),
in which case we would have the contradiction 0 ≤ u′′(y) ≤ ω2

1u(y) < 0. Because
of this remark, it suffices to show that all the numbers

w00w11 − w01w10

w01w11
,

w00w11 − w01w10

−w00w10
,

w00w11 − w01w10

w00w11
and

w00w11 − w01w10

−w01w10

are positive. But, using (2.8(±)), this is an elementary, if somewhat tedious, task.

Next, from B(J ) = µ2I−�2

2 , the identification of the eigenvalues of B(J ) is
clear. In addition, if W0 and W1 are left eigenvectors of B(J ), then the columns of(W0
W1

)−1
are associated right eigenvectors of B(J ). Hence, the calculation of vk1

vk0
is

a consequence of (2.8(±)).
Turning to the calculation of 〈1, Jk〉, observe that, by integrating (R), one sees

that

B(J )

(
1 − 〈1, J0〉
1 − 〈1, J1〉

)
= 0.

Hence, if ω0 > |µ|, and therefore B(J ) is nondegenerate, 1 − 〈1, Jk〉 = 0 for k ∈
{0,1}. On the other hand, when ω0 = |µ|, (1−〈1,J0〉

1−〈1,J1〉
)

must be a multiple of V0. In
particular, this means that either 〈1, J0〉 and 〈1, J1〉 are both equal 1, both strictly
greater than 1, or both strictly less than 1. To determine which of these holds, note
that, when ω0 = |µ|, w01

w00
= e2µ and therefore that

〈1, J0〉 + e2µ〈1, J1(x)〉 = 2σ

[∫ 1

0
exµ sinh(1 − x)µ

sinhµ
dx + eµ

∫ 1

0
exµ sinhxµ

sinhµ

]

= 2σeµ sinhµ

µ
,

and so

1 − 〈1, J0〉 + e2µ(1 − 〈1, J1〉) = 1 + e2µ − 2σeµ sinhµ

µ

= 2eµ sinhµ

µ
(µ cothµ − σ).

Thus, σ = µ cothµ �⇒ 〈1, Jk〉 = 1 and σ < µ cothµ �⇒ 〈1, Jk〉 < 1 for k ∈
{0,1}. �
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3. Growth of solutions. In this section we will give the proof of the final part
of Theorem 1.3. To this end, set

ck = (−1)k
√

µ2 cosh2 ωk + ω2
k − µ2 − µ coshωk

ωk + µ
for k ∈ {0,1},

and define h
σ,µ
0 and h

σ,µ
1 by

h
σ,µ
0 (x) =




(
exω0 + c0e

(1−x)ω0
)
e−xµ, if σ > µ cothµ,

1

|µ| + x

µ
+ 1

2µ2 (1 + tanhµ)e−x2µ,

if σ = µ cothµ and µ 
= 0,

1 − x(1 − x), if σ = 1 and µ = 0,

1, if σ < µ cothµ,

h
σ,µ
1 (x) = (

exω1 + c1e
(1−x)ω1

)
e−xµ.

(3.1)

If u
σ,µ
k denotes uh

σ,µ
k

, then

u
σ,µ
0 (t, x) =




e−tλ
σ,µ
0 h

σ,µ
0 (x), if σ > µ cothµ,

t + h
σ,µ
0 (x) if σ = µ cothµ,

1, if σ < µ cothµ,

and

u
σ,µ
1 (t, x) = e−tλ

σ,µ
1 h

σ,µ
1 (x).

In addition, because u
σ,µ
0 ≥ 0, the first part of Theorem 1.3 says that Dσ,µh

σ,µ
0 is a

nonnegative, scalar multiple of V0. At the same time, because, u
σ,µ
0 is unbounded

when σ ≥ µ cothµ and when σ < µ cothµ it does not tend to 0 as t → ∞, this
scalar cannot be 0. Hence, there exists a K

σ,µ
0 > 0 so that K

σ,µ
0 Dσ,µh

σ,µ
0 = V0.

We next want to show that K
σ,µ
1 
= 0 can be chosen so that K

σ,µ
1 Dσ,µh

σ,µ
1 = V1.

It is clear (cf. Theorem 2.1) that

−Bσ,µDσ,µh
σ,µ
1 = d

dt
Dσ,µu

σ,µ
1 (t)

∣∣∣∣
t=0

= −λ
σ,µ
1 Dσ,µh

σ,µ
1 .

Thus Dσ,µh
σ,µ
1 is a scalar multiple of V1, and, because u

σ,µ
1 is unbounded, this

scalar cannot be 0. That is, K
σ,µ
1 
= 0 can be chosen to make K

σ,µ
1 Dσ,µg

σ,µ
1 = V1.

Finally, h
σ,µ
1 must take both strictly positive and strictly negative values. If not,

u
σ,µ
1 would have to take only one sign, which would lead to that contradiction that

Dσ,µh
σ,µ
1 is a multiple of V1.

To complete the program, set

g
σ,µ
0 =

{
K

σ,µ
0 h

σ,µ
0 , if σ > µ cothµ,

K
σ,µ
0 , if σ ≤ µ cothµ,
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and g
σ,µ
1 = K

σ,µ
1 h

σ,µ
1 . Given f ∈ F , determine a0 and a1 by Dσ,µf = a0V0 +

a1V1, and set f̃ = f − a0g
σ,µ
0 − a1g

σ,µ
1 . Then uf = u

f̃
+ a0K

σ,µ
0 u

σ,µ
0 +

a1K
σ,µ
1 u

σ,µ
1 . Because Dσ,µf̃ = 0, as t → ∞, u

f̃
(t, ·) tends to 0 if σ < µ cothµ

and, in any case, stays bounded. Clearly, the last part of Theorem 1.3 follows from
these considerations.

As a consequence of the preceding, we see that −λ
σ,µ
1 is the exact exponential

rate constant governing the growth of the semigroup {Qt : t ≥ 0}. That is, there is
a C < ∞ such that

‖Qtf ‖u ≤ Ce−tλ
σ,µ
1 ‖f ‖u,(3.2)

and there are f ’s for which limt→∞ etλ
σ,µ
1 ‖Qtf ‖u > 0.

APPENDIX

This appendix is devoted to the proof of Theorem 1.1, and we begin by intro-
ducing a little notation. First, let g(t, x) = (2πt)−1/2e−x2/2t be the centered Gauss
kernel with variance t , and set G(t, x) = ∑

k∈Z g(t, x+2k). Clearly, G(t, ·) is even
and is periodic with period 2. Next, set

Q0(t, x, y) = eµ(y−x)−µ2t/2[G(t, y − x) − G(t, y + x)],
(A.1)

(t, x, y) ∈ (0,∞) × [0,1]2.

As one can easily check, Q0 is the fundamental solution to u̇ = 1
2u′′ + µu′ in

[0,∞) × (0,1) with boundary condition 0 at {0,1}. Equivalently, if τk denotes
inf{t ≥ 0 :Xt = k}, then

P(Xt ∈ dy and τ0 ∧ τ1 > t |X0 = x) = Q0(t, x, y) dy.

Next, set

qk(t, x) = (−1)k
1

2

d

dy
Q0(t, x, y)

∣∣∣∣
y=k

, k ∈ {0,1}.

Then, by Green’s theorem, for hk ∈ C([0,∞);R),

w(t, x) =
∫ t

0
q0(t − τ)h0(τ ) dτ +

∫ t

0
q1(t − τ)h1(τ ) dτ

is the solution to u̇ = 1
2u′′ + µu′ in [0,∞) × (0,1) satisfying limt↘0 u(t, ·) = 0

and limx→k u(t, x) = hk(t). Equivalently,

P(τ1 > τ0 ∈ dt |X0 = x) = q0(t, x) dt,

P(τ0 > τ1 ∈ dt |X0 = x) = q1(t, x) dt.
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In particular, these lead to qk ≥ 0 and

Q0(s + t, x, y) =
∫
(0,1)

Q0(s, x, z)Q0(t, z, y) dx,

qk(s + t, x) =
∫
(0,1)

Q0(s, x, y)qk(t, y) dy for k ∈ {0,1},(A.2)

∫
(0,1)

Q0(t, x, y) dy +
∫ t

0
q0(τ, x) dτ +

∫ t

0
q1(τ, x) dτ = 1

and

q0(t, x) = −e−µx−µ2t/2G′(t, x),
(A.3)

q1(t, x) = −eµ(1−x)−µ2t/2G′(t,1 − x),

where the second of these comes from G′(t,1 + x) = −G′(t,−1 − x) =
−G′(t,1 − x).

Clearly,

0 ≤ Q0(t, x, y) ≤ g(t, x − y) ≤ 1√
2πt

.(A.4)

In order to estimate qk(t, x), first note that, from (A.3), it is clear that G′(t, x) ≤ 0.
Second,

G′(t, x) = −x

t
G(t, x) + 2

t

∑
m=1

m
(
g(t,2m − x) − g(t,2m + x)

) ≥ −x

t
G(t, x).

Hence,

|G′(t, x)| ≤ x

t
G(t, x) ≤ C

x

t
g(t ∧ 1, x)(A.5)

and so

0 ≤ q0(t, x) ≤ C
x

t
g(t ∧ 1, x),

(A.6)

0 ≤ q1(t, x) ≤ C
1 − x

t
g(t ∧ 1,1 − x)

for some C < ∞.
In what follows, we will be using the notation

w0(x) = e2µx − e2µ

1 − e2µ
, w1(x) = e2µx − 1

e2µ − 1
and

f̂k = 〈f,wk〉 for f ∈ F.



BOUNDARY VALUE PROBLEM 1637

Note that if u ∈ U satisfies (1.1), then, after integrating by parts, one finds that

˙̂u0(t) = −1

2
u′(t,0) + µe2µ

e2µ − 1
u(t,1) − µe2µ

e2µ − 1
u(t,0),

˙̂u1(t) = 1

2
u′(t,1) − µ

e2µ − 1
u(t,1) + µ

e2µ − 1
u(t,0),

and therefore
d

dt

(
u(t,0)

u(t,1)

)
= 2σ

d

dt

(
û0(t)

û1(t)

)
+ A

(
u(t,0)

u(t,1)

)
,

where

A ≡ 2σµ

e2µ − 1

(
e2µ −e2µ

−1 1

)
.

Solving this, we see that

e−tA

(
u(t,0)

u(t,1)

)
− e−sA

(
u(s,0)

u(s,1)

)

= 2σe−tA

(
û0(t)

û1(t)

)
− 2σe−sA

(
û0(s)

û1(s)

)
+ 2σ

∫ t

s
e−τAA

(
û0(τ )

û1(τ )

)
dτ,

from which it is clear that if, as s ↘ 0, u(s, ·) � (0,1) converges pointwise to a
function f : (0,1) −→ R, then lims↘0 u(s, k) exists for k ∈ {0,1}. Thus, the first
part of Theorem 1.1 is proved, and, in addition, we know that(

u(t,0)

u(t,1)

)
= etA

(
f (0) − 2σ f̂0
f (1) − 2σ f̂1

)
+ 2σ

(
û0(t)

û1(t)

)
(A.7)

+ 2σ

∫ t

0
e(t−τ)AA

(
û0(τ )

û1(τ )

)
dτ

if u(t, ·) −→ f in F .
Because, for any u ∈ U satisfying u̇ = 1

2u′′ + µu′ and, as t ↘ 0, u(t, ·) −→ f

pointwise on (0,1),

u(t, x) = E[f (Xt), σ0 ∧ σ1 > t |X(0) = x]
+ E[u(t − σ0,0), σ0 < t ∧ σ1|X(0) = x]
+ E[u(t − σ1,0), σ1 < t ∧ σ0|X(0) = x]

=
∫
(0,1)

Q0(t, x, y)f (y) dy +
∫ t

0
q0(τ, x)u(t − τ,0) dτ

+
∫ t

0
q1(τ, x)u(t − τ,1) dτ,

(A.7) tells us that if u ∈ U satisfies (1.1) and u(t, ·) −→ f in F , then

u(t, x) = rf (t, x) +
∫ t

0
k(t − τ, x)

(
û0(τ )

û1(τ )

)
dτ,(A.8)
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where

rf (t, x) ≡ hf (t, x) +
∫ t

0
q(t − τ, x)eτA

(
f (0) − 2σ f̂0
f (1) − 2σ f̂1

)
dτ,

k(t, x) ≡ 2σq(t, x) + 2σ

∫ t

0
q(t − τ, x)eτAAdτ

with

hf (t, x) =
∫
(0,1)

Q0(t, x, y)f (y) dy and q(t, x) = (
q0(t, x), q1(t, x)

)
.

Our proof of the existence and uniqueness statements in Theorem 1.1 will be
based on an analysis of the integral equation (A.8). Clearly, given f ∈ F , finding
a solution u to (A.8) comes down to finding a t ∈ [0,∞) �−→ v(t) = (v0(t)

v1(t)

) ∈ R
2

which satisfies

v(t) = r̂f (t) +
∫ t

0
K̂(t − τ)v(τ ) dτ,(A.9)

where

r̂f (t) =
( 〈rf (t, ·),w0〉

〈rf (t, ·),w1〉
)

and K̂(t) =
( 〈k(t, ·),w0〉

〈k(t, ·),w1〉
)

.

Indeed, if v solves (A.9) and u is defined by

u(t, x) = rf (t, x) +
∫ t

0
k(t − τ, x)v(τ ) dτ,

then u satisfies (A.8). Conversely, if u solves (A.8) and v(t) = (û0(t)
û1(t)

)
, then v solves

(A.9). Thus, existence and uniqueness for solutions to (A.8) is equivalent to exis-
tence and uniqueness for solutions to (A.9).

To prove that, for each f ∈ F , (A.9) has precisely one solution, we use the
following simple lemma.

LEMMA A.1. Suppose that M : (0, T ] −→ R ⊗ R is a continuous, 2 × 2
matrix-valued function with the property that L(T ) = supt∈(0,T ] t1/2‖M(t)‖op <

∞ and that v0 : (0, T ] −→ R
2 is a continuous function for which ‖v0‖α,T ≡

supt∈(0,T ] tα|v0(t)| < ∞, where α ∈ [0,1). If {vn :n ≥ 1} is defined inductively
by

vn(t) = v0(t) +
∫ t

0
M(t − τ)vn−1(τ ) dτ, t ∈ (0, T ],

then

sup
τ∈[0,T ]

|vn(τ ) − vn−1(τ )| ≤ (L(T )
√

π )n�(1 − α)‖v0‖α,T

�(n/2 + 1 − α)
T n/2−α.
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In particular, {vn −v0 :n ≥ 1} converges uniformly on (0, T ] to a contiguous func-
tion which tends to 0 as t ↘ 0. Finally, if v∞ = v0 + limn→∞(vn − v0), then v∞
is the unique v : (0, T ] −→ R

2 satisfying

v(t) = v0(t) +
∫ t

0
M(t − τ)v(τ ) dτ with ‖v‖α,T < ∞.

In fact, there is a Cα < ∞ such that ‖v∞‖α,T ≤ CαL(T )‖v0‖α,T eCαL(T )T .

Using the estimates in (A.5) and applying Lemma A.1 with α = 0, we now
know that, for each f ∈ F , there is precisely one solution to (A.9), which, in view
of the preceding discussion, means that there is precisely one solution to (A.8).
Moreover, because every solution to (1.1) with initial data f is a solution to (A.8),
this proves that, for each f ∈ F , the only solution to (1.1) is the corresponding
unique solution to (A.8); and, for this reason, in spite of our not having shown
yet that every solution to (A.8) is an admissible solution to (1.1), we will use
uf to denote this solution. Note that, from the last part of Lemma A.1 and our
construction,

‖uf (t, ·)‖u ≤ C‖f ‖ue
Ct(A.11)

for a suitable C < ∞.
What remains is to show that solutions to (A.8) have sufficient regularity to

be an admissible solutions to (1.1) and that their dependence on f is sufficiently
continuous. To this end, return to (A.9), set v0 = r̂f (t) and

vn(t) = v0(t) +
∫ t

0
K̂(t − τ)vn−1(τ ) dτ.

Then

v̇n(t) = ˙̂
hf (t) + q̂(t)

(
f (0) − 2σ f̂0
f (1) − 2σ f̂1

)
+

∫ t

0
K̂(t − τ)v̇n−1(τ ) dτ,

where

˙̂
hf (t) =

( 〈ḣf (t, ·),w0〉
〈ḣf (t, ·),w1〉

)
=

∫
(0,1)

˙̂
Q0(t, y)f (y) dy

with

Q̂0(t, y) =
( 〈Q0(t, ·, y),w0〉

〈Q0(t, ·, y),w1〉
)

.

Using integration by parts, one sees that

˙̂
Q0(t, y) =

(
eµyG′(t, y)

eµ(y−1)G′(t,1 − y)

)
,

and therefore that the estimate in (A.5) together with Lemma A.1 guarantee that

ûf (t) = ((ûf )0(t)

(ûf )1(t)

)
is continuously differentiable on (0,∞) and that

| ˙̂uf (t)| ≤ Ct−1/2‖f ‖ue
Ct(A.12)
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for some C < ∞. Combining this with (A.8), it follows that uf is continuously
differentiable with respect to t ∈ (0,∞) and that

u̇f (t, x) = ḣf (t, x) + k(t, x)f̂ + q(t, x)

(
f (0) − 2σ f̂0
f (1) − 2σ f̂1

)
+

∫ t

0
k(t − τ) ˙̂uf (τ ) dτ.

Since elementary estimates show that supt>0 |tQ̇0(t, x, y)| < ∞, we have now
shown that

‖u̇f (t, ·)‖u ≤ Ct−1‖f ‖ue
Ct(A.13)

for a suitable C < ∞.
It is clear from (A.8) that uf is differentiable on (0,∞) × (0,1) and that

u′
f (t, x) = r ′

f (t, x) +
∫ t

0
k′(t − τ, x)ûf (τ ) dτ for (t, x) ∈ (0,∞) × (0,1).

The contribution of hf to r ′
f poses no difficulty and can be extended without dif-

ficulty to (0,∞) × [0,1] as a smooth function. Instead, the problems come from
the appearance of integrals of the form

∫ t
0 q ′

k(t − τ)ψ(τ) dτ as x → k. To handle
such terms, we use (A.3) to write

q ′
k(t, x) = −µqk(t, x) + (−1)keµ(k−x)−µ2t/2G′′(t, k − x)

= −µqk(t, x) + (−1)1−k2eµ(k−x)−µ2t/2Ġ(t, k − x).

The first term causes no problems. As for the second, we can integrate by parts to
see that ∫ t

0
Ġ(t − τ, x)ψ(τ) dτ = G(t, x)ψ(0) +

∫ t

0
G(t − τ, x)ψ̇(τ ) dτ.

Hence, by (A.12), the preceding expression for u′
f (t, x) on (0,∞) × (0,1) admits

a continuous extension to (0,∞) × [0,1]. In addition, one can easily check from
our earlier estimates, especially (A.12), that

|u′
f (t, ·)‖u ≤ Ct−1/2‖f ‖ue

Ct(A.14)

for an appropriate C < ∞. Finally, because uf is smooth and satisfies u̇f = 1
2u′′ +

µu′ on (0,∞) × (0,1), we now see that u′′ extends as a continuous function on
(0,∞) × [0,1] satisfying

‖u′′(t, ·)‖u ≤ Ct−1‖f ‖ue
Ct(A.15)

for some C < ∞.
In view of the preceding, all that we have to do is check that u̇f (t, k) =

(−1)1−kσu′
f (t, k). To this end, observe that (A.8) is designed so that its solutions

will satisfy (
u̇(t,0)

u̇(t,1)

)
= 2σ

( ˙̂u0(t)˙̂u1(t)

)
+ A

(
u(t,0)

u(t,1)

)
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and that, because u̇ = 1
2u′′ + µu′,

2σ

( ˙̂u0(t)˙̂u1(t)

)
= σ

(−u′(t,0)

u′(t,1)

)
− A

(
u(t,0)

u(t,1)

)
.
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