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STOCHASTIC PROCESSES IN RANDOM GRAPHS
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Information Transmission, Moscow

We study the asymptotics of large, moderate and normal deviations
for the connected components of the sparse random graph bythe method
of stochastic processes. We obtain the logarithmic asymptotics of large
deviations of the joint distribution of the number of connected components,
of the sizes of the giant components and of the numbers of the excess edges of
the giant components. For the supercritical case, we obtain the asymptotics
of normal deviations and the logarithmic asymptotics of large and moderate
deviations of the joint distribution of the number of components, of the
size of the largest component and of the number of the excess edges of
the largest component. For the critical case, we obtain the logarithmic
asymptotics of moderate deviations of the joint distribution of the sizes
of connected components and of the numbers of the excess edges. Some
related asymptotics are also established. The proofs of the large and moderate
deviation asymptotics employ methods of idempotent probability theory. As
a byproduct of the results, we provide some additional insight into the nature
of phase transitions in sparse random graphs.

1. Introduction. The random graphG(n,p) is defined as a nondirected
graph onn vertices where every two vertices are independently connected by
an edge with probabilityp. The graph is said to be sparse ifp = c/n for c > 0
and n large. Properties of sparse random graphs have been studied at length
and major developments have been summarized in the recent monographs by
Bollobas (2001), Janson, Łuczak and Ruciński (2000) and Kolchin (1999). The
focus of this paper is on the asymptotics asn → ∞ of the sizes of the giant
connected components, that is, components of ordern in size, ofG(n, cn/n), where
cn → c > 0. It is known that forc > 1, with probability tending to 1 asn → ∞,
there exists a unique giant component ofG(n, c/n), which is asymptoticallyβn

in size, whereβ ∈ (0,1) is the positive root to the equation 1− β = exp(−βc),
the rest of the components being of sizes not greater than of order logn. For
c < 1, with probability tending to 1, there are no connected components of sizes
greater than of order logn, while for c = 1 the size of the largest component
is of ordern2/3. Our primary objective is to evaluate the probabilities that there
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exist several giant connected components. As to be expected, these probabilities
are exponentially small inn, so we study the decay rates and state our results
in the form of the large deviation principle (LDP). In addition, influenced by
the papers of Stepanov (1970b) and Aldous (1997), we concern ourselves with the
large deviation asymptotics of the number of the connected components and of the
numbers of the excess edges of the connected components. Thus, the main result
is an LDP for the joint distribution of the normalized number of the connected
components ofG(n, cn/n), of the normalized sizes of the connected components
and of the normalized numbers of the excess edges. Projecting yields LDPs for the
sizes and for the number of the connected components. Stepanov (1970b) and later
Bollobás, Grimmett and Janson (1996), analyzing a more general setting, have
obtained the logarithmic asymptotics of the moment generating function of the
number of the connected components ofG(n, c/n). If c ≤ 2, the latter asymptotics
also yield the LDP for the number of components, as Bollobás, Grimmett and
Janson (1996) demonstrate, but not for arbitraryc > 0. This anomaly is caused by a
phase transition occurring atc = 2 discovered by Stepanov (1970b), which results,
as we show, in the action functional becoming nonconvex asc passes through the
value of 2. Moreover, the phase transition turns out to consist in a giant component
breaking up.

Another group of results presented in the paper has to do with the properties
of the largest connected component. We establish normal deviation, moderate
deviation and large deviation asymptotics for the joint distribution of the size of
the largest connected component, of the number of its excess edges and of the
number of the connected components. In related work, O’Connell (1998) proves
an LDP for the size of the largest connected component ofG(n, c/n) and Stepanov
(1970a, 1972) obtains central limit theorems for the size of the largest component
and the number of components; different proofs of the central limit theorem for the
size of the largest component are given in Pittel (1990) and Barraez, Boucheron
and Fernandez de la Vega (2000), the latter authors also provide estimates of the
rate of convergence. Our third group of results concerns the critical random graph
whenc = 1. We complement the result of Aldous (1997) on the convergence in
distribution of the suitably normalized sizes and numbers of the excess edges of
the connected components with moderate deviation asymptotics for these random
variables.

Our analysis employs a surprising (to us) connection to queueing theory. The
results outlined above are derived as consequences of the asymptotic properties
of a “master” stochastic process, which captures the partitioning of the random
graph into connected components and builds on an earlier construction of a
similar sort, see Janson, Łuczak and Ruciński (2000). This stochastic process is
intimately related to the waiting-time process (or the queue-length process) in a
certain time- and state-dependent queueing system and the connected components
correspond to the busy cycles of the system. We capitalize on this connection
by invoking our intuition for the behavior of queues as well as some standard
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queueing theory tools such as properties of the Skorohod reflection mapping. Thus,
at first we apply the methods of the asymptotic theory of stochastic processes,
namely, the methods of weak and large deviation convergence, in order to establish
asymptotics of the master process and then translate them into the properties of
the connected components of the random graph. In the context of the random
graph theory, the present paper can thus be considered as developing the approach
pioneered by Aldous (1997) of deriving asymptotic properties of random graphs as
consequences of asymptotics of associated stochastic processes. On the technical
side, we extensively use the observation also made by Aldous (1997) that the
connected components can be identified with the excursions of a certain stochastic
process. Yet, the specific construction in this paper is different from the one of
Aldous (1997). It is actually much the same as the one of Barraez, Boucheron and
Fernandez de la Vega (2000), as we learned after the paper had been submitted,
except for an important distinction, which we discuss below.

There are also other interesting technical aspects of the proofs, which concern
all three types of asymptotics: large deviations, moderate deviations and normal
deviations. The proof of the LDP for the master process relies on the results
of the large deviation theory of semimartingales [Puhalskii (2001)], which seem
to be called for since the action functional is “non-Markovian” and “non-time
homogeneous.” The cumulant that characterizes the action functional is not
nondegenerate, which is known to present certain difficulties for establishing the
LDP. In the standard approach the problem reveals itself when the large deviation
lower bound is proved and is usually tackled via a perturbation argument: an
extra term is added to the process under study so that the perturbed process
has a nondegenerate cumulant and then a limit is taken in the lower bound for
the perturbed process as the perturbation term tends to zero, see Liptser (1996),
de Acosta (2000) and Liptser, Spokoiny and Veretennikov (2002). Our approach
to proving the LDP replaces establishing the upper and lower bounds with the
requirement that the limiting maxingale problem has a unique solution. The
degeneracy of the cumulant presents a problem here too. We cope with it via a
perturbation argument as well the important difference being that the perturbation
is applied to the limit idempotent process that specifies the maxingale problem
rather than to the pre-limiting stochastic processes. This change of the object has
important methodological advantages. First, the proof of the LDP is simplified as
compared with the case where the perturbation is introduced at the pre-limiting
stage. Second, once the perturbation argument has been carried out for a given
cumulant, one can use it to prove LDPs for a range of stochastic processes that
produce the same cumulant in the limit. We expand on these ideas in Puhalskii
(2004). The actual implementation of the perturbation approach for the setting
in the paper relies on the techniques of idempotent probability theory, Puhalskii
(2001), and also draws on time-change arguments in Ethier and Kurtz [(1986),
Chapter 6], thus, applying probabilistic ideas to an idempotent probability setting.
Idempotent probability theory techniques are also instrumental in the proofs of
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the moderate-deviation asymptotics. These proofs are modeled on the preceding
proofs of the normal-deviation asymptotics and to a large degree replicate them by
replacing limit stochastic processes with their idempotent counterparts.

An interesting feature of the proof of the normal deviation asymptotics for the
largest component is that it provides an instance of convergence in distribution of
stochastic processes “with unmatched jumps in the limit process” [Whitt (2002)],
that is, though the jumps of the pre-limiting processes vanish, the limit process is
discontinuous, moreover, it is not right-continuous with left-hand limits. We thus
do not have convergence in distribution in the Skorohod topology and have to
use some ad-hoc techniques to obtain the needed conclusions. As it is explained
in Whitt (2002), convergence with unmatched jumps often occurs in the study
of diffusion approximation of time dependent queues, so it is not surprising (but
is amusing) to see it here. Incidentally, we are faced with a similar situation in
the proof of the moderate-deviation asymptotics when no LDP for the Skorohod
topology is available and the corresponding limit theorem can be viewed as an
example of large deviation convergence in distribution of stochastic processes with
unmatched jumps in the limit idempotent process.

We now outline the structure of the paper. In Section 2 we define the underlying
stochastic processes, derive queue-like equations for them, state the results on the
properties of the connected components, and comment on them. Section 3 contains
technical preliminaries. Section 4 is concerned with proving the LDP for the
basic processes. In Section 5 the LDPs for the connected components are proved.
Section 6 contains proofs of the normal and moderate deviation asymptotics for
the largest component. Section 7 considers critical random graphs. The Appendix
provides an overview of the notions and facts of idempotent probability theory
invoked in the proofs.

2. The model equations and main results. We model the formation of the
sparse random graph onn vertices with edge probabilitypn = cn/n via stochastic
processesV n = (V n

i , i = 0,1, . . . , n) andEn = (En
i , i = 0,1, . . . , n). At time 0

the processes are at 0. At time 1 an arbitrary vertex of the graph is picked and is
connected by edges to the other vertices independently with probabilitypn. We
say that this vertex has been firstgenerated and thensaturated. The vertices, to
which it has been connected, are calledgenerated. The value ofV n

1 is defined as
the number of vertices in the resulting connected component, that is, the number
of the generated vertices at time 1;En

1 = 0. At time 2 we pick one of the generated,
nonsaturated vertices, if any, and saturate it by connecting it independently with
probability pn to the vertices that either have not been generated yet or have
been generated but not saturated. If there are no generated, nonsaturated vertices,
we pick an arbitrary nongenerated vertex, declare it generated and saturate it by
attempting to connect it to the nongenerated vertices, thus, generating those of
these vertices connection to which is established. We denote asV n

2 the total number
of vertices generated at times 1 and 2 and we denote asEn

2 the number of edges
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connecting the vertex that was saturated at time 2 with the other vertices generated
at time 1, if any. We proceed in this fashion by saturating one vertex per unit
of time until timen. Thus, at timei a generated, nonsaturated vertex is picked
and is connected by edges with probabilitypn to the nonsaturated vertices, both
generated and not yet generated; if there are no generated, nonsaturated vertices
available, then an arbitrary nongenerated vertex is chosen, is declared generated
and is then saturated. The incrementV n

i − V n
i−1 is defined as the number of

vertices generated ati, the incrementEn
i −En

i−1 is defined as the number of edges
drawn ati between the vertex being saturated and the vertices generated byi.
Thus,V n

i − V n
i−1 equals either the number of new vertices joined to a connected

component at timei if V n
i−1 > i − 1 or it is the number of vertices that start a

new component ati if V n
i−1 = i − 1. Accordingly, the incrementEn

i − En
i−1 either

equals the number of excess edges in a connected component appeared at timei,
that is, the edges in excess of those that are necessary to maintain connectedness, or
En

i −En
i−1 = 0. Since during this process every two vertices independently attempt

connection with probabilitypn exactly once, the resulting configuration of edges
at timen has the same distribution as the one in the random graphG(n,pn). In
fact, the sizes of the connected components ofG(n,pn) can be recovered from
the processV n as time-spans between successive moments whenV n

i is equal toi.
The numbers of the excess edges in the connected components are equal to the
increments of the processEn over such time periods. In addition, the number of
times whenV n

i is equal toi ∈ {1,2, . . . , n} equals the number of the connected
components ofG(n,pn). We now turn this description into equations.

Since at timei there areV n
i generated vertices, the evolution ofV n is given by

the following recursion:

V n
i =
(
V n

i−1 +
n−V n

i−1∑
j=1

ξn
ij

)
1(V n

i−1 > i − 1)

(2.1)

+
(
i +

n−i∑
j=1

ξn
ij

)
1(V n

i−1 = i − 1), i = 1,2, . . . , n, V n
0 = 0,

where theξn
ij , i ∈ N, j ∈ N, n ∈ N, are mutually independent Bernoulli random

variables withP(ξn
ij = 1) = pn and1(�) is the indicator function of an event�

that equals 1 on� and 0 outside of�. Let Qn
i denote the number of nonsaturated,

generated vertices at timei. SinceQn
i = V n

i − i, (2.1) implies that

Qn
i =
(
Qn

i−1 +
n−Qn

i−1−(i−1)∑
j=1

ξn
ij − 1

)
1(Qn

i−1 > 0)

(2.2)

+
n−i∑
j=1

ξn
ij 1(Qn

i−1 = 0), i = 1,2, . . . , n, Qn
0 = 0.
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The evolution of the processEn is governed by the recursion

En
i = En

i−1 +
Qn

i−1−1∑
j=1

ζ n
ij , i = 1,2, . . . , n, En

0 = 0,(2.3)

where theζ n
ij , i ∈ N, j ∈ N, n ∈ N, are mutually independent Bernoulli random

variables withP(ζ n
ij = 1) = pn, which are independent of theξn

ij , and sums are
assumed to be equal to 0 if the upper summation index is less than the lower one.

We use for the analysis of (2.2) the following insight. Let us introduce a related
processQ′n = (Q′n

i , i = 0,1, . . . , n) by

Q′n
i =
(
Q′n

i−1 +
n−Q′n

i−1−i∑
j=1

ξn
ij − 1

)+
, i = 1,2, . . . , n, Q′n

0 = 0,(2.4)

where a+ = max(a,0). We note thatQ′n
i is the waiting time of theith

request, wherei = 0,1, . . . , n − 1, in the queueing system that starts empty, has∑n−Q′n
i −(i+1)

j=1 ξn
i+1,j as theith request’s service time and 1 as the interarrival

times. (Alternatively,Q′n
i can be considered as the queue length at timei for the

discrete-time queueing system that serves one request per unit time, the number

of arrivals in[i, i + 1] being equal to
∑n−Q′n

i −(i+1)

j=1 ξn
i+1,j .) It is seen thatQ′n

i =
(Qn

i −1)+, so the asymptotic properties of the processQn = (Qn
i , i = 0,1, . . . , n)

multiplied by a vanishing constant are the same as those of the processQ′n =
(Q′n

i , i = 0,1, . . . , n). In addition, connected components of the random graph
correspond to busy cycles of this queueing system, that is, the excursions ofQ′n.
Thus, a possible way to study the random graph is through the processQ′n. This
approach is, in effect, pursued by Barraez, Boucheron and Fernandez de la Vega
(2000) who study what in our notation is the process(Q′n

i + 1, i = 0,1, . . . , n). It
is, however, inconvenient for our purposes becauseQ′n

i = 0 not only whenQn
i = 0,

but also whenQn
i = 1, so the queueing system may have more busy cycles than

there are connected components. For this reason, we choose to work withQn

directly. Yet, the queueing theory connection serves us as a guide. Let us recall
that the solution of (2.4) is given byQ′n = R(S̃n), where the process̃Sn = (S̃n

i ,

i = 0,1, . . . , n) with S̃n
0 = 0 defined byS̃n

i = ∑i
k=1
∑n−Q′n

k−1−k

j=1 ξn
kj − i, and

R is the Skorohod reflection operator:R(x)t = xt − infs∈[0,t] xs ∧ 0 for x = (xt ,

t ∈ R+), where∧ denotes the minimum. We find it productive to expressQn as a
reflection too. The idea is to sacrifice the Markovian character of recursion (2.2)
for the nice properties of the reflection mapping.

A manipulation of (2.2) yields the following equality:

Qn
i = Sn

i + εn
i + �n

i , i = 0,1, . . . , n,(2.5)
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where

Sn
i =

i∑
k=1

( n−Qn
k−1−(k−1)∑
j=1

ξn
kj − 1

)
,(2.6)

εn
i = 1(Qn

i > 0) −
i∑

k=1

ξn
k,n−k+11(Qn

k−1 = 0),(2.7)

�n
i =

i∑
k=1

1(Qn
k = 0).(2.8)

For the sequel it is useful to note that�n
n equals the number of the connected

components ofG(n,pn).
Denoting as�x� the integer part ofx ∈ R+, we introduce continuous-time

processes	Qn = (	Qn
t , t ∈ [0,1]), 	Sn = (	Sn

t , t ∈ [0,1]), 	�n = (	�n
t , t ∈ [0,1]), and

	En = (	En
t , t ∈ [0,1]) by the respective equalities	Qn

t = Qn�nt�/n, 	Sn
t = Sn�nt�/n,

	�n
t = �n�nt�/n, and	En

t = En�nt�/n. By (2.8)	�n
t = ∫ t0 1(	Qn

s = 0) d	�n
s , so, by (2.5)

the pair(	Qn, 	�n) solves the Skorohod problem inR for 	Sn + ε̄n, consequently,

	Qn = R(	Sn + ε̄n),(2.9)

	�n = T (	Sn + ε̄n),(2.10)

whereT (x)t = − infs∈[0,t] xs ∧ 0 for x = (xt , t ∈ R+) and ε̄n = (ε̄n
t , t ∈ [0,1]) is

defined by

ε̄n
t = εn�nt�

n
.(2.11)

Equation (2.3) yields the representation

	En
t = 1

n

�nt�∑
i=1

Qn
i−1−1∑
j=1

ζ n
ij , t ∈ [0,1].(2.12)

Equations (2.6), (2.9), (2.10) and (2.12) play a central part in establishing the
main results of the paper. In some more detail, the processesε̄n prove to be
inconsequential and may be disregarded (see Lemma 3.1), so (2.6), (2.12) and (2.9)
enable us to obtain functional limit theorems for the processes(	Sn, 	En), which on
making another use of (2.9) and (2.10) yield the asymptotics of the connected
components (we note that the latter step does not reduce to a mere application of
the continuous mapping principle). Before embarking on this programme, we state
and discuss the results.

We will say that a sequencePn, n ∈ N, of probability measures on the Borel
σ -algebra of a metric spaceϒ (or a sequence of random elementsXn, n ∈ N, with
values inϒ and distributionsPn) obeys the large deviation principle (LDP) for
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scalekn, wherekn → ∞ asn → ∞, with action functionalI :ϒ → [0,∞] if the
sets{υ ∈ ϒ : I (υ) ≤ a} are compact for alla ∈ R+,

lim sup
n→∞

1

kn

logPn(F ) ≤ − inf
υ∈F

I (υ) for all closed setsF ⊂ ϒ

and

lim inf
n→∞

1

kn

logPn(G) ≥ − inf
υ∈G

I (υ) for all open setsG ⊂ ϒ.

Let for u ∈ [0,1], ρ ∈ R+ andc > 0,

Kρ(u) = u log
ρu

1− e−ρu
− ρu2

2
,(2.13)

Lc(u) = (1− u) log(1− u) + (c − logc)u − cu2

2
,(2.14)

where we adopt the conventions 0/0 = 1 and 0· ∞ = 0. We also denotea ∨ b =
max(a, b), π(x) = x logx − x + 1, x ∈ R+, and assume thatπ(∞) · 0= ∞.

Let S denote the subset ofRN+ of sequencesu = (u1, u2, . . .) such that∑∞
i=1 ui < ∞. Given a convex functionχ :R+ → R+ such thatχ(0) = 0,

χ(x) > 0 for x > 0, andχ(x)/x → 0 asx → 0, we endowS with an Orlicz
space topology that is generated by a Luxembourg metricdχ(u,u′) = inf{b ∈
R+ :
∑∞

i=1 χ(|ui − u′
i |/b) ≤ 1}, whereu = (u1, u2, . . .) andu′ = (u′

1, u
′
2, . . .) [cf.,

e.g., Krasnosel’skii and Rutickii (1961) and Bennett and Sharpley (1988)]. Let
also S1 denote the subspace ofS of nonincreasing sequencesu = (u1, u2, . . .)

with
∑∞

i=1 ui ≤ 1. It is endowed with induced topology which is equivalent to
the product topology.

Let (Un
1 ,Un

2 , . . . ) be the sequence of the sizes of the connected components
of the random graphG(n, cn/n) arranged in descending order appended with
zeros to make it infinite,(Rn

1,Rn
2, . . .) be the sequence of the corresponding

numbers of the excess edges appended with zeros, andαn be the number of the
connected components ofG(n, cn/n). We define	Un = (Un

1 /n,Un
2 /n, . . .) and

	Rn = (Rn
1/n,Rn

2/n, . . .), and consider(αn/n, 	Un, 	Rn) as a random element of
[0,1] × S1 × S, which is assumed to be equipped with product topology.

THEOREM 2.1. Let cn → c > 0 as n → ∞. Then the sequence (αn/n, 	Un,
	Rn), n ∈ N, obeys the LDP in [0,1] × S1 × S for scale n with action functional
Iα,U,R
c defined for a ∈ [0,1], u = (u1, u2, . . .) ∈ S1 and r = (r1, r2, . . .) ∈ S by

Iα,U,R
c (a,u, r)

=
∞∑
i=1

sup
ρ∈R+

(
Kρ(ui) + ri log

ρ

c

)
+ Lc

(
(1− 2a) ∨

∞∑
i=1

ui

)

+ c

2

(
1− (1− 2a) ∨

∞∑
i=1

ui

)2

π

(
2(1− a − (1− 2a) ∨∑∞

i=1 ui)

c(1− (1− 2a) ∨∑∞
i=1 ui)2

)
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if
∑∞

i=1 ui ≤ 1− a and Iα,U,R
c (a,u, r) = ∞ otherwise.

As a consequence, we obtain some marginal LDPs.

COROLLARY 2.1. Let cn → c > 0 as n → ∞. Then the sequences (	Un, 	Rn),
n ∈ N, and (αn/n, 	Un), n ∈ N, obey the LDPs for scale n in the respective spaces
S1 × S and [0,1] × S1 with respective action functionals IU,R

c and Iα,U
c , defined

for u = (u1, u2, . . . ) ∈ S1, r = (r1, r2, . . . ) ∈ S and a ∈ [0,1] by

IU,R
c (u, r) =

∞∑
i=1

sup
ρ∈R+

(
Kρ(ui) + ri log

ρ

c

)
+ Lc

((
1− 1

c

)
∨

∞∑
i=1

ui

)
and

Iα,U
c (a,u) =

∞∑
i=1

Kc(ui) + Lc

(
(1− 2a) ∨

∞∑
i=1

ui

)

+ c

2

(
1− (1− 2a) ∨

∞∑
i=1

ui

)2

π

(
2(1− a − (1− 2a) ∨∑∞

i=1 ui)

c(1− (1− 2a) ∨∑∞
i=1 ui)2

)
if
∑∞

i=1 ui ≤ 1− a and Iα,U
c (a,u) = ∞ otherwise.

COROLLARY 2.2. Let cn → c > 0 as n → ∞. Then the sequences αn/n,
n ∈ N, and 	Un/n, n ∈ N, obey the LDPs in the respective spaces [0,1] and S1
for scale n with the respective action functionals

Iα
c (a) = inf

τ∈[(1−2a)+,1−a]

(
Kc(τ) + Lc(τ) + c(1− τ)2

2
π

(
2(1− a − τ)

c(1− τ)2

))
and

IU
c (u) =

∞∑
i=1

Kc(ui) + Lc

((
1− 1

c

)
∨

∞∑
i=1

ui

)
.

The next corollary clarifies the structure of the most probable configurations of
the giant components. Let, givenδ > 0, m ∈ N, andui ∈ (0,1], i = 1,2, . . . ,m

with
∑m

i=1 ui ≤ 1, An
δ (u1, . . . , um) denote the event that there existm connected

components ofG(n, cn/n), whose respective sizes are betweenn(ui − δ) and
n(ui + δ) for i = 1,2, . . . ,m. For ε > 0, we define event̃An

δ,ε(u1, . . . , um) as
follows. Let r∗

i = cu2
i /(1 − exp(−cui)) − cu2

i /2 − ui . If
∑m

i=1 ui ≥ 1 − 1/c,
then Ãn

δ,ε(u1, . . . , um) equals the intersection ofAn
δ (u1, . . . , um), the event that

the numbers of the excess edges of them components are within the respective
intervals(n(r∗

i − ε), n(r∗
i + ε)), and the event that any other connected component

is of size less thannε. If
∑m

i=1 ui < 1 − 1/c, then Ãn
δ,ε(u1, . . . , um) equals

the intersection ofAn
δ (u1, . . . , um), the event that there exists another connected
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component whose size is in the interval(n(u∗ − ε), n(u∗ + ε)), whereu∗/(1 −
exp(−cu∗)) = 1−∑m

i=1 ui , the event that the numbers of the excess edges of these
m + 1 components are within the respective intervals(n(r∗

i − ε), n(r∗
i + ε)) for

i = 1,2, . . . ,m and(n(r∗ − ε), n(r∗ + ε)), wherer∗ = cu∗2/(1 − exp(−cu∗)) −
cu∗2/2 − u∗, and the event that any other connected component is of size less
thannε.

COROLLARY 2.3. Let cn → c > 0 as n → ∞. Then

lim
δ→0

lim sup
n→∞

1

n
logP
(
An

δ (u1, . . . , um)
)

= lim
δ→0

lim inf
n→∞

1

n
logP
(
An

δ (u1, . . . , um)
)

= lim
δ→0
ε→0

lim sup
n→∞

1

n
logP
(
Ãn

δ,ε(u1, . . . , um)
)

= lim
δ→0
ε→0

lim inf
n→∞

1

n
logP
(
Ãn

δ,ε(u1, . . . , um)
)

= −
(

m∑
i=1

Kc(ui) + Lc

(
m∑

i=1

ui

))
and

lim
δ→0

lim inf
n→∞ P

(
Ãn

δ,ε(u1, . . . , um)|An
δ (u1, . . . , um)

)= 1.

Let βn denote the size of the largest connected component ofG(n, cn/n)

andγ n denote the number of its excess edges. We state results on the asymptotics
of (αn/n,βn/n, γ n/n).

COROLLARY 2.4. Let cn → c > 0 as n → ∞. Then the following hold:
1. The sequence (αn/n,βn/n, γ n/n), n ∈ N, obeys the LDP in [0,1]2 ×R+ for

scale n with action functional defined by

Iα,β,γ
c (a,0,0) = Lc

(
(1− 2a)+

)+ c

2

(
1− (1− 2a)+

)2
π

(
2(1− a − (1− 2a)+)

c(1− (1− 2a)+)2

)
,

Iα,β,γ
c (a, u, r) = sup

ρ∈R+

(
Kρ(u) + r log

ρ

c

)
− Kc(u)

+ inf
τ∈[(1−2a)∨u,1−a]

(⌊
τ

u

⌋
Kc(u) + Kc

(
τ − u

⌊
τ

u

⌋)

+ Lc(τ) + c

2
(1− τ)2π

(
2(1− a − τ)

c(1− τ)2

))
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if u ∈ (0,1− a] and I
α,β,γ
c (a, u, r) = ∞ otherwise.

2. The sequence (βn/n, γ n/n), n ∈ N, obeys the LDP in [0,1] × R+ for
scale n with action functional I

β,γ
c defined by I

β,γ
c (0,0) = Lc((1 − 1/c)+),

I
β,γ
c (0, r) = ∞ if r > 0,

Iβ,γ
c (u, r) = sup

ρ∈R+

(
Kρ(u) + r log

ρ

c

)
+
(⌊

1

u

(
1− 1

c

)⌋
− 1
)
Kc(u) + Kc(û ∧ u)

+ Lc

(⌊
1

u

(
1− 1

c

)⌋
u + û ∧ u

)
if u ∈ (0, (1− 1/c)+), where û ∈ [0,1] satisfies the equality û/(1− exp(−cû)) =
1 − �(1 − 1/c)/u�u, and by I

β,γ
c (u, r) = supρ∈R+(Kρ(u) + r log(ρ/c)) + Lc(u)

if u ≥ (1− 1/c)+.
3. The sequence βn/n, n ∈ N, obeys the LDP in [0,1] for scale n with action

functional I
β
c defined as follows: I

β
c (0) = Lc((1− 1/c)+),

Iβ
c (u) =

⌊
1

u

(
1− 1

c

)⌋
Kc(u) + Kc(û ∧ u) + Lc

(⌊
1

u

(
1− 1

c

)⌋
u + û ∧ u

)
if u ∈ (0, (1− 1/c)+) and I

β
c (u) = Kc(u) + Lc(u) if u ≥ (1− 1/c)+.

The next theorem considers normal deviations of(αn,βn, γ n). We recall that
β ∈ (0,1) is defined as the positive solution of the equation 1− β = exp(−βc)

if c > 1. For c ≤ 1, we defineβ = 0. Let alsoα = 1 − β − c(1 − β)2/2 and
γ = (c − 1)β − cβ2/2.

THEOREM 2.2. Let
√

n(cn − c) → θ ∈ R as n → ∞, where c > 0. Then the
following hold.

1. The sequence
√

n(αn/n − α), n ∈ N, converges in distribution in R as
n → ∞ to a Gaussian random variable α̃ with Eα̃ = −θ(1 − β2)/2 and Varα̃ =
β(1− β) + c(1− β)2/2.

2. If, in addition, c > 1, then the sequence (
√

n(αn/n − α),
√

n(βn/n − β),√
n(γ n/n − γ )), n ∈ N, converges in distribution in R

3 as n → ∞ to a Gaussian
random variable (α̃, β̃, γ̃ ) with Eβ̃ = θβ(1 − β)/(1 − c(1 − β)), Eγ̃ = θβ2/2,
Varβ̃ = β(1−β)/(1−c(1−β))2, Varγ̃ = β(1−β)+cβ(3β/2−1), Cov(α̃, β̃) =
−β(1 − β)/(1 − c(1 − β)), Cov(α̃, γ̃ ) = −β(1 − β)(c − 1) and Cov(β̃, γ̃ ) =
β(1− β)(c − 1)/(1− c(1− β)).

We now state a moderate deviation asymptotics result for(αn,βn, γ n). We
assume as given a real-valued sequencebn, n ∈ N, such thatbn → ∞ and
bn/

√
n → 0 asn → ∞. Let yT denote the transpose ofy ∈ R

3.

THEOREM 2.3. Let (
√

n/bn)(cn − c) → θ̂ ∈ R as n → ∞, where c > 0. Then
the following hold.
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1. The sequence (
√

n/bn)(α
n/n − α), n ∈ N, obeys the LDP in R for scale b2

n

with action functional (x − µα)2/(2σ 2
α ), x ∈ R, where µα = −θ̂ (1 − β2)/2 and

σ 2
α = β(1− β) + c(1− β)2/2.

2. If, in addition, c > 1, then the sequence ((
√

n/bn)(α
n/n − α), (

√
n/bn) ×

(βn/n − β), (
√

n/bn)(γ
n/n − γ )), n ∈ N, obeys the LDP in R

3 for scale b2
n with

action functional (y − µ)T �−1(y − µ)/2, y ∈ R
3, where µ = (µα,µβ,µγ )T and

� =
(

σ2
α σαβ σαγ

σαβ σ2
β σβγ

σαγ σβγ σ2
γ

)
are given by µβ = θ̂β(1− β)/(1− c(1− β)), µγ = θ̂β2/2,

σ 2
β = β(1− β)/(1 − c(1 − β))2, σ 2

γ = β(1− β) + cβ(3β/2 − 1), σαβ = −β(1−
β)/(1 − c(1 − β)), σαγ = −β(1 − β)(c − 1) and σβγ = β(1 − β)(c − 1)/(1 −
c(1− β)).

The list of results is concluded with the critical-graph case. We recall that
excursions of a nonnegative functionx = (xt , t ∈ R+) are defined as intervals
[si, ti], wheresi < ti , such thatxsi = xti = 0 andxp > 0 for p ∈ (s, t), ti − si
is called the excursion’s length; continuous functions have at most countably
many excursions. Let, giveñθ ∈ R, process̃X = (X̃t , t ∈ R+) be defined as the
Skorohod reflection of the process(Wt + θ̃ t − t2/2, t ∈ R+), whereW = (Wt , t ∈
R+) is a Wiener process. In the next theorem,Ũ = (Ũ1, Ũ2, . . .) is the sequence
of the excursion lengths of̃X arranged in descending order andR̃ = (R̃1, R̃2, . . .)

is the sequence of the increments of the process(N∫ t
0 X̃s ds, t ∈ R+) over these

excursions, where(Nt , t ∈ R+) is a Poisson process. LetS̆ denote the subspace of
R

N+ of nonincreasing sequencesu = (u1, u2, . . .) equipped with induced topology.
The sequencebn is defined as in Theorem 2.3.

THEOREM 2.4. 1. Let n1/3(cn − 1) → θ̃ ∈ R as n → ∞. Then the se-
quences Ũn = (Un

1 /n2/3,Un
2 /n2/3, . . .) and R̃n = (Rn

1/n2/3,Rn
2/n2/3, . . .) jointly

converge in distribution in S̆ × R
N+ to the respective sequences Ũ = (Ũ1, Ũ2, . . .)

and R̃ = (R̃1, R̃2, . . .). If, moreover,
√

n(cn − 1) → θ ∈ R as n → ∞ (so θ̃ = 0),
then the (Ũn, R̃n) are asymptotically independent of

√
n(αn/n − 1/2) so that

(
√

n(αn/n − 1/2), Ũn, R̃n) jointly converge in distribution in R × S̆ × R
N+ to

(α̃, Ũ , R̃), where (Ũ , R̃) correspond to θ̃ = 0, α̃ is independent of (Ũ , R̃) and
is Gaussian with Eα̃ = −θ/2 and Varα̃ = 1/2.

2. Let (n1/3/b
2/3
n )(cn − 1) → θ̆ ∈ R as n → ∞. Then the sequences

Ŭn = (Un
1 /(nbn)

2/3,Un
2 /(nbn)

2/3, . . .) and R̆n = (Rn
1/(nbn)

2/3,Rn
2/(nbn)

2/3, . . .)

jointly obey the LDP in S̆ × R
N+ for scale b2

n with action functional

Ĭ
U,R

θ̆
(u, r) = − 1

24

∞∑
i=1

u3
i + 1

6

( ∞∑
i=1

ui − θ̆

)3

∨ 0+ θ̆3

6
+ 1

24

∞∑
i=1

u3
i π

(
12ri

u3
i

)
if
∑∞

i=1 ui < ∞ and ri = 0 when ui = 0, and Ĭ
U,R

θ̆
(u, r) = ∞ otherwise, where
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u = (u1, u2, . . .) and r = (r1, r2, . . .). If, moreover, (
√

n/bn)(cn − 1) → θ̂ as
n → ∞ (so θ̆ = 0), then the ((

√
n/bn)(α

n/n − 1/2), Ŭn, R̆n) obey the LDP in
R × S̆ × R

N+ with action functional

Ĭ
α,U,R
θ (a,u, r) =

(
a + θ̂

2

)2

+ Ĭ
U,R
0 (u, r).

COROLLARY 2.5. Let (n1/3/b
2/3
n )(cn − 1) → θ̆ ∈ R as n → ∞. Then the

following hold:
1. The sequence Ŭn, n ∈ N, obeys the LDP in S̆ for scale b2

n with action
functional

Ĭ U

θ̆
(u) = − 1

24

∞∑
i=1

u3
i + 1

6

( ∞∑
i=1

ui − θ̆

)3

∨ 0+ θ̆3

6

if
∑∞

i=1 ui < ∞ and Ĭ U

θ̆
(u) = ∞ otherwise.

2. The sequence βn/(nbn)
2/3, n ∈ N, obeys the LDP in R+ for scale b2

n with

action functional Ĭ
β

θ̆
given by Ĭ

β

θ̆
(0) = θ̆3 ∨ 0/6,

Ĭ
β

θ̆
(u) = −

⌊
θ̆

u

⌋
u3

24
− 1

24

((
2
(
θ̆ −
⌊

θ̆

u

⌋
u

))
∧ u

)3

+ 1

6

(⌊
θ̆

u

⌋
u +
(

2
(
θ̆ −
⌊
θ̆

u

⌋
u

))
∧ u − θ̆

)3

+ θ̆3

6

if u ∈ (0, θ̆+) and

Ĭ
β

θ̆
(u) = −u3

24
+ (u − θ̆ )3

6
+ θ̆3

6

if u ≥ θ̆+.

We now comment on the results and relate them to earlier ones. Equation (2.4)
in a slightly different form appears in Barraez, Boucheron and Fernandez de la
Vega (2000). The sequences	Un and 	Rn have been suggested by the form of the
results of Aldous (1997). Corollary 2.3 implies, in particular, that provided there
exist m components asymptoticallynui in size, where

∑m
i=1 ui < 1 − 1/c, then

with probability close to 1, there exists another giant component. This can be
explained by noting that the number of vertices outside of them components is
asymptotically equal ton(1 −∑m

i=1 ui), so the “effective” expected degree of an
outside node isc(1 −∑m

i=1 ui) > 1, which means there is enough potential for
another giant component.

Part 3 of Corollary 2.4 is due to O’Connell (1998), who provides an alternative,
elegant form of the action functional forc > 1 andu > 0: I

β
c (u) = kKc(u) +

Lc(ku) for u ∈ [xk, xk−1], k ∈ N, wherex0 = 1 and thexk , k ∈ N, are the solutions
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of the equationsxk/(1− exp(−cxk)) = 1− kxk . [Note that the expression for the
action functional in Theorem 3.1 of O’Connell (1998) has a misprint.] O’Connell
(1998) also noted that the action functionalI

β
c is not convex. The advantage of

the form of Iβ
c used in Corollary 2.4 is that it is suggestive of the structure of

the most probable configuration with the largest component asymptoticallynu in
size: if u ≥ 1 − 1/c, then the component of sizenu is the only giant component,
while if u < 1 − 1/c, then there are�(1 − 1/c)/u� components, whose sizes are
asymptoticallynu, and one component asymptoticallyn(û ∧ u) in size. [A similar
remark has been made by O’Connell (1998).] This conjecture is confirmed by
the proof of Corollary 2.4. In addition, the number of components in an optimal
configuration is asymptotically equal ton(1−u− c(1−u)2/2) if u ≥ 1−1/c and
n(1− τ̂ − c(1− τ̂ )2/2) if u < 1− 1/c, whereτ̂ = �(1− 1/c)/u�u + û ∧ u.

Corollary 2.5 leads to similar conclusions. The action functionalĬ
β

θ̆
(u) can be

written for θ̆ > 0 andu ∈ (0,2θ̆ ] as Ĭ
β

θ̆
(u) = −ku3/24 + (ku − θ̆ )3/6 + θ̆3/6,

where k ∈ N is such thatu ∈ [θ̆/(k + 1/2), θ̆/(k − 1/2)]. It is not convex
for θ̆ > 0 either. Figure 1 shows the action functional forθ̆ = 2. [Note that
the form of the curve is the same for allθ̆ > 0 since Ĭ

β

xθ̆
(xu) = x3Ĭ

β

θ̆
(u) for

x > 0.] Interestingly, the graph of̆Iβ

θ̆
is reminiscent of the one ofIβ

c given
in O’Connell’s paper (1998), which we reproduce in Figure 2 for comparison’s
sake. Forθ̆ > 0, the most probable configuration with the largest component
asymptotically(nbn)

2/3u in size consists of only one such component ifu ≥ θ̆

and has�θ̆/u� components asymptotically(nbn)
2/3u in size along with one

component asymptotically(nbn)
2/3((2(θ̆ − �θ̆/u�u)) ∧ u) in size if u < θ̆ . Since

the action functional̆Iβ

θ̆
(u) equals zero at the only pointu = 2θ̆+, theβn/(nbn)

2/3

converge in probability to 2̆θ+ asn → ∞, which is consistent with the asymptotics
β/(c − 1) → 2 as c ↓ 1. There is also an analogue for the critical graph of
Corollary 2.3 on the most probable “conditional” configurations. In particular,
given there exists a component asymptotically(nbn)

2/3u in size, with probability
tending to 1, it has asymptotically(nbn)

2/3u3/12 excess edges, and ifu < θ̆ ,
also with probability tending to 1, there exists another component asymptotically
(nbn)

2/32(θ̆ − u) in size.
The first assertion of part 1 of Theorem 2.4 is due to Aldous (1997), who

establishes the convergence of the sizes of the connected components for the
stronger�2 topology. Our proof uses similar ideas. Part 2 of Theorem 2.4 can
also be expressed as a statement on a certain type of convergence of excursions.
Let idempotent process̆X = (X̆t , t ∈ R+) be defined as the reflection of the
idempotent process(W̆t + θ̆ t − t2/2, t ∈ R+), whereW̆ = (W̆t , t ∈ R+) is an
idempotent Wiener process, and let(N̆t , t ∈ R+) be an idempotent Poisson process
independent ofW̆ [for the notions of idempotent probability the reader is referred
either to Puhalskii (2001) or the Appendix]. Let(Ŭ1, Ŭ2, . . .) be the sequence of
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FIG. 1. Moderate deviations of the size of the largest component of the critical graph (θ̆ = 2).

the excursion lengths of̆X arranged in descending order and(R̆1, R̆2, . . .) be the
sequence of the increments of(N̆∫ t

0 X̆p dp
, t ∈ R+) over these excursions. Then the

sequences(Un
1 /(nbn)

2/3,Un
2 /(nbn)

2/3, . . .) and (Rn
1/(nbn)

2/3,Rn
2/(nbn)

2/3, . . .)

jointly large deviation converge in distribution inS̆×R
N+ at rateb2

n to the respective
sequences(Ŭ1, Ŭ2, . . .) and (R̆1, R̆2, . . .) as n → ∞. (The definition of large
deviation convergence is recalled in Section 3.) Thus, the actual assertion combines
statements on large deviation convergence and on the idempotent distribution of
the limit. The LDP for(	Un, 	Rn) of Corollary 2.1 admits a similar reformulation.

Part 1 of Theorem 2.2 for the case wherecn = c and, accordingly,θ = 0 is
due to Stepanov (1970a, 1972). Part 2 of Theorem 2.2 complements the results
of Stepanov (1970a, 1972) [see also Pittel (1990) and Barraez, Boucheron and
Fernandez de la Vega (2000)] by allowing forθ �= 0, incorporatingγ n and
indicating the covariance of̃α and β̃. As to be expected, the latter two random
variables are negatively correlated. Parts 1 and 2 of Theorem 2.3, equivalently,
state that the(

√
n/bn)(α

n/n − α) and ((
√

n/bn)(α
n/n − α), (

√
n/bn)(β

n/n −
β), (

√
n/bn)(γ

n/n−γ )) large deviation converge at rateb2
n asn → ∞ to Gaussian

idempotent variables with respective parameters(µα,σ 2
α) and (µ,�). This
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FIG. 2. Large deviations of the size of the largest component of G(n,3/n) [O’Connell (1998)].

formulation not only emphasizes analogy with Theorem 2.2, but is instrumental
in the proof below.

We now consider implications of the LDP forαn/n of Corollary 2.2, which
provide some revealing insights. The derivative with respect toτ of the function in
the infimum on the right-hand side of the expression forIα

c equals

2
(

1− a

1− τ

)
− cτ

ecτ − 1
− log

(
2
(

1− a

1− τ

))
+ log

cτ

ecτ − 1
.

Sinceτ ≥ 1 − 2a, the derivative is nonnegative if and only ifa ≥ (1 − τ)(1 −
cτ/(2(ecτ − 1))). The function on the right-hand side of the latter inequality, as a
function ofτ ∈ [0,1], is concave, is decreasing ifc ≤ 2 and is first increasing and
then decreasing ifc > 2. Let a∗ ∈ [1/2,1] denote the maximum of this function
on [0,1]. Fora ∈ [0, a∗], the equation

a = (1− τ)

(
1− 1

2

cτ

ecτ − 1

)
(2.15)

has one root if eithera < 1/2 or a = a∗ and has two roots otherwise. Let
τ ∗(a) ∈ [0,1], wherea ∈ [0, a∗], denote the greatest root of (2.15). Then the
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infimum on the right-hand side of the expression forIα
c is attained atτ = τ ∗(a)

if a ∈ [0,1/2], at τ = 0 if a ∈ [a∗,1] and either atτ = τ ∗(a) or τ = 0 if a ∈
(1/2, a∗). Accordingly, the optimal configuration has either one giant component
asymptoticallynτ ∗(a) in size or no giant components. We can, therefore, write

Iα
c (a) = Kc(τ

∗(a)) + Lc(τ
∗(a))

(2.16)

+ c(1− τ ∗(a))2

2
π

(
2(1− a − τ ∗(a))

c(1− τ ∗(a))2

)
if a ∈ [0,1/2],

Iα
c (a) =

(
c

2
π

(
2(1− a)

c

))
∧
(
Kc(τ

∗(a)) + Lc(τ
∗(a))(2.17)

+ c(1− τ ∗(a))2

2
π

(
2(1− a − τ ∗(a))

c(1− τ ∗(a))2

))
if a ∈ (1/2, a∗), and

Iα
c (a) = c

2
π

(
2(1− a)

c

)
(2.18)

if a ∈ [a∗,1]. If c ≤ 2, the action functional is, in fact, given by (2.16) and (2.18)
sincea∗ = 1/2. It is seen to be convex and differentiable ina. If c > 2, then
a∗ > 1/2, the difference between the first and the second functions in the minimum
on the right-hand side of (2.17) is positive fora = 1/2, is decreasing ina for
a > 1/2, and there exists a uniquêa ∈ (1/2, a∗) where these two functions are
equal. Thus, forc > 2,

Iα
c (a) =



Kc(τ
∗(a)) + Lc(τ

∗(a))

+ c(1− τ ∗(a))2

2
π

(
2(1− a − τ ∗(a))

c(1− τ ∗(a))2

)
, if a ∈ [0, â],

c

2
π

(
2(1− a)

c

)
, if a ∈ [â,1].

For c > 2, the functionIα
c (a) is strictly convex to the right of̂a and is strictly

concave in a neighborhood to its left. As a matter of fact, there existsã ∈ (0,1/2)

such thatIα
c (a) is strictly convex fora < ã (anda > â), and is strictly concave

for ã < a < â. The value ofã is given by (2.15) forτ = τ̃ , whereτ̃ solves the
equation exp(−cτ) − 1 + cτ = cτ2. In addition,ã ↓ 0 andâ ↑ 1 asc → ∞ (in
fact, ã < 2/c for c > 2), so the concavity region grows asc does. Figure 3 shows
the action functionals for various values ofc and Figure 4 shows the regions of
convexity and concavity forIα

c .
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FIG. 3. LDP for the number of connected components.

Another distinguishing feature of point̂a is that at it, the left derivative of
Iα
c (a) is greater than the right one,Iα

c (a) being differentiable ina elsewhere. It is,
moreover, a point of phase transition: fora < â, the most probable configuration
has one giant component asymptoticallynτ ∗(a) in size, while fora > â, it is
optimal to have no giant components. Hence, forc > 2, we have the following
structure of the random graph with a given number of components of orderna:
for small values ofa, with probability close to 1, there is one giant component
asymptotically nτ ∗(a) in size and many (actually asymptoticallyna) small
components of sizes not greater than of ordero(n) (it can be conjectured their
sizes are of order logn or less); asa increases, more small components split off
from the giant component and the size of the giant component decreases gradually;
however, ata = â the giant component breaks up in that its size drastically reduces
from being of ordernτ ∗(â) to being of ordero(n), and fora > â, only small
components remain which disintegrate further asa increases. Ifc ≤ 2, then asa
increases, the giant component, which is asymptoticallynτ ∗(a) in size, gradually
decreases in size and disappears ata = 1/2, so no drastic changes occur. We
thus shed new light on the observation by Stepanov (1970b) [see also Bollobás,
Grimmett and Janson (1996)] ofc = 2 being a critical point.
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FIG. 4. Convexity–concavity regions for Iα
c .

There is another connection between our results and those of Stepanov (1970b),
as well as of Bollobás, Grimmett and Janson (1996), to which we alluded in the
Introduction. The above observation has been made by Stepanov (1970b) on the
basis of the asymptotics

lim
n→∞

1

n
logEeλαn = Sc(λ), λ ∈ R,(2.19)

where

Sc(λ) = sup
τ∈[(1−eλ/c)+,1]

(
λ(1− τ) + c

2
(1− τ)2e−λ − (1− τ) log(1− τ)

(2.20)
− c

2
(1− τ2) − τ logτ + τ log(1− e−cτ )

)
,

and a subsequent analysis of the functionSc(λ). We are able to reproduce (2.19)
by using the LDP forαn/n and Varadhan’s lemma; see, for example, Dembo and
Zeitouni (1998). Moreover, sinceIα

c is strictly convex forc ≤ 2, it is possible to
derive the LDP forαn/n of Corollary 2.2 from limit (2.19) via Gärtner’s theorem,
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see Gärtner (1977) or Freidlin and Wentzell (1998), so thatIc(α) is given by the
Legendre–Fenchel transform ofSc(λ). This has been done actually by Bollobás,
Grimmett and Janson (1996), who obtain asymptotics (2.19) independently of
Stepanov (1970b) and, in effect, provide a solution to the optimization problem
(2.20), though they do not find the form ofIα

c in Corollary 2.2. However, forc > 2,
Gärtner’s theorem is not applicable because of “the onset of concavity” described
above. The Legendre–Fenchel transform ofSc(λ), being the convex hull ofIc(α),
no longer coincides withIc(α), which causes Bollobás, Grimmett and Janson’s
(1996) stopping short of obtaining the above LDP.

3. Technical preliminaries. In this section we collect pieces of terminology
and notation used throughout the paper, recall some results on weak convergence
and large deviation asymptotics pertinent to the developments below, and provide
a number of auxiliary lemmas.

We denote byDC([a, b],R
d), whered ∈ N, the space of right-continuous with

left-hand limitsR
d -valued functions on an interval[a, b] equipped with uniform

metric and Borelσ -algebra. SpaceD(R+,R
d) is defined as the space ofR

d -valued
right-continuous with left-hand limits functions onR+ equipped with the Skoro-
hod topology and Borelσ -algebra. SpacesC([0,1],R

d) andC(R+,R
d) are the

subspaces of the respective spacesDC([0,1],R
d) and D(R+,R

d) consisting of
continuous functions with induced topologies. Elements of these spaces are mostly
denoted by boldface lower-case Roman letters, for example,x = (xt , t ∈ [a, b]);
xt− denotes the left-hand limit att ; ẋt denotes the Radon–Nykodim derivative
at t with respect to Lebesgue measure of an absolutely continuousx. We de-
note by p1 the projection(xt , t ∈ R+) → (xt , t ∈ [0,1]) from D(R+,R

d) to
DC([0,1],R

d) and note that it is continuous atx ∈ C(R+,R
d). MapsR andT

from D(R+,R) to D(R+,R) are defined byR(x)t = xt − infs∈[0,t] xs ∧ 0 and
T (x)t = − infs∈[0,t] xs ∧ 0. If x0 ≥ 0, then the functionsy = R(x) andφ = T (x)

can be equivalently defined as a solution to a Skorohod problem in thaty = x + φ,
yt ≥ 0, φ is nondecreasing withφ0 = 0 andφt = ∫ t0 1(ys = 0) dφs, t ∈ R+. Unless
specified otherwise, “almost everywhere (a.e.)” refers to Lebesgue measure and
product topological spaces are equipped with product topologies; besides, inf∅ is
understood as∞ andB(R) denotes the Borelσ -algebra onR.

We assume that all the random objects we consider are defined on a complete
probability space(�,F ,P), the expectation of a random variableξ is denoted
asEξ . For a sequence ofRd -valued random variablesξn, n ∈ N, and a sequence

of real numberskn → ∞, we writeξn
P1/kn→ 0 and say that theξn tend to zero super-

exponentially in probability at ratekn if lim n→∞ P(|ξn| > ε)1/kn = 0 for arbitrary

ε > 0. We also let
P→ denote convergence in probability,

d→ denote convergence

in distribution in the associated metric space, and
ld→
kn

denote large deviation (LD)

convergence in distribution at ratekn. To recall the definition of the latter [see, e.g.,
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Puhalskii (2001)], we say that a[0,1]-valued function�, defined on the power
set of a metric spaceϒ , is a deviability onϒ if �(�) = supυ∈� exp(−I (υ)),
� ⊂ ϒ , whereI is an action functional onϒ , that is, a[0,∞]-valued function on
ϒ such that the sets{υ ∈ ϒ : I (υ) ≤ a} are compact fora ∈ R+. We say that a
sequencePn, n ∈ N, of probability measures on the Borelσ -algebra ofϒ LD con-
verges at ratekn to a deviability� on ϒ if lim n→∞(

∫
ϒ f (υ)kn dPn(υ))1/kn =

supυ∈ϒ f (υ)�({υ}) for every continuous boundedR+-valued functionf on ϒ .
Equivalently, the sequencePn, n ∈ N, LD converges at ratekn to � if it obeys
the LDP with action functionalI for scalekn. We recall that if the sequencePn

is exponentially tight of orderkn, that is, for everyε > 0, there exists a compact
K ⊂ ϒ such that lim supn→∞ Pn(ϒ \ K)1/kn < ε, then it is LD relatively sequen-
tially compact, that is, for every subsequencePn′ there exists a subsubsequence
Pn′′ that LD converges at ratekn′′ to some deviability; every such deviability is
called an LD accumulation point of thePn. We also say that a sequence of random
variablesXn, n ∈ N, with values inϒ LD converges in distribution at ratekn to a
Luzin idempotent variableX with values inϒ if the sequence of laws of theXn

LD converges at ratekn to the idempotent distribution ofX.
Let Hn = (Hn

t , t ∈ R+), n ∈ N, be a sequence ofRd -valued stochastic
processes having right-continuous, with left-hand limits, paths. The sequenceHn

is said to beC-tight if the sequence of the distributions of theHn onD(R+,R
d) is

tight for weak convergence of probability measures onD(R+,R
d), with its every

accumulation point being the law of a continuous process. The following limits
provide necessary and sufficient conditions forC-tightness:

lim
B→∞ lim sup

n→∞
P(|Hn

0 | > B) = 0,

lim
δ→0

lim sup
n→∞

P
(

sup
s,t∈[0,T ] : |s−t |≤δ

|Hn
t − Hn

s | > ε

)
= 0, T ∈ R+, ε > 0.

The sequenceHn is said to beC-exponentially tight of orderkn if the sequence
of the distributions of theHn is exponentially tight of orderkn as a sequence of
probability measures onD(R+,R

d) and its every LD accumulation point� is such
that�(x) = 0 for everyx ∈ D(R+,R

d) \ C(R+,R
d). The sequence of laws of the

Hn is C-exponentially tight of orderkn if and only if

lim
B→∞ lim sup

n→∞
P(|Hn

0 | > B)1/kn = 0,

lim
δ→0

lim sup
n→∞

P
(

sup
s,t∈[0,T ] : |s−t |≤δ

|Hn
t − Hn

s | > ε

)1/kn

= 0, T ∈ R+, ε > 0.

We denote byξn
ij andζ n

ij , wherei ∈ N, j ∈ N, n ∈ N, i.i.d. Bernoulli random
variables on(�,F ,P) with P(ξn

ij = 1) = cn/n and defineF n
t , t ∈ R+, as the

σ -algebras generated by theξn
ij and ζ n

ij for i = 1,2, . . . , �n(t ∧ 1)�, j ∈ N,
completed with sets ofP-measure zero, and introduce filtrationsFn = (F n

t ,
t ∈ R+).
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LEMMA 3.1. Let cn → c > 0 as n → ∞. Let bn → ∞ and bn/
√

n → 0 as
n → ∞. The following convergences hold as n → ∞:

sup
t∈[0,1]

|ε̄n
t | P1/n→ 0, sup

t∈[0,1]

√
n

bn

|ε̄n
t | P1/b2

n→ 0, sup
t∈[0,1]

√
n|ε̄n

t | P→ 0

and

sup
t∈R+

|εn
�n2/3t�∧n

|
n1/3

P→ 0, sup
t∈R+

|εn
�(nbn)2/3t�∧n

|
n1/3b

4/3
n

P1/b2
n→ 0.

PROOF. We prove the convergences on the first line. By (2.7) and (2.11),

sup
t∈[0,1]

|ε̄n
t | ≤ 1

n
+ 1

n

n∑
k=1

ξn
k,n−k+1.(3.1)

The right-most convergence follows sinceEξn
k,n−k+1 = cn/n. Next, by (3.1) and

the exponential Markov inequality forδ > 0 andλ > 0,

P
(

sup
t∈[0,1]

|ε̄n
t | > δ

)1/n

≤ eλ/nEe
λξn

1,1e−λδ → e−λδ asn → ∞.

The left-most convergence in the statement of the theorem follows sinceλ is
arbitrary. Finally,

P
(

sup
t∈[0,1]

√
n

bn

|ε̄n
t | > δ

)1/b2
n ≤ e1/b2

n
(
Ee

ξn
1,1
)n/b2

ne−δ
√

n/bn → 0 asn → ∞,

proving the convergence in the middle.
The convergences on the second line are proved similarly.�

In the next three lemmas we assume thatc > 0.

LEMMA 3.2. 1.The function Kρ(u), u ∈ [0,1], ρ ∈ R+, equals 0 when either
u = 0 or ρ = 0, is strictly decreasing, strictly concave and strictly subadditive in
each of the variables u and ρ when the other variable is positive. The function
Lc(u), u ∈ [0,1], equals 0 at u = 0 and is strictly increasing in u.

2. If u ∈ [(1 − 1/c)+,1], then the function Kc(x) + Lc(u + x) as a function
of x is strictly increasing for x ∈ [0,1 − u]. If c > 1 and u ∈ [0,1 − 1/c), then
Kc(x) + Lc(u + x) is strictly increasing for x ∈ [0, ũ], is strictly decreasing for
x ∈ [ũ, u∗], and is strictly increasing for x ∈ [u∗,1−u], where ũ ∈ [0,1−1/c−u]
is the solution of the equation

x

1− e−cx
+ x = 1− u
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and u∗ ∈ (1− 1/c − u,β − u] is the solution of the equation

x

1− e−cx
= 1− u.

The values of the function at x = u∗ and x = 0 coincide: Kc(u
∗) + Lc(u + u∗) =

Lc(u).

PROOF. Part 1 follows from the definitions. Part 2 follows by the equality

∂

∂x

(
Kc(x) + Lc(u + x)

)
= (c(1− u − x) − log

(
c(1− u − x)

))− ( cx

1− e−cx
− log

cx

1− e−cx

)
and the fact that the functionx − logx is decreasing forx ∈ (0,1) and is increasing
for x > 1. �

Let 0≤ s < t ≤ 1 and�s,t denote the set of absolutely continuous real-valued
functionsx = (xp, p ∈ [s, t]) with ẋp ≥ −1 a.e. and 1− p − xp ≥ 0 on [s, t]. We
denote forx ∈ �s,t ,

IS
s,t (x) =

∫ t

s
π

(
ẋp + 1

c(1− p − xp)

)
c(1− p − xp) dp.

Let also for 0< s̆ < t̆ , absolutely continuous real-valuedx = (xp, p ∈ [s̆, t̆]), and
θ̆ ∈ R,

Ĭ S
s̆,t̆

(x) = 1
2

∫ t̆

s̆
(ẋp + p − θ̆ )2 dp.

LEMMA 3.3. 1.Given w ∈ (0, (t −s)2/2), the infimum of IS
s,t (x) over x ∈ �s,t ,

such that xs = xt = 0 and
∫ t
s xp dp = w, is attained at

x̃p(s, t) = s − p + t − s

1− e−ρ̃(t−s)

(
1− e−ρ̃(p−s)), p ∈ [s, t],

where ρ̃ ∈ R+ satisfies the equality ∂Kρ(t − s)/∂ρ = −w, that is,

ρ̃(t − s)

1− e−ρ̃(t−s)
= 1+ wρ̃

t − s
+ 1

2
ρ̃(t − s).

The value of the infimum equals Kρ̃(t − s) + (ρ̃ − c)w + Lc(t) − Lc(s) =
supρ∈R+(Kρ(t − s) + (ρ − c)w) + Lc(t) − Lc(s).

If w = 0, then the infimum is attained at x̃p(s, t) = 0, p ∈ [s, t], and is equal to
Lc(t) − Lc(s).
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2. Given w̆ ∈ R+, the infimum of Ĭ S
s̆,t̆

(x) over absolutely continuous real-valued

functions x = (xp, p ∈ [s̆, t̆]), such that xs = xt = 0 and
∫ t̆
s̆ xp dp = w̆, is attained

at

x̆p(s̆, t̆) = 6w̆
(p − s̆)(t̆ − p)

(t̆ − s̆)3 , p ∈ [s̆, t̆],
and equals

6w̆2

(t̆ − s̆)3 − w̆ + (t̆ − θ̆ )3 − (s̆ − θ̆ )3

6
.

PROOF. Let C denote the closed convex subset of the Banach space of real-
valued Lebesgue measurable functionsh = (hp,p ∈ [s, t]) with norm ‖h‖ =∫ t
s |hp|dp, specified by the conditionshp ≥ 0 a.e.,

∫ t
s hp dp = t − s, and∫ t

s

∫ p
s hq dq dp = w + (t − s)2/2. We define a[0,∞]-valued functionalF on C

by

F(h) =
∫ t

s
π

(
hp

c(1− s − ∫ ps hq dq)

)
c

(
1− s −

∫ p

s
hq dq

)
dp.

On noting that forh ∈ C,

F(h) =
∫ t

s

(
hp log

hp

c
+ c

(
1− s −

∫ p

s
hq dq

))
dp

+ (1− t) log(1− t) − (1− s) log(1− s)

=
∫ t

s
hp loghp dp + (t − s)

(
c(1− s) − logc

)− c

(
w + (t − s)2

2

)
+ (1− t) log(1− t) − (1− s) log(1− s),

we see thatF is strictly convex onC. Therefore, the infimum ofF onC is attained
at a stationary point if the latter exists. The method of Lagrange multipliers shows
thath̃p = (ρ̃(t − s)/(1−e−ρ̃(t−s)))e−ρ̃(p−s) is such a point. The assertion of part 1
of the lemma follows.

For part 2 we apply the classical method of solving the isoperimetric problem,
see, for example, Alekseev, Tikhomirov and Fomin (1987).�

LEMMA 3.4. 1.Let a ∈ [0,1] and τ ∈ [0,1]. Then the infimum of∫ 1

0
π

(
1− φ̇t

c(1− t)

)
c(1− t) dt

over absolutely continuous nondecreasing functions φ = (φt , t ∈ [0,1]), such that
φ0 = 0, φ1 = a, φ̇t ≤ 1 a.e., and the Lebesgue measure of the set where φ̇t = 0 is
at least τ , equals

Lc

(
(1− 2a) ∨ τ

)+ c

2

(
1− (1− 2a) ∨ τ

)2
π

(
2(1− a − (1− 2a) ∨ τ)

c(1− (1− 2a) ∨ τ)2

)
.
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2. Let τ̆ ∈ R+ and θ̆ ∈ R. Then the infimum of
∫∞
0 (−φ̇t − θ̆ + t)2 dt/2

over absolutely continuous nondecreasing functions φ = (φt , t ∈ R+), such that
φ0 = 0 and the Lebesgue measure of the set where φ̇t = 0 is at least τ̆ , equals
((τ̆ − θ̆ )3 ∨ 0+ θ̆3)/6.

PROOF. We prove part 1. The optimizing integral can be written for a suitable
functiong as∫ 1

0

(
c(1− t) − log

(
c(1− t)

))
dt +
∫ 1

0
g(φ̇t ) dt +

∫ 1

0
φ̇t log(1− t) dt.

Let φ̇∗ denote the increasing rearrangement ofφ̇ defined by φ̇∗
t = sup{λ ∈

R+ :µφ(λ) ≤ t}, where µφ(λ) is the Lebesgue measure of thoset ∈ [0,1]
for which φ̇t ≤ λ. Since the function log(1 − t) is decreasing, by a Hardy–
Littlewood inequality, see Bennett and Sharpley (1988) or DeVore and Lorentz
(1993),

∫ 1
0 φ̇t log(1 − t) dt ≥ ∫ 1

0 φ̇∗
t log(1 − t) dt . Also

∫ 1
0 g(φ̇t ) dt = ∫ 1

0 g(φ̇∗
t ) dt .

Therefore, the functioṅφ can be assumed nondecreasing, soφ̇t = 0 for t ∈ [0, τ ]
and by the definition ofLc,∫ 1

0
π

(
1− φ̇t

c(1− t)

)
c(1− t) dt = Lc(τ) + I (φ, τ ),(3.2)

where

I (φ, τ ) =
∫ 1

τ
π

(
1− φ̇t

c(1− t)

)
c(1− t) dt.(3.3)

We now minimizeI (φ, τ ) on the set�(τ) of absolutely continuous functionsφ
with φτ = 0, φ1 = a, φ̇t ∈ [0,1] a.e., andφ̇t nondecreasing. Convexity considera-
tions provide us with the lower bound

I (φ, τ ) ≥ c(1− τ)2

2
π

(
2(1− τ − a)

c(1− τ)2

)
,(3.4)

which is attained at

˙̃
φt = 1− 2(1− τ − a)

(1− τ)2 (1− t), t ∈ [τ,1].
If τ ≥ 1 − 2a, this function belongs to�(τ) and delivers the infimum toI (φ, τ )

on�(τ), implying the required.
However, if τ < 1 − 2a (hence, 2a < 1), thenφ̃t is negative fort ∈ (τ,2 −

(1 − τ)2/(1 − τ − a) − τ). We prove that for thoseτ , the infimum ofI (φ, τ )

over φ ∈ �(τ) is attained atφ̂ defined by ˙̂
φt = 0 when t ∈ [τ,1 − 2a] and

˙̂
φt = 1− (1− t)/(2a) whent ∈ [1−2a,1]. Let us consideṙφ = (φ̇t , t ∈ [τ,1]) for
φ ∈ �(τ) as an element of the Banach space of Lebesgue measurable functions
h = (ht , t ∈ [τ,1]) with norm ess supt∈[τ,1] |ht |. Let functionalF on the subset
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of functionsh with 0 ≤ ht ≤ 1 a.e., be defined byF(h) = ∫ 1
τ π((1 − ht )/(c(1 −

t)))c(1− t) dt. It is convex and has a Gâteau derivative at˙̂
φ given by〈F ′( ˙̂

φ),h〉 =
− ∫ 1

τ log((1− ˙̂
φt)/(c(1− t)))ht dt . Therefore, forφ ∈ �(τ),〈

F ′( ˙̂φ), φ̇ − ˙̂
φ
〉= ∫ 1−2a

τ
log
(
c(1− t)

)
φ̇t dt + log(2ac)

∫ 1

1−2a

(
φ̇t − ˙̂

φt

)
dt

≥ log(2ac)

∫ 1−2a

τ
φ̇t dt + log(2ac)

∫ 1

1−2a

(
φ̇t − ˙̂

φt

)
dt = 0,

implying [see, e.g., Ekeland and Temam (1976)] thatI (φ̂, τ ) ≤ I (φ, τ ) for φ ∈
�(τ), as claimed. The definition of̂φ and (3.3) yieldI (φ̂, τ ) = Lc(1 − 2a) −
Lc(τ)+2a2cπ(1/(2ac)), which in view of (3.2) implies the assertion of the lemma
for the caseτ < 1− 2a.

The proof of part 2 is similar, the infimum being attained atφ̆ with ˙̆
φt = 0 for

t ∈ [0, τ ∨ θ̆ ] and ˙̆
φt = t − θ̆ for t > τ ∨ θ̆ . �

LEMMA 3.5. Subsets K of R
N+ of sequences u = (u1, u2, . . .), such that

supu∈K

∑∞
i=1 ui < ∞ and limi→∞ supu∈K ui = 0, are compact subsets of S.

PROOF. It suffices to check sequential compactness. Letun, n ∈ N, be a
sequence of elements ofK . The sequenceun, n ∈ N, being compact for the
product topology, let̃u = (ũ1, ũ2, . . .) denote an accumulation point. Passing if
necessary to a subsequence, we may assume thatun

i → ũi asn → ∞ for i ∈ N.
We have that̃u ∈ K . Let B = supu∈K

∑∞
i=1 ui . Given ε > 0, let δ > 0 be such

thatχ(x) ≤ εx/(2B) for x ∈ [0, δ] [we use thatχ(x)/x → 0 asx → 0], let k be
such thatui ≤ δε for i ≥ k andu ∈ K , and letn0 be such that|un

i − ũi | ≤ δε for
i = 1,2, . . . , k andn ≥ n0. We then have that forn ≥ n0,

∞∑
i=1

χ

( |un
i − ũi |

ε

)
≤ 1

2B

∞∑
i=1

|un
i − ũi | ≤ 1,

proving byε being arbitrary thatdχ(un, ũ) → 0 asn → ∞. �

4. Large deviation asymptotics for the basic processes. The main results of
this section are LDPs for the stochastic processes	Sn and	En. We also give without
proofs LDPs for the	�n and 	Qn, which are not used further. All these processes
are well-defined random elements ofDC([0,1],R). For the notions and facts of
idempotent probability theory used extensively in the below argument, the reader
is referred to the Appendix [or Puhalskii (2001)].

THEOREM 4.1. Let cn → c > 0 as n → ∞. Then the processes 	Sn obey the
LDP for scale n in DC([0,1],R) with action functional IS given by

IS(x) =
∫ 1

0
π

(
ẋt + 1

c(1− t − R(x)t )

)
c
(
1− t − R(x)t

)
dt
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for absolutely continuous x = (xt , t ∈ [0,1]), with x0 = 0, ẋt ≥ −1 a.e., and
R(x)t ≤ 1− t for t ∈ [0,1], and IS(x) = ∞ for other x.

PROOF. Let An = (An
t , t ∈ [0,1]) be defined by

An
t = 1

n

�nt�∑
k=1

n−Qn
k−1−(k−1)∑
j=1

ξn
kj .(4.1)

We note that by (2.6) and the definition of	Sn
t ,

	Sn
t = An

t − �nt�
n

, t ∈ [0,1],(4.2)

so an LDP for the	Sn would follow from an LDP for theAn. Let e = (t, t ∈ R+).
We prove that theAn as elements ofDC([0,1],R) obey the LDP for scalen with
action functional

IA(x) =
∫ 1

0
π

(
ẋt

c(1− t − R(x − e)t )

)
c
(
1− t − R(x − e)t

)
dt

if x is absolutely continuous,x0 = 0, ẋt ≥ 0 a.e., andR(x − e)t ≤ 1 − t for
t ∈ [0,1], andIA(x) = ∞ otherwise.

Let us extend the time-domain of the processesAn to R+ by lettingAn
t = An

1
for t ≥ 1. We show that the extendedAn satisfy the hypotheses of Theorem 5.1.5
in Puhalskii (2001). By (4.1)An is a totally discontinuousFn-adapted semimartin-
gale with predictable measure of jumps(νn([0, t],�), t ∈ R+, � ∈ B(R)) given
by

νn([0, t],�) =
�n(t∧1)�−1∑

k=0

Fn

(
1− 	Qn

k/n − k

n
,� \ {0}

)
, � ∈ B(R),

where

Fn(s,�′) = P

(
1

n

�ns�∑
j=1

ξn
1j ∈ �′

)
, s ∈ R+, �′ ∈ B(R).(4.3)

Since the jumps ofAn are bounded from above by 1,An satisfies the Cramér
condition, so its stochastic (or Doléans–Dade) exponential is well defined and has
the form

En
t (λ) =

�n(t∧1)�∏
k=1

(
1+
∫

R

(eλx − 1)νn

({
k

n

}
, dx

))
(4.4)

=
�n(t∧1)�−1∏

k=0

∫
R

eλxF n

(
1− 	Qn

k/n − k

n
, dx

)
,
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whereλ ∈ R. By (2.9) and (4.2),

	Qn = R(An − en + ε̄n),(4.5)

where en = (�nt�/n, t ∈ R+). Hence, recalling that theξn
i are Bernoulli and

equal 1 with probabilitycn/n, we have by (4.3) and (4.4),

1

n
logEn

t (nλ) = n log
(

1+ (eλ − 1)
cn

n

)
(4.6)

×
∫ �n(t∧1)�/n

0

(
1− R(An − en + ε̄n)s − �ns�

n

)
ds.

Let us note that by the fact thatQn
k + k ≤ n and (2.9),

1− R(An − en − ε̄n)s − �ns�
n

≥ 0 for s ∈ [0,1].(4.7)

Thus, denoting forx ∈ D(R+,R),

Gt(λ,x) = c(eλ − 1)

∫ t∧1

0

(
1− R(x − e)s − s

)
ds,(4.8)

we conclude by (4.6) and (4.7), the convergencecn → c, Lipshitz continuity of the
reflection mapping onDC([0,1],R+) and Lemma 3.1 that for arbitraryT > 0,

sup
t∈[0,T ]

∣∣∣∣1n logEn
t (nλ) − Gt(λ,An)

∣∣∣∣ P1/n→ 0 asn → ∞.

Since Gt(λ,x) satisfies the uniform continuity and majoration conditions of
Theorem 5.1.5 of Puhalskii (2001), by the theorem the sequence of laws of theAn

on D(R+,R) is C-exponentially tight (of ordern), and its every large deviation
accumulation point solves the maxingale problem(0,G) with G = (Gt(λ,x), t ∈
R+, λ ∈ R,x ∈ D(R+,R)). Let deviability �A on D(R+,R) be a solution
of (0,G). We note that�A(D(R+,R) \ C(R+,R)) = 0 by the C-exponential
tightness of the laws of theAn. Let deviability �̂

A be the restriction of�A on
C(R+,R). The claimed LDP will follow if forx ∈ C(R+,R),

�̂
A
(x) =

{
exp
(−IA(p1x)

)
, if xt = xt∧1, t ∈ R+,

∞, otherwise.
(4.9)

The idea of the proof of (4.9) is to translate the problem into a problem
on uniqueness of idempotent processes. Letϒ = C(R+,R) × C(R+,R) and
component idempotent processesA = (At (x,x′), t ∈ R+, (x,x′) ∈ ϒ) andN =
(Nt(x,x′), t ∈ R+, (x,x′) ∈ ϒ) be defined by the respective equalitiesAt(x,x′) =
xt andNt(x,x′) = x′

t . We will prove that there exists deviability� onϒ such that
A andN satisfy

At = NBt(A), t ∈ R+ �-a.e.,(4.10)
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where

Bt(x) = c

∫ t

0

(
1− R(x − e)s − s

)+
ds,(4.11)

A has idempotent distribition̂�A and N is idempotent Poisson, that is,
supx′∈C(R+,R) �(x,x′) = �̂

A
(x) and supx∈C(R+,R) �(x,x′) = �N(x′), where�N

is the Poisson deviability. After that we will draw on Ethier and Kurtz [(1986),
Theorem 1.1, Chapter 6] to conclude that (4.10) has a unique strong solution. That
will imply that (4.10) has a unique weak solution in the sense that the idempotent
distribution ofA is specified uniquely and is given by (4.9). The reasoning used to
establish (4.10) is also along the lines of the approaches developed in Ethier and
Kurtz (1986).

By (4.7), Lemma 3.1 and�A being an LD accumulation point of the laws of
theAn, we have that

1− R(x − e)s − s ≥ 0, s ∈ [0,1]�A-a.e.,(4.12)

so

Gt(λ;x) = G̃t (λ;x), t ∈ R+ �̂
A-a.e.,(4.13)

where forλ ∈ R,

G̃t (λ;x) = (eλ − 1)Bt (x), t ∈ R+, x ∈ C(R+,R).

Givenε > 0, we define forx,x′ ∈ C(R+,R),

Gε
t

(
λ; (x,x′)

)= G̃t (λ;x) + (eλ − 1)εt(4.14)

and introduce an idempotent processÂ = (Ât (x,x′), t ∈ R+, (x,x′) ∈ ϒ) by

Ât (x,x′) = xt + x′
t .(4.15)

As the deviability�A is a solution of the maxingale problem(0,G), �A is
concentrated onC(R+,R), �A and�̂

A coincide onC(R+,R), and Lemma A.2
and (4.13) hold, it follows that the idempotent process(exp(λxt − G̃t (λ;x)),
t ∈ R+,x ∈ C(R+,R)) is a C-uniformly maximable exponential maxingale on
(C(R+,R), �̂

A
), whereC = (Ct , t ∈ R+) is the canonicalτ -flow. Next, the fact

that (exp(λxt − (eλ − 1)t), t ∈ R+,x ∈ C(R+,R)) is a C-exponential maxingale
on (C(R+,R),�N) implies that(exp(λxt − (eλ − 1)εt), t ∈ R+,x ∈ C(R+,R))

is aC-exponential maxingale on(C(R+,R),�N,ε), where�N,ε((xt , t ∈ R+)) =
�N((xt/ε, t ∈ R+)). By Lemma A.3, (4.14) and (4.15) under product deviability

�̂
A × �N,ε, the idempotent process(exp(λÂt (x,x′) − Gε

t (λ; (x,x′))), t ∈ R+,
(x,x′) ∈ ϒ) is an exponential maxingale relative to theτ -flow A = (At , t ∈ R+),
whereAt = Ct ⊗ Ct . Let

σε
t (x,x′) = inf{s ∈ R+ :Bs(x) + εs ≥ t}.(4.16)
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The idempotent variablesσε
t , t ∈ R+, are bounded idempotentA-stopping

times andGε
σε

t (x,x′)(λ; (x,x′)) = (eλ − 1)t , so by Lemma A.1 the idempotent

process(exp(λNε
t (x,x′) − (eλ − 1)t), t ∈ R+, (x,x′) ∈ ϒ), whereNε

t (x,x′) =
Âσε

t (x,x′)(x,x′), is an exponential maxingale on(ϒ, �̂
A × �N,ε) relative to the

τ -flow Aε = (Aσε
t
, t ∈ R+). Hence,Nε = (Nε

t (x,x′), t ∈ R+, (x,x′) ∈ ϒ) is
an Aε-Poisson idempotent process, so it is a Poisson idempotent process on
(ϒ, �̂

A × �N,ε). In view of (4.15), (4.16) and the definition ofAt , we can write
that onϒ

At + x′
t = Nε

Bt (A)+εt , t ∈ R+.(4.17)

We now show that (4.10) is obtained as a limit of (4.17). The pair(A,Nε)

specifies a mapping ofϒ into itself. Let�ε denote the image of̂�A ×�N,ε under
this mapping, that is,�ε(x,x′) = sup(y,y′)∈ϒ : A(y,y′)=x,Nε(y,y′)=x′ �̂

A
(y)�N,ε(y′);

briefly, �ε is the joint idempotent distribution of(A,Nε) on (ϒ, �̂
A × �N,ε).

Since the idempotent distributions ofA andNε are deviabilities and do not depend
onε, the net�ε, ε → 0, of deviabilities onϒ is tight. It is thus relatively compact
for weak convergence of idempotent probabilities. Let� denote an accumulation
point of the�ε. By the continuous mapping theorem the marginal idempotent
distributions of� are equal tô�A and�N : supx′∈C(R+,R) �(x,x′) = �̂

A
(x) and

supx∈C(R+,R) �(x,x′) = �N(x′). Next, by the definition of�ε, (4.17) and (4.11)
for T > 0 andη > 0,

�ε

(
(x,x′) : sup

t∈[0,T ]
∣∣xt − x′

Bt (x)

∣∣≥ η

)

= (�̂
A × �N,ε)

(
sup

t∈[0,T ]
∣∣At − Nε

Bt (A)

∣∣≥ η

)

≤ (�̂
A × �N,ε)

(
sup

t∈[0,T ]
|x′

t | ≥
η

2

)
(4.18)

∨ (�̂
A × �N,ε)

(
sup

s,t∈[0,(c+ε)T ] : |s−t |≤εT

|Nε
s − Nε

t | ≥ η

2

)

= �N

(
sup

t∈[0,εT ]
|xt | ≥ η

2

)
∨ sup

s,t∈[0,(c+ε)T ] : |s−t |≤εT

�N

(
|xs − xt | ≥ η

2

)

= �N

(
xεT ≥ η

2

)
,

where the latter two equalities use the definition of�N,ε, the facts thatNε is
idempotent Poisson under̂�

A ×�N,ε and that idempotent Poisson processes have
stationary increments. GivenL > 0, we have by an exponential Markov inequality
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and the fact that(exp(Lxt − (eL − 1)t), t ∈ R+) is an exponential maxingale
under�N ,

�N

(
xεT ≥ η

2

)
≤ S�N

(
exp(LxεT )

)
exp
(
−Lη

2

)
= exp

(
(eL − 1)εT − Lη

2

)
,

whereS�N denotes idempotent expectation with respect to�N . Letting ε → 0
and L → ∞, we conclude that limε→0 �N(xεT ≥ η/2) = 0, so by (4.18)
limε→0 �ε((x,x′) : supt∈[0,T ] |xt −x′

Bt (x)| ≥ η) = 0. Since the�ε weakly converge
along a subnet to� and supt∈[0,T ] |xt − x′

Bt (x)| is a continuous function of
(x,x′) ∈ ϒ so that the set{(x,x′) ∈ ϒ : supt∈[0,T ] |xt − x′

Bt (x)| > η} is open, we
conclude that�((x,x′) : supt∈[0,T ] |xt − x′

Bt (x)| > η) = 0. Consequently,

�

(
(x,x′) : sup

t∈[0,T ]
∣∣xt − x′

Bt (x)

∣∣> 0
)

= sup
η>0

�

(
(x,x′) : sup

t∈[0,T ]
∣∣xt − x′

Bt (x)

∣∣> η

)
= 0,

which is equivalent to (4.10) byA andN being the first and second component
processes onϒ , respectively.

Equation (4.10) is of the form considered in Ethier and Kurtz [(1986),
Theorem 1.1, Chapter 6]. The hypotheses of the theorem are seen to be met,
which implies that (4.10) has a unique (strong) solution forA given by At =
Nσt (N), whereσt (x′) = inf{s ∈ [0,1] :

∫ s
0 (c(1 − R(x′ − e)p − p)+)−1 dp ≥ t},

x′ ∈ C(R+,R). Therefore,�(x,x′) = 0 if (xt , t ∈ R+) �= (x′
σt (x′), t ∈ R+), so

the fact that supx∈C(R+,R) �(x,x′) = �N(x′) yields�(x,x′) = �N(x′) if (xt , t ∈
R+) = (x′

σt (x′), t ∈ R+). Consequently, forx ∈ C(R+,R),

�̂
A
(x) = sup

x′∈C(R+,R)

�(x,x′)

(4.19) = sup
x′∈C(R+,R) : xt=x′

σt (x′)
�N(x′) = sup

x′∈C(R+,R) : xt=x′
Bt (x)

�N(x′).

We have thus proved that̂�A is uniquely specified by the right-most side
of (4.19). In particular, ifxt �= xt∧1 for some t ∈ R+, the set over which the
latter supremum is evaluated is empty, so�̂

A
(x) = 0. Let xt = xt∧1, t ∈ R+.

Recalling that�N(x′) = exp(−IN(x′)), where IN(x′) = ∫∞0 π(ẋ′
t ) dt if x′ is

absolutely continuous,x′
0 = 0, and ẋ′

t ≥ 0 a.e., andIN(x′) = ∞ otherwise, we
derive by a change of variables and (4.11) that the right-most side of (4.19)
equals exp(−IA(p1x)) provided 1− R(x − e)s − s ≥ 0, s ∈ [0,1]. If x does not
meet the latter condition, then̂�A

(x) = 0 according to (4.12). Equality (4.9) has
been proved, so the LDP for the (extended) processesAn has been proved. By
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the contraction principle the (nonextended)An obey the LDP inDC([0,1],R)

with IA. (Note that theAn are random elements ofDC([0,1],R).) The LDP for
the	Sn follows by (4.2) and the contraction principle.�

COROLLARY 4.1. Let cn → c > 0 as n → ∞. Then the processes (	Sn, 	En)

obey the LDP for scale n in DC([0,1],R
2) with action functional IS,E given by

IS,E(x,y) = IS(x) + IE
x (y),

where IE
x (y) = ∫ 1

0 π(ẏt /(cR(x)t ))cR(x)t dt if y = (yt , t ∈ [0,1]) is nondecreas-
ing and absolutely continuous with y0 = 0 and IE

x (y) = ∞ otherwise.

PROOF. Given a sequencexn, n ∈ N, of elements ofDC([0,1],R), let

	E′n
t = 1

n

�nt�∑
i=1

�nR(xn)(i−1)/n�−1∑
j=1

ζ n
ij , t ∈ [0,1].

A standard argument [e.g., Theorem 2.3 in Puhalskii (1994)] shows that ifxn → x
as n → ∞, then the sequence	E′n, n ∈ N, obeys the LDP inDC([0,1],R) for
scalen with action functionalIE

x (y), y ∈ DC([0,1],R). The claim now follows
by an argument as in Puhalskii [(1995), Theorem 2.2]; see also Chaganty (1997),
(2.9), (2.12) and Lemma 3.1.�

REMARK 4.1. An application of the contraction principle yields LDPs for the
	Qn and	�n:

1. The processes	Qn obey the LDP for scalen in DC([0,1],R) with action
functionalIQ given by

IQ(x) =
∫ 1

0
π

(
ẋt + 1

c(1− t − xt )

)
c(1− t − xt )1(xt > 0) dt

+
∫ (1−1/c)+

0
π

(
1

c(1− t)

)
c(1− t)1(xt = 0) dt

for absolutely continuousx = (xt , t ∈ [0,1]), with x0 = 0, ẋt ≥ −1 a.e. and
xt ∈ [0,1− t] t ∈ [0,1], andIQ(x) = ∞ for otherx.

2. The processes	�n obey the LDP for scalen in DC([0,1],R) with action
functionalI� given by

I�(φ) =
∫ 1

0
π

(
1− φ̇t

c(1− t)

)
c(1− t) dt +∑Kc(li)

if φ = (φt , t ∈ [0,1]) is absolutely continuous and nondecreasing,φ0 = 0 and
φ̇t ≤ 1 a.e., where theli are the lengths of the maximal intervals whereφ is
constant and summation is performed over all such intervals, andI�(φ) = ∞
otherwise.
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5. Large deviations for connected components. In this section we prove
Theorem 2.1 and Corollaries 2.1–2.4. We need the following lemma. Leta ∈ [0,1],
m ∈ N, u1, . . . , um be such thatui ∈ (0,1] and

∑m
i=1 ui ≤ 1, r1, . . . , rm belong

to R+, andδ > 0. We denote byBn
δ (a; {ui, ri}mi=1) the event that there existm

connected components ofG(n, cn/n) of sizes in the intervals(n(ui −δ), n(ui +δ))

for i = 1,2, . . . ,m, the numbers of the excess edges of these components belong
to the respective intervals(n(ri − δ), n(ri + δ)), the other connected components
are of sizes less thannδ, and the total number of components of the random graph
belongs to the interval(n(a − δ), n(a + δ)). Let alsoB̃n

δ (a) denote the event that
all the connected components are of sizes less thannδ and the total number of
components belongs to the interval(n(a − δ), n(a + δ)).

LEMMA 5.1. Let cn → c > 0 as n → ∞. If
∑m

i=1 ui ≤ 1− a, then

lim
δ→0

lim sup
n→∞

1

n
logP
(
Bn

δ (a; {ui, ri}mi=1)
)

= lim
δ→0

lim inf
n→∞

1

n
logP
(
Bn

δ (a; {ui, ri}mi=1)
)

= −
[

m∑
i=1

sup
ρ∈R+

(
Kρ(ui) + ri log

ρ

c

)
+ Lc

(
(1− 2a) ∨

m∑
i=1

ui

)

+ c

2

(
1− (1− 2a) ∨

m∑
i=1

ui

)2

π

(
2(1− a − (1− 2a) ∨∑m

i=1 ui)

c(1− (1− 2a) ∨∑m
i=1 ui)2

)]
.

If
∑m

i=1 ui > 1− a, then

lim
δ→0

lim sup
n→∞

1

n
logP
(
Bn

δ (a; {ui, ri}mi=1)
)= −∞.

Also

lim
δ→0

lim sup
n→∞

1

n
logP
(
B̃n

δ (a)
)

= lim
δ→0

lim inf
n→∞

1

n
logP
(
B̃n

δ (a)
)

= −
[
Lc

(
(1− 2a)+

)+ c

2

(
1− (1− 2a)+

)2
π

(
2(1− a − (1− 2a)+)

c(1− (1− 2a)+)2

)]
.

PROOF. We carry out the proof for the setsBn
δ (a; {ui, ri}mi=1). A simi-

lar (and actually simpler) reasoning applies to theB̃n
δ (a). We denote through-

out Bn
δ (a; {ui, ri}mi=1) as Bn

δ . Upper bounds are addressed first. Letδ ∈ (0,

mini=1,2,...,m ui), σ = (σ (1), σ (2), . . . , σ (m)) denote a permutation of the set
{1,2, . . . ,m} andB ′

δ,σ denote the set of functionsx ∈ DC([0,1],R), with x0 = 0
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such that|T (x)1 − a| ≤ δ and there exist points 0= t ′0 ≤ t ′1 ≤ t ′2 ≤ · · · ≤ t ′2m ≤
1 = t ′2m+1 with |t ′2i − t ′2i−1 − uσ(i)| ≤ δ for i = 1,2, . . . ,m for which R(x)t ′2i−1

=
R(x)t ′2i

= 0, T (x)t ′2i− − T (x)t ′2i−1
= 0, andR(x) is not strictly positive on any

subinterval of[t ′2i , t
′
2i+1] of lengthδ for i = 0,1, . . . ,m. Let Bδ,σ denote the set

of functions(x,y) ∈ DC([0,1],R
2) such thatx ∈ B ′

δ,σ , y is nondecreasing with
y0 = 0, and |yt ′2i

− yt ′2i−1
− rσ(i)| ≤ δ for i = 1,2, . . . ,m, where thet ′i are as-

sociated withx, and letBδ be the union of theBδ,σ over all permutationsσ .
By the construction ofQn and En, if there exists a connected component of
size l of the random graph withk excess edges, then there exist integersk1
and k2 ranging in {0,1, . . . , n} such thatk2 − k1 = l, Qn

k1
= Qn

k2
= 0, Qn

i ≥ 1
for i = k1 + 1, . . . , k2 − 1, andEn

k2
− En

k1
= k. Also, �n does not increase on

[k1, k2−1] and�n
n equals the number of the connected components ofG(n, cn/n).

Therefore, recalling (2.9) and (2.10), we have thatBn
δ ⊂ {(	Sn + ε̄n, 	En) ⊂ Bδ}.

Noting thatBδ and its closure inDC([0,1],R
2) have the same intersection with

C([0,1],R
2), we have by Corollary 4.1 and Lemma 3.1 that

lim sup
n→∞

1

n
logP(Bn

δ ) ≤ lim sup
n→∞

1

n
logP
(
(	Sn + ε̄n, 	En) ⊂ Bδ

)
(5.1) ≤ − inf

(x,y)∈Bδ∩C([0,1],R2)

(
IS(x) + IE

x (y)
)
.

Let B ′
σ denote the set of functionsx ∈ C([0,1],R) with x0 = 0 such that

T (x)1 = a and there exist points 0= t0 ≤ t1 ≤ t2 ≤ · · · ≤ t2m ≤ t2m+1 = 1
with t2i − t2i−1 = uσ(i) for i = 1,2, . . . ,m for which R(x)t2i−1 = R(x)t2i

= 0,
T (x)t2i

= T (x)t2i−1, and R(x) equals zero on the intervals[t2i , t2i+1] for
i = 0,1, . . . ,m. Let B̂σ denote the set of functions(x,y) ∈ C([0,1],R

2) such that
x ∈ B ′

σ , y is nondecreasing withy0 = 0 andyt2i
− yt2i−1 = rσ(i) for i = 1,2, . . . ,m

and theti associated withx. Since
⋂

δ>0 Bδ ∩ C([0,1],R
2) = ⋃σ B̂σ , we have

by (5.1),

lim sup
δ→0

lim sup
n→∞

1

n
logP(Bn

δ ) ≤ − inf
σ

inf
(x,y)∈B̂σ

(
IS(x) + IE

x (y)
)
.

As the functionπ is convex andπ(1) = 0, it follows by the form ofIE
x (y)

in Corollary 4.1 that the infimum ofIE
x (y) over y such that (x,y) ∈ B̂σ ,

where x ∈ B ′
σ is fixed as well as the pointsti , is attained atŷ defined by

˙̂yt = rσ(i)R(x)t/
∫ t2i
t2i−1

R(x)s ds for t ∈ [t2i−1, t2i], wherei = 1, . . . ,m, and ˙̂yt =
cR(x)t elsewhere, and is equal to

∑m
i=1π(rσ(i)/(c

∫ t2i
t2i−1

R(x)s ds))c
∫ t2i
t2i−1

R(x)s ds.
We can thus write

lim sup
δ→0

lim sup
n→∞

1

n
logP(Bn

δ )

(5.2)

≤ − inf
σ

inf
x∈B ′

σ

(
IS(x) +

m∑
i=1

π

(
rσ(i)

c
∫ t2i
t2i−1

R(x)s ds

)
c

∫ t2i

t2i−1

R(x)s ds

)
.
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We now evaluate the infimum overB ′
σ . For x ∈ B ′

σ with IS(x) < ∞, let φ =
(φt , t ∈ [0,1]) = T (x). The condition ẋt ≥ −1 a.e. implies thatφ̇t ≤ 1 a.e.
The functionφ does not increase on the intervals[t2i−1, t2i], i = 1,2, . . . ,m, so
a = φ1 =∑m

i=0
∫ t2i+1
t2i

φ̇t dt ≤ 1−∑m
i=1 ui , implying thatIS(x) = ∞ for x ∈ B ′

σ if∑m
i=1 ui > 1 − a. This proves the second limit in the statement of the lemma. In

the rest of the argument we assume that
∑m

i=1 ui ≤ 1 − a. We have, on using that
ẋt ≥ −1 a.e.,

inf
x∈B ′

σ

(
IS(x) +

m∑
i=1

π

(
rσ(i)

c
∫ t2i
t2i−1

R(x)s ds

)
c

∫ t2i

t2i−1

R(x)s ds

)
(5.3)

= inf
wi∈[0,u2

i /2),

i=1,2,...,m

(
inf

x∈B ′
σ (w1,...,wm)

I S(x) +
m∑

i=1

π

(
ri

cwi

)
cwi

)
,

where B ′
σ (w1, . . . ,wm) = {x ∈ B ′

σ :
∫ t2i
t2i−1

R(x)s ds = wσ(i), i = 1, . . . ,m}. We
next prove that

inf
x∈B ′

σ (w1,...,wm)
I S(x)

=
m∑

i=1

sup
ρ∈R+

(
Kρ(ui) + (ρ − c)wi

)+ Lc

(
(1− 2a) ∨

m∑
i=1

ui

)
(5.4)

+ c

2

(
1− (1− 2a) ∨

m∑
i=1

ui

)2

π

(
2(1− a − (1− 2a) ∨∑m

i=1 ui)

c(1− (1− 2a) ∨∑m
i=1 ui)2

)
.

Since for x ∈ B ′
σ , we have thatR(x)t2i−1 = 0 and T (x)t2i

= T (x)t2i−1 for
i = 1,2, . . . ,m, it follows that R(x)t = xt − xt2i−1 for t ∈ [t2i−1, t2i]. Hence,
in view of the form of IS in Theorem 4.1 and Lemma 3.3, if we changex ∈
B ′

σ (w1, . . . ,wm) with IS(x) < ∞ on intervals[t2i−1, t2i] to (xt2i−1 + x̃p(t2i−1, t2i),
p ∈ [t2i−1, t2i]), wherex̃p(t2i−1, t2i ) is defined in the statement of Lemma 3.3,
this will not increase the value ofIS(x). The altered functionx will still belong
to B ′

σ (w1, . . . ,wm) (note thatφ is not affected by this modification ofx). Since
xt + φt = 0 on

⋃m
i=0[t2i , t2i+1], the function φ and the intervals[t2i−1, t2i]

uniquely determine the modified functionx. We may thus optimize overφ and
the [t2i , t2i+1], and assume, in view of Lemmas 3.2 and 3.3, Theorem 4.1 and the
fact thatφ̇t = 0 a.e. on

⋃m
i=1[t2i−1, t2i], thatx is such that

IS(x) =
m∑

i=1

(
sup

ρ∈R+

(
Kρ(t2i − t2i−1) + (ρ − c)wσ(i)

)+ Lc(t2i ) − Lc(t2i−1)

)

+
∫ 1

0
1

(
t ∈

m⋃
i=0

[t2i , t2i+1]
)
π

(
1− φ̇t

c(1− t)

)
c(1− t) dt

=
m∑

i=1

sup
ρ∈R+

(
Kρ(ui) + (ρ − c)wi

)+ ∫ 1

0
π

(
1− φ̇t

c(1− t)

)
c(1− t) dt,
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where for the latter equality we used the definition ofLc in (2.14). An application
of Lemma 3.4 yields (5.4).

Now, a minimax argument [cf., e.g., Aubin and Ekeland (1984)] shows that

inf
wi∈[0,u2

i /2)

(
sup

ρ∈R+

(
Kρ(ui) + (ρ − c)wi

)+ π

(
ri

cwi

)
cwi

)
(5.5)

= sup
ρ∈R+

(
Kρ(ui) + ri log

ρ

c

)
.

Thus, by (5.2)–(5.5), if
∑m

i=1 ui ≤ 1− a, then

lim sup
δ→0

lim sup
n→∞

1

n
logP(Bn

δ )

≤ −
[

m∑
i=1

sup
ρ∈R+

(
Kρ(ui) + ri log

ρ

c

)
+ Lc

(
(1− 2a) ∨

m∑
i=1

ui

)

+ c

2

(
1− (1− 2a) ∨

m∑
i=1

ui

)2

π

(
2(1− a − (1− 2a) ∨∑m

i=1 ui)

c(1− (1− 2a) ∨∑m
i=1 ui)2

)]
.

We now establish the lower bound: if
∑m

i=1 ui ≤ 1− a, then

lim inf
δ→0

lim inf
n→∞

1

n
logP(Bn

δ )

≥ −
[

m∑
i=1

sup
ρ∈R+

(
Kρ(ui) + ri log

ρ

c

)
+ Lc

(
(1− 2a) ∨

m∑
i=1

ui

)
(5.6)

+ c

2

(
1− (1− 2a) ∨

m∑
i=1

ui

)2

π

(
2(1− a − (1− 2a) ∨∑m

i=1 ui)

c(1− (1− 2a) ∨∑m
i=1 ui)2

)]
.

Let (w̃i, ρ̃i) denote the saddle point of the function on the left-hand side of (5.5)
so that

Kρ̃i
(ui) + (ρ̃i − c)w̃i + π

(
ri

cw̃i

)
cw̃i = sup

ρ∈R+

(
Kρ(ui) + ri log

ρ

c

)
.(5.7)

Calculations show that̃ρi andw̃i are specified by the equalities

ρ̃iui

1− e−ρ̃iui
= 1+ ri

ui

+ ρ̃iui

2
, w̃i = ri

ρ̃i

,(5.8)

with ρ̃i = w̃i = 0 if ri = 0. Let s0 = 0, si =∑i
j=1 uj , j = 1, . . . ,m. Motivated

by the form of the optimal trajectory in Lemma 3.3, the definition ofŷ above
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and the definitions of̃φ and φ̂ in the proof of Lemma 3.4, we define, forη ∈
(0,mini=1,2,...,m ui), an absolutely continuous functionx̆η by x̆η

0 = 0,

˙̆xη

t = −1+ ui − η

1− e−(ρ̃i∨η)(ui−η)
(ρ̃i ∨ η)e−(ρ̃i∨η)(t−si−1)

for t ∈ (si−1, si) andi = 1, . . . ,m, ˙̆xη

t = −η for t ∈ (sm, sm ∨ (1− 2a)), and

˙̆xη

t = −1+ 2
1− sm ∨ (1− 2a) − a

(1− sm ∨ (1− 2a))2 (1− t)

for t ∈ (sm ∨ (1 − 2a),1), and we define an absolutely continuous functiony̆η

by ˙̆yη

t = riR(x̆η)t/(
∫ si−η
si−1

R(x̆η)s ds) for t ∈ (si−1, si − η), i = 1, . . . , and ˙̆yη

t =
cR(x)t elsewhere.

Let us fix arbitraryδ ∈ (0,mini=1,2,...,m ui). For ε > 0, let B̆ε,η denote the
ε-neighborhood of(x̆η, y̆η) in DC([0,1],R

2). It follows from the definitions of̆xη,
y̆η and the operatorR that if ε and η are small enough, then for arbitrary
(x,y) ∈ B̆ε,η with x0 = y0 = 0 andy nondecreasing, there exist disjoint segments
(s̃i−1, s̃i), i = 1,2, . . . ,m with |s̃i − s̃i−1 − ui | < δ such that the functionR(x) is
positive on these segments and equals zero at the endpoints, the other intervals
where R(x) is positive are of lengths less thanδ, and |ys̃i − ys̃i−1 − ri | < δ.
Furthermore, it may be assumed thatT (x)1 ∈ (a − δ, a + δ). We, therefore, have
by (2.9) and (2.10) that{(	Sn + ε̄n, 	En) ⊂ B̆ε,η} ⊂ Bn

δ for all small enoughε andη.
As the setB̆ε,η is open inDC([0,1],R

2), in view of Lemma 3.1 and Corollary 4.1,

lim inf
n→∞

1

n
logP(Bn

δ ) ≥ lim inf
n→∞

1

n
logP
(
(	Sn + ε̄n, 	En) ⊂ B̆ε,η

)
≥ − inf

(x,y)∈B̆ε,η

(
IS(x) + IE

x (y)
)

(5.9)

≥ −(IS(x̆η) + IE
x̆η (y̆η)

)
.

By the definitions ofx̆η and y̆η, (5.7), (5.8), the form ofIS in Theorem 4.1, the
form of IE in Corollary 4.1, part 1 of Lemma 3.3 and part 1 of Lemma 3.4, we
have thatIS(x̆η) + IE

x̆η (y̆η) converges asη → 0 to the sum on the right-hand side
of (5.6), which together with (5.9) concludes the proof of (5.6).�

PROOF OF THEOREM 2.1. We check that the sequence(αn/n, 	Un, 	Rn),
n ∈ N, is exponentially tight (of ordern) in [0,1] × S1 × S. By Lemma 3.5, the
subsets of[0,1] × S1 × S of elements(a,u, r), wherer = (r1, r2, . . .), with the
property that

∑∞
i=1 ri ≤ B for someB > 0 andri → 0 asi → ∞ uniformly, are

compact. Therefore, it suffices to check that

lim
B→∞ lim sup

n→∞
P

( ∞∑
i=1

	Rn
i > B

)1/n

= 0,(5.10)

lim
i→∞ lim sup

n→∞
P
(

sup
j=i,i+1,...

	Rn
j > η

)1/n

= 0, η > 0.(5.11)
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The first limit follows by exponential tightness of the	En
1 valid in view of

Corollary 4.1 and the fact that
∑∞

i=1
	Rn

i = 	En
1. For the second limit, we note that

	Rn
i equals the increment of	En

t over a time interval of length	Un
i , so forδ > 0,

∞⋃
i=1

{	Rn
i > η, 	Un

i ≤ δ} ⊂
{

sup
s,t∈[0,1] : |s−t |≤δ

|	En
t − 	En

s | > η

}
.(5.12)

Sinceui ≤ 1/i for an elementu = (u1, u2, . . .) of S1, we have that

lim sup
i→∞

lim sup
n→∞

P
(

sup
j=i,i+1,...

	Rn
j > η

)1/n

≤ lim sup
n→∞

P
(

sup
s,t∈[0,1] : |s−t |≤δ

|	En
t − 	En

s | > η

)1/n

.

Therefore, (5.11) follows on using that byC-exponential tightness of the	En,

lim
δ→0

lim sup
n→∞

P
(

sup
s,t∈[0,1] : |s−t |≤δ

|	En
t − 	En

s | > η

)1/n

= 0.(5.13)

It thus remains to check that

lim
ε→0

lim sup
n→∞

1

n
logP
(
d

((
αn

n
, 	Un, 	Rn

)
, (a,u, r)

)
≤ ε

)

= lim
ε→0

lim inf
n→∞

1

n
logP
(
d

((
αn

n
, 	Un, 	Rn

)
, (a,u, r)

)
≤ ε

)
= −Iα,U,R

c (a,u, r),

whered is a product metric on[0,1] × S1 × S and(a,u, r) ∈ [0,1] × S1 × S. Let
u = (u1, u2, . . .) andr = (r1, r2, . . .). If all the ui > 0, then givenδ > 0, for all
small enoughε > 0 and all large enoughm,{

d

((
αn

n
, 	Un, 	Rn

)
, (a,u, r)

)
≤ ε

}
⊂ Bn

δ (a; {ui, ri}mi=1).(5.14)

If u1 > 0 andui = 0 for all largei, then (5.14) holds form that is the greatest
indexi with ui > 0. If u1 = 0, then we have the inclusion{

d

((
αn

n
, 	Un, 	Rn

)
, (a,u, r)

)
≤ ε

}
⊂ B̃n

δ (a).

Therefore, Lemma 5.1 and the form ofIα,U,R
c (a,u, r) imply that, providedri = 0

whenui = 0,

lim sup
ε→0

lim sup
n→∞

1

n
logP
(
d

((
αn

n
, 	Un, 	Rn

)
, (a,u, r)

)
≤ ε

)
(5.15) ≤ −Iα,U,R

c (a,u, r).
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If for somei we have thatui = 0 andri > 0, then by (5.12) and (5.13) the left-hand
side of (5.15) equals−∞, so the required inequality holds as well.

For the lower bound,

lim inf
ε→0

lim inf
n→∞

1

n
logP
(
d

((
αn

n
, 	Un, 	Rn

)
, (a,u, r)

)
≤ ε

)
(5.16) ≥ −Iα,U,R

c (a,u, r),

we may assume thatri = 0 whenui = 0. Let us be givenε > 0 andB > 0. If all
theui are positive, then for all small enoughδ > 0, η > 0 and large enoughm, we
have the inclusion

Bn
δ (a; {ui, ri}mi=1) ⊂

{
d

((
αn

n
, 	Un, 	Rn

)
, (a,u, r)

)
≤ ε

}

∪
{ ∞∑

i=1

	Rn
i > B

}
∪
{

sup
i=m+1,...

	Rn
i > η

}
.

To see the latter we use the inequality
∑∞

i=m+1 χ(u′
i/ε) ≤ supi=m+1,...(χ(u′

i/ε)/

u′
i )
∑∞

i=m+1 u′
i for (u′

1, u
′
2, . . .) ∈ S and the convergenceχ(x)/x → 0 asx → 0.

Lemma 5.1, (5.10) and (5.11) imply (5.16). Ifu1 > 0 and not all theui are positive,
then by a similar argument

Bn
δ (a; {ui, ri}mi=1) ⊂

{
d

((
αn

n
, 	Un, 	Rn

)
, (a,u, r)

)
≤ ε

}

∪
{ ∞∑

i=1

	Rn
i > B

}
∪

∞⋃
i=m+1

{	Rn
i > η, 	Un

i ≤ δ},

wherem is the greatest indexi with ui > 0. If u1 = 0, then

B̃n
δ (a) ⊂

{
d

((
αn

n
, 	Un, 	Rn

)
, (a,u, r)

)
≤ ε

}

∪
{ ∞∑

i=1

	Rn
i > B

}
∪

∞⋃
i=1

{	Rn
i > η, 	Un

i ≤ δ}.

In either case, (5.16) follows by Lemma 5.1, (5.10), (5.12) and (5.13).�

Corollaries 2.1 and 2.2 follow by an application of the contraction principle. In
some more detail, the infima ofIα,U,R

c (a,u, r) andIα,U
c (a,u) overa ∈ [0,1] are

attained ata∗ = 1/(2c) if
∑∞

i=1 ui < 1 − 1/c and ata∗ = 1 −∑∞
i=1 ui − c(1 −∑∞

i=1 ui)
2/2 if

∑∞
i=1 ui ≥ 1 − 1/c; the infimum ofIα,U,R

c (a,u, r) over r ∈ S is
found by a minimax argument [it is actually attained atr∗ = (r∗

1, r∗
2, . . .) with

r∗
i = cu2

i /(1 − exp(−cui)) − cu2
i /2 − ui), cf. Aubin and Ekeland (1984)]. The

expression forIα
c (a) is obtained on noting that subadditivity ofKc(u) in u implies
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that
∑∞

i=1 Kc(ui) ≥ Kc(
∑∞

i=1 ui), so one should minimizeIα,U
c (a,u) with respect

to
∑∞

i=1 ui , and thatKc(u) is monotonically decreasing inu, so the infimum
can be taken over

∑∞
i=1 ui ≥ 1 − 2a. We provide more detail as to the proofs

of Corollaries 2.3 and 2.4.

PROOF OFCOROLLARY 2.3. LetAδ(u1, . . . , um), for δ ∈ (0,mini=1,...,m ui/

2), denote the subset ofS1 of vectors ũ = (ũ1, ũ2, . . .) such that there exist
distinct ji ∈ {1,2, . . . , �2/ui�} with |ũji

− ui | < δ for i = 1,2, . . . ,m. Let a
set A(u1, . . . , um) be defined as the set of̃u = (ũ1, ũ2, . . .) ∈ S1 such that
ũji

= ui, i = 1,2, . . . ,m, for some j1, . . . , jm. Since A(u1, . . . , um) equals
the intersection of the closures of theAδ(u1, . . . , um) over δ > 0, the sets
Aδ(u1, . . . , um) are open inS1, andAn

δ (u1, . . . , um) = {	Un ∈ Aδ(u1, . . . , um)}, we
have, by Corollary 2.2 and the definition of the LDP,

lim
δ→0

lim sup
n→∞

1

n
logP
(
An

δ (u1, . . . , um)
)

= lim
δ→0

lim inf
n→∞

1

n
logP
(
An

δ (u1, . . . , um)
)

= − inf
u∈A(u1,...,um)

IU
c (u).

We evaluate the latter infimum. SinceIU
c (u) is invariant with respect to per-

mutations of the entries ofu, we may replaceu with its permutation that has
u1, . . . , um as the firstm entries. By subadditivity ofKc(u) in u, we have that∑∞

i=m+1 Kc(ui) ≥ Kc(
∑∞

i=m+1 ui), so it is optimal to assume thatum+2 = um+3 =
· · · = 0. We thus need to find optimalum+1. If

∑m
i=1 ui ≥ 1 − 1/c, thenIU

c (u) =∑m+1
i=1 Kc(ui) + Lc(

∑m+1
i=1 ui). By Lemma 3.2Kc(um+1) + Lc(

∑m+1
i=1 ui) >

Lc(
∑m

i=1 ui) for any um+1 > 0, so it is optimal to takeum+1 = 0, accord-
ingly, infu∈A(u1,...,um) I

U
c (u) =∑m

i=1 Kc(ui)+Lc(
∑m

i=1 ui). If
∑m

i=1 ui < 1−1/c,
then Lemma 3.2 implies that foru∗ > 0, such thatu∗/(1 − exp(−cu∗)) = 1 −∑m

i=1 ui , we haveKc(u
∗) + Lc(

∑m
i=1 ui + u∗) = Lc(

∑m
i=1 ui). Also

∑m
i=1 ui +

u∗ > 1 − 1/c, so the choice ofu∗ as um+1 yields the value of the ac-
tion functional

∑m
i=1 Kc(ui) + Kc(u

∗) + Lc(
∑m

i=1 ui + u∗) = ∑m
i=1 Kc(ui) +

Lc(
∑m

i=1 ui). If um+1 �= u∗ and is such that
∑m+1

i=1 ui ≥ 1 − 1/c, thenIU
c (u) =∑m+1

i=1 Kc(ui) + Lc(
∑m+1

i=1 ui), which is greater than
∑m

i=1 Kc(ui) + Lc(
∑m

i=1 ui)

by Lemma 3.2. Finally, ifum+1 is such that
∑m+1

i=1 ui < 1 − 1/c, then with the
use of Lemma 3.2,IU

c (u) = ∑m+1
i=1 Kc(ui) + Lc(1 − 1/c) >

∑m+1
i=1 Kc(ui) +

Lc(
∑m+1

i=1 ui) ≥∑m
i=1 Kc(ui) + Lc(

∑m
i=1 ui). Therefore,u∗ is the optimal value

of um+1. Thus, infu∈A(u1,...,um) I
U
c (u) =∑m

i=1 Kc(ui) + Lc(
∑m

i=1 ui) and it is at-
tained at a unique pointu∗ given byu∗ = (u1, u2, . . . , um,0,0, . . .) if

∑m
i=1 ui ≥

1 − 1/c and u∗ = (u1, u2, . . . , um,u∗,0,0, . . .) if
∑m

i=1 ui < 1 − 1/c. We also
have by the form ofIU,R

c in Corollary 2.1 that the infimum ofIU,R
c (u∗, r) over
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r equalsIU
c (u∗) and is attained at the unique pointr∗ = (r∗

1, . . . , r∗
m,0,0, . . .) if∑m

i=1 ui ≥ 1−1/c andr∗ = (r∗
1, . . . , r∗

m, r∗,0,0, . . .) if
∑m

i=1 ui < 1−1/c. There-
fore, lettingd̃ denote a metric onS1 × S,

lim
δ→0

lim sup
n→∞

1

n
logP
(
An

δ (u1, . . . , um)
)

= lim
δ→0

lim inf
n→∞

1

n
logP
(
An

δ (u1, . . . , um)
)

= lim
η→0

lim sup
n→∞

1

n
logP
(
d̃
(
(	Un, 	Rn), (u∗, r∗)

)
< η
)

= lim
η→0

lim inf
n→∞

1

n
logP
(
d̃
(
(	Un, 	Rn), (u∗, r∗)

)
< η
)

= −
(

m∑
i=1

Kc(ui) + Lc

(
m∑

i=1

ui

))
.

In addition, lim infδ→0 limn→∞ P({d̃((	Un, 	Rn), (u∗, r∗)) < η}|An
δ (u1, . . . , um)) =

1 for η > 0 as in Freidlin and Wentzell [(1998), Theorem 3.4 of Chap-
ter 3]. The proof is completed by noting that{d̃((	Un, 	Rn), (u∗, r∗)) < η} ⊂
Ãn

δ,ε(u1, . . . , um) ⊂ An
δ (u1, . . . , um) for all small enoughη > 0. �

PROOF OFCOROLLARY 2.4. By Theorem 2.1 and the contraction principle,

Iα,β,γ
c (a, u, r) = inf

(u,r)∈O(u,r)
I α,U,R
c (a,u, r),(5.17)

whereO(u, r) = {(u, r) ∈ S1 × S :u1 = u, r1 = r}. The assertion of the corol-
lary for u = 0 follows. Let us assume now thatu > 0. The infimum of
supρ∈R+(Kρ(x) + r log(ρ/c)) over r ∈ R+ equalsKc(x), therefore, it suffices to
minimize overu2, u3, . . . the function

∞∑
i=1

Kc(ui) + Lc

(
(1− 2a) ∨

∞∑
i=1

ui

)

+ c

2

(
1− (1− 2a) ∨

∞∑
i=1

ui

)2

π

(
2(1− a − (1− 2a) ∨∑∞

i=1 ui)

c(1− (1− 2a) ∨∑∞
i=1 ui)2

)
.

By the fact thatKc(x) < 0 for x > 0 and is decreasing inx (Lemma 3.2), we can
assume that in an optimal configuration

∑∞
i=1 ui ≥ 1 − 2a. Next, sinceKc(x) is

concave inx, Kc(0) = 0 andui ≤ u, we have that

∞∑
i=1

Kc(ui) ≥
⌊∑∞

i=1 ui

u

⌋
Kc(u) + Kc

( ∞∑
i=1

ui − u

⌊∑∞
i=1 ui

u

⌋)
.(5.18)
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Hence, by Theorem 2.1,

Iα,β,γ
c (a, u, r) = sup

ρ∈R+

(
Kρ(u) + r log

ρ

c

)
− Kc(u)

+ inf
τ∈[(1−2a)∨u,1−a]

(⌊
τ

u

⌋
Kc(u) + Kc

(
τ − u

⌊
τ

u

⌋)
(5.19)

+ Lc(τ) + c

2
(1− τ)2π

(
2(1− a − τ)

c(1− τ)2

))
,

as required. Part 1 has been proved.
We prove part 2. By the contraction principle the sequence(βn/n, γ n/n), n ∈ N,

obeys the LDP for scalen with action functionalIβ,γ
c (u, r) = infa∈[0,1] Iα,β,γ

c (a,

u, r), which yields the assertion of part 2 for(u, r) = (0,0). Let u > 0. The
infimum of the right-most term on the right-hand side of (5.19) overa ∈ [(1 −
τ)/2,1 − τ ] is attained at(1 − τ)/2 if τ < 1 − 1/c and at 1− τ − c(1 − τ)2/2
if τ ≥ 1 − 1/c with respective valuesc(1 − τ)2/2π(1/(c(1 − τ))) and 0. Ifτ <

1−1/c, then by Lemma 3.2 there existsτ ∗ ∈ (0,1− τ) such thatτ + τ ∗ > 1−1/c

andLc(τ) = Kc(τ
∗) + Lc(τ + τ ∗). Therefore, in analogy with (5.18),⌊

τ

u

⌋
Kc(u) + Kc

(
τ − u

⌊
τ

u

⌋)
+ Lc(τ) ≥

⌊
τ + τ ∗

u

⌋
Kc(u) + Kc

(
τ + τ ∗ − u

⌊
τ + τ ∗

u

⌋)
+ Lc(τ + τ ∗),

which implies that we may disregard the domainτ < 1−1/c. Hence, (5.19) yields

Iβ,γ
c (u, r) = sup

ρ∈R+

(
Kρ(u) + r log

ρ

c

)
− Kc(u)

(5.20)
+ inf

τ∈[(1−1/c)∨u,1]

(⌊
τ

u

⌋
Kc(u) + Kc

(
τ − u

⌊
τ

u

⌋)
+ Lc(τ)

)
.

If u ≥ 1 − 1/c, then forτ ≥ u by Lemma 3.2�τ/u�Kc(u) + Kc(τ − �τ/u�u) +
Lc(τ) ≥ Kc(u) + Kc(τ − u) + Lc(τ) ≥ Kc(u) + Lc(u), so

Iβ,γ
c (u) = sup

ρ∈R+

(
Kρ(u) + r log

ρ

c

)
+ Lc(u).(5.21)

Let us now assume thatu < 1− 1/c, soc > 1. If τ ≥ �(1− 1/c)/u�u + u, then by
the fact that�(1− 1/c)/u�u + u > 1− 1/c and Lemma 3.2,⌊

τ

u

⌋
Kc(u) + Kc

(
τ −
⌊
τ

u

⌋
u

)
+ Lc(τ)

≥
(⌊

1

u

(
1− 1

c

)⌋
+ 1
)
Kc(u) + Kc

(
τ −
⌊

1

u

(
1− 1

c

)⌋
u − u

)
+ Lc(τ)

≥
(⌊

1

u

(
1− 1

c

)⌋
+ 1
)
Kc(u) + Lc

(⌊
1

u

(
1− 1

c

)⌋
u + u

)
,
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so by (5.20),

Iβ
c (u) = sup

ρ∈R+

(
Kρ(u) + r log

ρ

c

)
− Kc(u)

(5.22)
+ inf

τ∈[1−1/c,�(1−1/c)/u�u+u]

(⌊
τ

u

⌋
Kc(u) + Kc

(
τ − u

⌊
τ

u

⌋)
+ Lc(τ)

)
.

By subadditivity ofKc(x) in x, for τ ≥ 1− 1/c,⌊
τ

u

⌋
Kc(u) + Kc

(
τ −
⌊
τ

u

⌋
u

)
(5.23)

≥
⌊

1

u

(
1− 1

c

)⌋
Kc(u) + Kc

(
τ −
⌊

1

u

(
1− 1

c

)⌋
u

)
.

By Lemma 3.2 and the definition ofû for τ ∈ [1− 1/c, �(1− 1/c)/u�u + u],
Kc

(
τ −
⌊

1

u

(
1− 1

c

)⌋
u

)
+ Lc(τ) ≥ Kc(û ∧ u) + Lc

(⌊
1

u

(
1− 1

c

)⌋
u + û ∧ u

)
,

which implies by (5.23) that the minimum in (5.22) is attained atτ̂ = �(1 −
1/c)/u�u + û ∧ u, completing the proof of part 2.

Part 3 follows by minimizingIβ,γ
c (u, r) overr ∈ R+. �

6. Normal and moderate deviations for the largest component. In this
section we prove Theorems 2.2 and 2.3. We start by establishing a law-of-large-
numbers result. Let

	Mn
t = 1

n

�nt�∑
i=1

n−Qn
i−1−(i−1)∑
j=1

(
ξn
ij − cn

n

)
, t ∈ [0,1],(6.1)

	Ln
t = 1

n

�nt�∑
i=1

Qn
i−1−1∑
j=1

(
ζ n
ij − cn

n

)
, t ∈ [0,1],(6.2)

so that by (2.5), (2.6), (2.11) and (2.12),

	Qn
t =
∫ �nt�/n

0

(
cn

(
1− 	Qn

s − �ns�
n

)
− 1
)

ds + ε̄n
t + 	Mn

t + 	�n
t ,(6.3)

	En
t = cn

∫ �nt�/n

0
	Qn

s ds + 	Ln
t − cn

n

∫ �nt�/n

0
1(	Qn

s > 0) ds.(6.4)

The processes	Mn = ( 	Mn
t , t ∈ [0,1]) and 	Ln = (	Ln

t , t ∈ [0,1]) are orthogonal
square integrable martingales relative to the filtration(F n

t , t ∈ [0,1]) with
respective predictable quadratic characteristics

〈 	Mn〉t = cn

n

(
1− cn

n

)∫ �nt�/n

0

(
1− 	Qn

s − �ns�
n

)
ds,(6.5)
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〈	Ln〉t = cn

n

(
1− cn

n

)∫ �nt�/n

0

(
	Qn

s − 1

n

)+
ds.(6.6)

Let functionsq̄ = (q̄t , t ∈ [0,1]), φ̄ = (φ̄t , t ∈ [0,1]) and ē = (ēt , t ∈ [0,1]) be
defined by

q̄t =
{

1− t − e−ct , if t ∈ [0, β],
0, otherwise,

(6.7)

φ̄t =


c

2
(t2 − β2) − (c − 1)(t − β), if t ∈ [β,1],

0, otherwise,
(6.8)

and

ēt = e−c(t∧β) − 1+ c(t ∧ β) − c(t ∧ β)2

2
.(6.9)

Equivalently, the pair(q̄, φ̄) can be defined as the solution to the Skorohod problem

q̄t =
∫ t

0

(
c(1− q̄s − s) − 1

)
ds + φ̄t and φ̄t =

∫ t

0
1(q̄s = 0) dφ̄s .(6.10)

We note that

q̄t =
∫ t

0

(
c(1− q̄s − s) − 1

)
ds for t ∈ [0, β] and

(6.11)
ēt = c

∫ t

0
q̄s ds for t ∈ [0,1].

LEMMA 6.1. Let cn → c > 0 as n → ∞. Then the processes 	Qn, 	�n and 	En

converge in probability uniformly on [0,1] to the functions q̄, φ̄ and ē, respectively.

PROOF. By (6.5), (6.6) and Doob’s inequality, the	Mn and	Ln converge to 0 in
probability uniformly over[0,1] asn → ∞. Also, theε̄n converge in probability
to 0 uniformly on[0,1] by Lemma 3.1. Now, a standard tightness argument applied
to (6.3) and (6.4) shows that the sequence(	Qn, 	�n, 	En), n ∈ N, is C-tight in
DC([0,1],R

3), where a limit point(q̃, φ̃, ẽ) is such that̃qt = ∫ t0(c(1 − q̃s − s) −
1) ds + φ̃t , φ̃ is nondecreasing with̃φt = ∫ t0 1(q̃s = 0) dφ̃s and ẽt = c

∫ t
0 q̃s ds.

Hence,(q̃, φ̃, ẽ) = (q̄, φ̄, ē), concluding the proof. �

REMARK 6.1. The convergences	Qn P→ q̄ and 	�n P→ φ̄ also follow from
Remark 4.1 since the action functionalsIQ and I� are equal to 0 at̄q and φ̄,
respectively.

We now prove a diffusion limit theorem, which will lead to the proof of
Theorem 2.2. Let us define processesMn = (Mn

t , t ∈ [0,1]), Ln = (Ln
t , t ∈
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[0,1]), Xn = (Xn
t , t ∈ [0,1]), Yn = (Y n

t , t ∈ [0,1]) and Zn = (Zn
t , t ∈ [0,1])

by the respective equalitiesMn
t = √

n 	Mn
t , Ln

t = √
n	Ln

t , Xn
t = √

n(	Qn
t − q̄t ),

Yn
t = √

n(	�n
t − φ̄t ) andZn

t = √
n(	En

t − ēt ). By (6.3), (6.4), (6.7), (6.10) and (6.11),
these processes satisfy the equations

Xn
t = −cn

∫ t

0
Xn

s ds + √
n(cn − c)

∫ t

0
σ 2

s ds + Mn
t + ε̃n

t + Yn
t ,(6.12)

Zn
t = cn

∫ t

0
Xn

s ds + √
n(cn − c)

∫ t

0
q̄s ds + Ln

t + δ̃n
t ,(6.13)

where

σ 2
t =
{

e−ct , if t ∈ [0, β],
1− t, if t ∈ [β,1],(6.14)

ε̃n
t = √

nε̄n
t + √

n

∫ �nt�/n

t

(
cn

(
1− 	Qn

s − �ns�
n

)
− 1
)

ds

(6.15)
+ √

n

∫ t

0

(
s − �ns�

n

)
ds,

δ̃n
t = √

ncn

∫ �nt�/n

t

	Qn
s ds − cn√

n

∫ �nt�/n

0
1(	Qn

s > 0) ds.(6.16)

We note that Lemma 3.1 implies that ifcn → c asn → ∞, then for arbitraryη > 0,

sup
t∈[0,1]

|ε̃n
t | P→ 0,(6.17)

also

sup
t∈[0,1]

|δ̃n
t | ≤ cn√

n
.(6.18)

Let W(1) = (W
(1)
t , t ∈ [0,1]) and W(2) = (W

(2)
t , t ∈ [0,1]) be independent

Wiener processes, and processesH = (Ht , t ∈ [0,1]) andZ = (Zt , t ∈ [0,1]) be
specified by the equations

Ht = −c

∫ t∧β

0
Hs ds + θ

∫ t

0
σ 2

s ds + √
c

∫ t

0
σs dW(1)

s ,(6.19)

Zt = c

∫ t∧β

0
Hs ds + θ

∫ t

0
q̄s ds + √

c

∫ t

0

√
q̄s dW(2)

s .(6.20)

We also define processesM = (Mt , t ∈ [0,1]) andL = (Lt , t ∈ [0,1]) by Mt =√
c
∫ t
0 σs dW

(1)
s andLt = √

c
∫ t
0
√

q̄s dW
(2)
s .

LEMMA 6.2. Let
√

n(cn − c) → θ ∈ R as n → ∞, where c > 0. Then

lim
B→∞ lim sup

n→∞
P
(

sup
t∈[0,1]

|Xn
t | > B

)
= 0.
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Also the following holds:
1. If β > 0, then for δ ∈ (0, β ∧ (1 − β)), the processes Mn, Ln, (Xn

t , t ∈
[0, β −δ]), (Y n

t , t ∈ [β +δ,1]) and (Zn
t , t ∈ [0,1]) jointly converge in distribution

in DC([0,1],R
2) × DC([0, β − δ],R) × DC([β + δ,1],R) × DC([0,1],R) to the

respective processes M , L, (Ht , t ∈ [0, β − δ]), (−Ht, t ∈ [β + δ,1]) and Z. In
addition, limn→∞ P(supt∈[0,β−δ] |Yn

t | > δ) = 0.

2. If β = 0, then the processes Yn converge in distribution in DC([0,1],R) to
the process −H .

PROOF. We start by proving that the processes(Mn,Ln) converge in
distribution inDC([0,1],R

2) to the process(M,L). The processesMn andLn

are orthogonal square integrable martingales relative to the filtration(F n
t , t ∈

[0,1]), whose respective predictable quadratic characteristicsn〈 	Mn〉t andn〈	Ln〉t
converge in probability asn → ∞ to c

∫ t
0 σ 2

s ds andc
∫ t
0 q̄s ds, respectively, in view

of (6.5), (6.6), (6.7), (6.14) and Lemma 6.1. The predictable measure of jumps of
(Mn,Ln) is given by

ν̃n([0, t],� × �′)

=
�nt�−1∑
k=0

F̃ n

(
1− Qn

k

n
− k

n
,� \ {0}

)
F̃ n

((
Qn

k

n
− 1

n

)+
,�′ \ {0}

)
,

�,�′ ∈ B(R),

where

F̃ n(s, �′′) = P

(
1√
n

�ns�∑
j=1

(
ξn

1j − cn

n

)
∈ �′′
)
, s ∈ [0,1], �′′ ∈ B(R).

Therefore, forε > 0 andn large enough,∫ 1

0

∫
R2

|x|21(|x| > ε)ν̃n(ds, dx)

≤ 1

ε2

∫ 1

0

∫
R2

|x|4ν̃n(ds, dx)

≤ 2

ε2

n∑
k=1

∫
R

|x|4F̃ n

(
1− Qn

k−1

n
− k − 1

n
, dx

)

+ 2

ε2

n∑
k=1

∫
R

|x|4F̃ n

((
Qn

k−1

n
− 1

n

)+
, dx

)
≤ 4(2cn + 3c2

n)

n2ε2 ,

which converges to 0 asn → ∞. Therefore, extending the(Mn,Ln) to processes
with trajectories inD(R+,R

2) by setting(Mn
t ,Ln

t ) = (Mn
1 ,Ln

1), t ≥ 1, we see by
Jacod and Shiryaev [(1987), Theorem VIII.3.22] that these processes converge
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in distribution to the extension of(M,L) defined as(Mt ,Lt ) = (M1,L1),
t ≥ 1. Since the projectionp1 from D(R+,R

2) to DC([0,1],R
2) is continuous

at continuous functions fromD(R+,R
2), we conclude that the (nonextended)

processes(Mn,Ln) converge in distribution inDC([0,1],R
2) to the process

(M,L).
By (6.3), (6.10) and Lipshitz continuity of reflection forr ∈ [0,1],

|	Qn
r − q̄r | ≤ 2 sup

t∈[0,r]

∣∣∣∣ ∫ �nt�/n

0

(
cn

(
1− 	Qn

s − �ns�
n

)
− 1
)

ds

+ ε̄n
t + 	Mn

t −
∫ t

0

(
c(1− q̄s − s) − 1

)
ds

∣∣∣∣,
so the definitions ofXn

t andMn
t , (6.7), (6.14) and (6.15) yield

|Xn
t | ≤ 2cn

∫ t

0
|Xn

s |ds + 2 sup
s∈[0,t]

|Mn
s |

(6.21)
+ 2

√
n|cn − c|

∫ t

0
σ 2

s ds + 2 sup
s∈[0,1]

|ε̃n
s |, t ∈ [0,1].

In view of C-tightness of theMn, the convergence
√

n(cn − c) → θ , (6.17) and
Gronwall’s inequality, (6.21) yields the asymptotic boundedness in probability of
the supt∈[0,1] |Xn

t | asserted in the first display of the statement of the lemma. This
implies by (6.13), the convergence

√
n(cn − c) → θ , (6.18) andC-tightness of the

Ln that the sequenceZn, n ∈ N, is C-tight in D([0,1],R).
We next show that for arbitraryδ ∈ (0,1− β),

lim
n→∞ P

(
sup

t∈[β+δ,1]
|Xn

t | > δ

)
= 0.(6.22)

On recalling the definition ofYn
t , we write (6.12) in the following form:

Xn
t = −cn

∫ t

0
Xn

s ds + √
n(cn − c)

∫ t

0
σ 2

s ds + Mn
t + ε̃n

t − √
n φ̄t + √

n	�n
t .(6.23)

SinceXn
t = √

n	Qn
t for t ∈ [β,1], φ̄β = 0, and	�n

t increases only when	Qn
t = 0,

(6.23) implies that(Xn
t , t ∈ [β,1]) is the reflection of the process(Xn

β −
cn

∫ t
β Xn

s ds + √
n(cn − c)

∫ t
β σ 2

s ds + (Mn
t − Mn

β) − √
nφ̄t + (ε̃n

t − ε̃n
β), t ∈ [β,1]),

so by Xn
s being nonnegative on[β,1], it is not greater than the reflection of

(Xn
β + √

n(cn − c)
∫ t
β σ 2

s ds + (Mn
t − Mn

β) − √
nφ̄t + (ε̃n

t − ε̃n
β), t ∈ [β,1]).

Therefore,

Xn
t ≤ sup

s∈[β,t]

(√
n(cn − c)

∫ t

s
σ 2

p dp + (Mn
t − Mn

s ) + √
n(φ̄s − φ̄t ) + (ε̃n

t − ε̃n
s )

)

∨
(
Xn

β + √
n(cn − c)

∫ t

β
σ 2

s ds + (Mn
t − Mn

β) − √
nφ̄t + (ε̃n

t − ε̃n
β)

)
,(6.24)

t ∈ [β,1].
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Hence, fort ≥ β + δ andη ∈ (0, δ),

Xn
t ≤
(∣∣√n(cn − c)

∣∣ ∫ 1

β
σ 2

s ds + 2 sup
s∈[β,1]

|Mn
s |

+ 2 sup
s∈[β,1]

|ε̃n
s | + Xn

β + √
n(φ̄t−η − φ̄t )

)
(6.25)

∨ sup
s∈[t−η,t]

(∣∣√n(cn − c)
∣∣ ∫ t

s
σ 2

p dp + |Mn
t − Mn

s | + |ε̃n
t − ε̃n

s |
)
.

Limit (6.22) follows by (6.25), (6.17),C-tightness of theMn, asymptotic bound-
edness in probability of the supt∈[0,1] |Xn

t |, the convergence
√

n(cn − c) → θ and
convergence of supt∈[β+δ,1]

√
n(φ̄t−η − φ̄t ) to −∞ asn → ∞. Now, (6.22) im-

plies by (6.12), (6.17), the convergence
√

n(cn − c) → θ , asymptotic boundedness
in probability of the supt∈[0,1] |Xn

t | andC-tightness of theMn that the processesYn

restricted to[β + δ,1] areC-tight in D([β + δ,1],R).
Let us now assume thatβ > 0. By (6.23), the definition ofXn

t and the definition
of the reflection mapping fort ∈ [0,1],

√
n 	�n

t = − inf
s∈[0,t]

(
−cn

∫ s

0
Xn

p dp + √
n(cn − c)

∫ s

0
σ 2

p dp

(6.26)
+ Mn

s + ε̃n
s + √

nq̄s − √
nφ̄s

)
∧ 0.

Convergence in distribution of theMn to a continuous-path process implies
that for δ > 0, limη→0 lim supn→∞ P(supt∈[0,η] |Mn

t | > δ) = 0. Therefore, given
δ ∈ (0, β), we derive from (6.26), taking into consideration the convergences√

n(cn − c) → θ and
√

n inft∈[η,β−δ] q̄t → ∞ asn → ∞, whereη ∈ (0, β − δ), the
fact thatφ̄t = 0 for t ∈ [0, β], (6.17) and asymptotic boundedness in probability of
the supt∈[0,1] |Xn

t | and supt∈[0,1] |Mn
t | that

lim
n→∞ P

(
sup

t∈[0,β−δ]
|Yn

t | > δ

)
= 0.(6.27)

Putting together (6.12), (6.17), (6.27), the convergence
√

n(cn − c) → θ , asymp-
totic boundedness in probability of the supt∈[0,1] |Xn

t | andC-tightness of theMn,
we conclude that theXn restricted to[0, β − δ] areC-tight in DC([0, β − δ],R).

We have thus established that forβ > 0 andδ ∈ (0, β ∧ (1− β)), the processes
Mn, Ln, Xn restricted to[0, β − δ], Yn restricted to[β + δ,1] andZn areC-tight
in the associated function spaces, so they are jointly tight as random elements
with values in the product space. Convergence in distribution inDC([0,1],R

2) ×
DC([0, β − δ],R) × DC([β + δ,1],R) × DC([0,1],R) of the (Mn,Ln, (Xn

t , t ∈
[0, β − δ]), (Y n

t , t ∈ [β + δ,1]),Zn) to (M,L, (Ht , t ∈ [0, β − δ]), (−Ht, t ∈
[β + δ,1]),Z) now follows by (6.12), (6.13), (6.17)–(6.20), (6.22), (6.27), the



STOCHASTIC PROCESSES IN RANDOM GRAPHS 385

convergence
√

n(cn − c) → θ , convergence in distribution of the(Mn,Ln) to
(M,L) and uniqueness of the solution(H,Z) to (6.19) and (6.20).

Let us now assume thatβ = 0. Inequality (6.21), in view of asymptotic
boundedness in probability of the supt∈[0,1] |Xn

t |, C-tightness of theMn, limits
(6.17), (6.22) and

√
n(cn − c) → θ , yields the limit

lim
η→0

lim sup
n→∞

P
(

sup
t∈[0,η]

|Xn
t | > δ

)
= 0

for δ > 0, so by (6.22) limn→∞ P(supt∈[0,1] |Xn
t | > δ) = 0. Therefore, by (6.12),

the convergence
√

n(cn − c) → θ , and convergence in distribution of theMn to
M , theYn converge in distribution inDC([0,1],R) to −H . �

REMARK 6.2. A slight modification of the proof allows one to strengthen
the assertion of the lemma forβ > 0 to the joint convergence in distribution in
DC([0,1],R

2) × DC([0, β − δ],R)2 × DC([β + δ,1],R)2 × R
2 × DC([0,1],R)

of the Mn, Ln, (Xn
t , t ∈ [0, β − δ]), (Y n

t , t ∈ [0, β − δ]), (Xn
t , t ∈ [β + δ,1]),

(Y n
t , t ∈ [β + δ,1]), Xn

β , Yn
β and Zn to the respective random elementsM , L,

(Xt , t ∈ [0, β − δ]), (Yt , t ∈ [0, β − δ]), (Xt , t ∈ [β + δ,1]), (Yt , t ∈ [β + δ,1]),
Xβ , Yβ andZ, where

Xt =


Ht, for t ∈ [0, β),

Hβ ∨ 0, for t = β,

0, for t ∈ (β,1],
and Yt =


0, for t ∈ [0, β),

(−Hβ) ∨ 0, for t = β,

−Ht, for t ∈ (β,1].
We thus have convergence in distribution with unmatched jumps in the limit
process mentioned in the Introduction.

PROOF OFTHEOREM 2.2. Letc > 1, soβ > 0. We prove that asn → ∞,(√
n

(
αn

n
− α

)
,
√

n

(
βn

n
− β

)
,
√

n

(
γ n

n
− γ

))
(6.28)

d→
(
−H1,

Hβ

1− c(1− β)
,Zβ

)
,

which implies the assertion of part 2 of the theorem.
Let τn be the last timet beforeβ/2 when	Qn

t = 0 andβ̃n be the first timet not
beforeβ/2 when	Qn

t = 0. By Lemma 6.1 and (6.7),	Qn
t > 0 for t ∈ [δ,β − δ] with

probability tending to 1 asn → ∞ for arbitraryδ ∈ (0, β/2), so P(τn ≤ δ) → 1
andP(β̃n ≥ β − δ) → 1. Also, noting that	�n

t = 	�n
τn for t ∈ (τn, β̃n), Lemma 6.1

and (6.8),

lim sup
n→∞

P(β̃n > β + δ) ≤ lim sup
n→∞

P(	�n
τn = 	�n

β+δ) ≤ 1(0= φ̄β+δ) = 0,

so asn → ∞,

β̃n P→ β.(6.29)
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Similarly, the event that there exists an excursion of	Qn of duration greater thanη,
whereη ∈ (0,1 − β), which ends at some time afterβ + η, is contained in the
event{inft∈[β,1−η](	�n

t+η − 	�n
t ) = 0}. Lemma 6.1 and the fact that̄φt is strictly

increasing on[β,1], in view of (6.8), imply that the probability of the latter event
tends to 0 asn → ∞. As the sizes of the connected components ofG(n, cn/n) are
equal ton multiplied by the excursion lengths of	Qn, we see that, with probability
tending to 1 asn → ∞, the largest component “starts” atnτn and “ends” atnβ̃n,
so

P
(

βn

n
= β̃n − τn

)
→ 1,(6.30)

P
(

γ n

n
= 	En

β̃n − 	En
τn

)
→ 1.(6.31)

By (6.12) and the facts thatXn
τn = −√

nq̄τn andXn

β̃n
= −√

nq̄β̃n ,

−√
nq̄τn = −cn

∫ τn

0
Xn

s ds + √
n(cn − c)

∫ τn

0
σ 2

s ds

(6.32) + Mn
τn + ε̃n

τn + Yn
τn,

−√
nq̄β̃n = −cn

∫ β̃n

0
Xn

s ds + √
n(cn − c)

∫ β̃n

0
σ 2

s ds

(6.33) + Mn

β̃n + ε̃n

β̃n + √
n 	�n

β̃n − √
n φ̄β̃n .

Since τn P→ 0, the right-hand side of (6.32) converges in probability to zero

by (6.17) and Lemma 6.2, so
√

nq̄τn
P→ 0 and, consequently, by (6.11) and the

fact thatc > 1,
√

nτn P→ 0.(6.34)

Since	�n

β̃n
= 	�n

τn + 1/n [see (2.8)],
√

n	�n
τn

P→ 0 andq̄β̃n − φ̄β̃n = ∫ β̃n

0 (c(1− q̄s −
s)−1) ds = ∫ β̃n

β (c(1− q̄s − s)−1) ds [see (6.10)], we derive from (6.33), on using
(6.29), (6.17) and Lemma 6.2, that

√
n

∫ β̃n

β

(
c(1− q̄s − s) − 1

)
ds

(6.35)

−cn

∫ β̃n

0
Xn

s ds + √
n(cn − c)

∫ β̃n

0
σ 2

s ds + Mn

β̃n

P→ 0.

Sinceα = φ̄1 [see (6.8)] andαn = �n
n, we also have that

√
n

(
αn

n
− α

)
= Yn

1 .(6.36)
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Convergence (6.28) follows by (6.29)–(6.31) and (6.34)–(6.36), the observa-
tion that γ = ēβ [see (6.9)], asymptotic boundedness in probability of the
supt∈[0,1] |Xn

t |, the convergence
√

n(cn − c) → θ , the joint convergence in dis-

tribution (Mn,Y n
1 , (Xn

s , s ∈ [0, β − δ]),Zn)
d→ (M,−H1, (Hs, s ∈ [0, β − δ]),Z)

in DC([0,1],R)×R×DC([0, β − δ],R)×DC([0,1],R) valid by Lemma 6.2 and
the continuous mapping theorem.

If c ≤ 1, theYn
1 converge in distribution to−H1 by part 2 of Lemma 6.2, which

completes the proof of part 1.�

We now prove Theorem 2.3. As mentioned above, the proof is along the
lines of the proof of Theorem 2.2, so we begin with an idempotent analogue
of Lemma 6.2. We recall thatbn, n ∈ N, is a real-valued sequence such that
bn → ∞ andbn/

√
n → 0 asn → ∞, and introduce processeŝMn = (M̂n

t , t ∈
[0,1]), L̂n = (L̂n

t , t ∈ [0,1]), X̂n = (X̂n
t , t ∈ [0,1]), Ŷ n = (Ŷ n

t , t ∈ [0,1]) and
Ẑn = (Ẑn

t , t ∈ [0,1]) by the respective equalitieŝMn
t = Mn

t /bn, L̂n
t = Ln

t /bn,
X̂n

t = Xn
t /bn, Ŷ n

t = Yn
t /bn andẐn

t = Zn
t /bn. Dividing (6.12) and (6.13) through

by bn yields for t ∈ [0,1],

X̂n
t = −cn

∫ t

0
X̂n

s ds +
√

n

bn

(cn − c)

∫ t

0
σ 2

s ds + M̂n
t + ε̂n

t + Ŷ n
t ,(6.37)

Ẑn
t = cn

∫ t

0
X̂n

s ds +
√

n

bn

(cn − c)

∫ t

0
q̄s ds + L̂n

t + δ̂n
t ,(6.38)

where

ε̂n
t = ε̃n

t

bn

, δ̂n
t = δ̃n

t

bn

.(6.39)

We note that by (6.15), (6.16), (6.39) and Lemma 3.1,

sup
t∈[0,1]

|ε̂n
t | P1/b2

n→ 0,(6.40)

providedcn → c asn → ∞, and

sup
t∈[0,1]

|δ̂n
t | ≤ cn

bn

√
n
.(6.41)

Let Ŵ (1) = (Ŵ
(1)
t , t ∈ [0,1]) and Ŵ (2) = (Ŵ

(2)
t , t ∈ [0,1]) be independent

idempotent Wiener processes on an idempotent probability space(ϒ,�) adapted
to a completeτ -flow A, idempotent processeŝM = (M̂t , t ∈ [0,1]) and L̂ =
(L̂t , t ∈ [0,1]) be defined bŷMt = √

c
∫ t
0 σs

˙̂W(1)

s ds andL̂t = √
c
∫ t
0
√

q̄s
˙̂W(2)

s ds,
respectively, an idempotent procesŝH = (Ĥt , t ∈ [0,1]) be the Luzin strong
solution of the equation

Ĥt = −c

∫ t∧β

0
Ĥs ds + θ̂

∫ t

0
σ 2

s ds + √
c

∫ t

0
σs

˙̂W(1)

s ds,(6.42)
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and an idempotent procesŝZ = (Ẑt , t ∈ [0,1]) be given by

Ẑt = c

∫ t∧β

0
Ĥs ds + θ̂

∫ t

0
q̄s ds + √

c

∫ t

0

√
q̄s

˙̂W(2)

s ds.(6.43)

LEMMA 6.3. Let (
√

n/bn)(cn − c) → θ̂ ∈ R as n → ∞, where c > 0,
bn → ∞ and bn/

√
n → 0. Then for arbitrary η > 0,

lim
n→∞ P

(
sup

t∈[0,1]
|	Qn

t − q̄t | > η

)1/b2
n = 0,

lim
n→∞ P

(
sup

t∈[0,1]
|	�n

t − φ̄t | > η

)1/b2
n = 0

and

lim
B→∞ lim sup

n→∞
P
(

sup
t∈[0,1]

|X̂n
t | > B

)1/b2
n = 0.

Also the following hold:
1. If β > 0, then, for δ ∈ (0, β ∧ (1 − β)), the stochastic processes M̂n, L̂n,

(X̂n
t , t ∈ [0, β−δ]), (Ŷ n

t , t ∈ [β+δ,1]) and (Ẑn
t , t ∈ [0,1]) jointly LD converge in

distribution at rate b2
n in DC([0,1],R

2)×DC([0, β −δ],R)×DC([β +δ,1],R)×
DC([0,1],R) to the respective idempotent processes M̂ , L̂, (Ĥt , t ∈ [0, β − δ]),
(−Ĥt , t ∈ [β+δ,1]) and Ẑ. In addition, limn→∞ P(supt∈[0,β−δ] |Ŷ n

t | >δ)1/b2
n = 0.

2. If β = 0, then the stochastic processes Ŷ n LD converge in distribution at

rate b2
n in DC([0,1],R) to the idempotent process −Ĥ .

PROOF. We have by (6.1) and (6.2),

M̂n
t = 1

bn

√
n

�nt�∑
i=1

n−Qn
i−1−(i−1)∑
j=1

(
ξn
ij − cn

n

)
, t ∈ [0,1],

L̂n
t = 1

bn

√
n

�nt�∑
i=1

Qn
i−1−1∑
j=1

(
ζ n
ij − cn

n

)
, t ∈ [0,1].

Therefore, theFn-predictable measure of jumps of(M̂n, L̂n) has the form

ν̂n([0, t],� × �′) =
�nt�−1∑
k=0

F̂ n

(
1− 	Qn

k/n − k

n
,� \ {0}

)
(6.44)

×F̂ n

((
	Qn

k/n − 1

n

)+
, �′ \ {0}

)
, �,�′ ∈ B(R),
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where

F̂ n(s,�′′) = P

(
1

bn

√
n

�ns�∑
j=1

(
ξn

1j − cn

n

)
∈ �′′
)
, s ∈ [0,1], �′′ ∈ B(R).(6.45)

Accordingly, the stochastic exponential(Ên
t (λ), t ∈ [0,1]), whereλ ∈ R, associ-

ated withM̂n is given by

logÊn
t (λ) =

�nt�∑
k=1

log
(

1+
∫

R

(eλx − 1)ν̂n

({
k

n

}
, dx × R

))

= n log
(

E exp
(

λ

bn

√
n

(
ξn

11 − cn

n

))) �nt�−1∑
k=0

(
1− 	Qn

k/n − k

n

)
.

Since, forB > 0, by Doob’s inequality,

P
(

sup
t∈[0,1]

|M̂n
t | > B

)1/b2
n ≤ e−B

((
Eeb2

nM̂n
1
)1/b2

n + (Ee−b2
nM̂n

1
)1/b2

n

)

≤ e−B((EÊn
1 (2b2

n)
)1/(2b2

n) + (EÊn
1 (−2b2

n)
)1/(2b2

n))
and (n/bn)

2 logE exp(±(2bn/
√

n )(ξn
11 − cn/n)) → 2c asn → ∞, we conclude

that

lim
B→∞ lim sup

n→∞
P
(

sup
t∈[0,1]

|M̂n
t | > B

)1/b2
n = 0.(6.46)

Dividing (6.21) through bybn and recalling (6.39) yields

|X̂n
t | ≤ 2cn

∫ t

0
|X̂n

s |ds + 2

√
n

bn

|cn − c|
∫ t

0
σ 2

s ds

(6.47) + 2 sup
s∈[0,t]

|M̂n
s | + 2 sup

s∈[0,1]
|ε̂n

s |, t ∈ [0,1].

Applying Gronwall’s inequality to (6.47), we have by (6.40), (6.46) and the
convergence(

√
n/bn)(cn − c) → θ̂ that

lim
B→∞ lim sup

n→∞
P
(

sup
t∈[0,1]

|X̂n
t | > B

)1/b2
n = 0,(6.48)

proving the third display in the statement of the lemma. As a consequence
of (6.48), the definition of̂Xn

t and the convergence
√

n/bn → ∞,

lim
n→∞ P

(
sup

t∈[0,1]
|	Qn

t − q̄t | > η

)1/b2
n = 0,(6.49)
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and then by (6.3), (6.10), (6.40) and (6.46),

lim
n→∞ P

(
sup

t∈[0,1]
|	�n

t − φ̄t | > η

)1/b2
n = 0

for arbitraryη > 0, proving the other claimed super-exponential convergences in
probability.

We now prove that the(M̂n, L̂n) LD converge in distribution at rateb2
n to

(M̂, L̂) in DC([0,1],R
2). This is accomplished by checking the conditions of

Corollary 4.3.13 in Puhalskii (2001). ExtendinĝMn andL̂n to processes defined
on R+ by letting M̂n

t = M̂n
1 and L̂n

t = L̂n
1 for t ≥ 1, we have by (6.5) and (6.6)

that M̂n andL̂n are orthogonalFn-square integrable martingales with respective
Fn-predictable quadratic characteristics

〈M̂n〉t = cn

b2
n

(
1− cn

n

)∫ �n(t∧1)�/n

0

(
1− 	Qn

s − �ns�
n

)
ds,

〈L̂n〉t = cn

b2
n

(
1− cn

n

)∫ �nt�/n

0

(
	Qn

s − 1

n

)+
ds,

so by (6.7), (6.14) and (6.49), forε > 0,

lim
n→∞ P

(∣∣∣∣b2
n〈M̂n〉t − c

∫ t∧1

0
σ 2

s ds

∣∣∣∣> ε

)1/b2
n = 0,

lim
n→∞ P

(∣∣∣∣b2
n〈L̂n〉t − c

∫ t∧1

0
q̄s ds

∣∣∣∣> ε

)1/b2
n = 0,

checking condition(C′
0) of the corollary. The processes(M̂n, L̂n) satisfy the

Cramér condition by (6.44) and (6.45). We check condition(Le):

lim
n→∞ P

(
1

b2
n

∫ 1

0

∫
R2

eλb2
n|x|1(b2

n|x| > ε)ν̂n(ds, dx) > η

)1/b2
n = 0,

(6.50)
λ > 0, ε > 0, η > 0.

We have forn large enough by (6.44) and (6.45),

1

b2
n

∫ 1

0

∫
R2

eλb2
n|x|1(b2

n|x| > ε)ν̂n(ds, dx)

≤ e−ε
√

n/bn

b2
n

∫ 1

0

∫
R2

e(λ+ε)bn
√

n|x|ν̂n(ds, dx)
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≤ e−ε
√

n/bn

2b2
n

n−1∑
k=0

(∫
R

e2(λ+ε)bn
√

n|x|F̂ n

(
1− 	Qn

k/n − k

n
, dx

)

+
∫

R

e2(λ+ε)bn
√

n|x|F̂ n

((
	Qn

k/n − 1

n

)+
, dx

))
≤ e−ε

√
n/bn

n

b2
n

ecn(exp(2(λ+ε))−1+2(λ+ε)).

Since the latter expression converges to 0 asn → ∞, convergence (6.50) holds.
Conditions(0) and (supB ′) of the corollary trivially hold. Thus, the extended
(M̂n, L̂n) LD converge in distribution inD(R+,R

2) at rateb2
n to (M̂, L̂). Since

the projectionp1 from D(R+,R
2) to DC([0,1],R

2) is continuous at continuous
functions fromD(R+,R

2), we conclude by the contraction principle that the
processes(M̂n, L̂n) LD converge in distribution at rateb2

n in DC([0,1],R
2) to the

idempotent process(M̂, L̂). As a byproduct ofC-exponential tightness of thêLn,
we deduce by (6.48), (6.38), the convergence(

√
n/bn)(cn − c) → θ̂ and (6.41)

that the sequencêZn, n ∈ N, is C-exponentially tight inD([0,1],R).
We next show that for arbitraryδ > 0,

lim
n→∞ P

(
sup

t∈[β+δ,1]
|X̂n

t | > δ

)1/b2
n = 0.(6.51)

Dividing (6.25) through bybn yields for t ≥ β + δ andη ∈ (0, δ),

X̂n
t ≤
(√

n

bn

|cn − c|
∫ 1

β
σ 2

s ds + 2 sup
s∈[β,1]

|M̂n
s |

+ 2 sup
s∈[β,1]

|ε̂n
s | + X̂n

β +
√

n

bn

(φ̄t−η − φ̄t )

)

∨ sup
s∈[t−η,t]

(√
n

bn

|cn − c|
∫ t

s
σ 2

p dp + |M̂n
t − M̂n

s | + |ε̂n
t − ε̂n

s |
)
.

Convergence (6.51) follows if we recall that thêMn are C-exponentially tight
of order b2

n, (
√

n/bn)(cn − c) → θ̂ , (6.40) and (6.48) hold, and use that
supt∈[β+δ,1](φ̄t−η − φ̄t ) < 0. Consequently, by (6.37), (6.40), (6.48), (6.51),

C-exponential tightness of thêMn and the convergence(
√

n/bn)(cn − c) → θ̂ ,
the processeŝYn restricted to[β + δ,1] areC-exponentially tight of orderb2

n.
Next, let us assume thatβ > 0. Representation (6.26) implies that fort ∈ [0,1],√

n

bn

	�n
t = − inf

s∈[0,t]

(
−cn

∫ s

0
X̂n

p dp +
√

n

bn

(cn − c)

∫ s

0
σ 2

p dp

(6.52)

+ M̂n
s + ε̂n

s +
√

n

bn

q̄s −
√

n

bn

φ̄s

)
∧ 0.

In view of LD convergence in distribution at rateb2
n of theM̂n to a continuous-path
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idempotent process limη→0 lim supn→∞ P(supt∈[0,η] |M̂n
t | > δ)1/b2

n = 0 for δ > 0.
Therefore, givenδ ∈ (0, β), we derive from (6.52), taking into consideration the
convergences(

√
n/bn)(cn − c) → θ̂ and(

√
n/bn) inft∈[η,β−δ] q̄t → ∞ asn → ∞,

whereη ∈ (0, β − δ), the fact thatφ̄t = 0 for t ∈ [0, β], (6.40), (6.46), (6.48) and
C-exponential tightness of thêMn that forδ ∈ (0, β),

lim
n→∞ P

(
sup

t∈[0,β−δ]
|Yn

t | > δ

)1/b2
n = 0.(6.53)

Putting together (6.37), (6.40), (6.48), (6.53), the convergence(
√

n/bn)(cn −c) →
θ̂ and LD convergence in distribution at rateb2

n of theM̂n to M̂ , we conclude that
the sequence of laws of thêXn restricted to[0, β − δ] is C-exponentially tight of
orderb2

n in D([0, β − δ],R).
We have thus established that forβ > 0 andδ ∈ (0, β ∧ (1− β)), the processes

M̂n, L̂n, X̂n restricted to[0, β − δ], Ŷ n restricted to[β + δ,1] and Ẑn are
C-exponentially tight of orderb2

n in the associated function spaces, so they are
jointly exponentially tight of orderb2

n as random elements with values in the
product space. Now, LD convergence in distribution at rateb2

n in DC([0,1],R
2) ×

DC([0, β − δ],R) × DC([β + δ,1],R) × DC([0,1],R) of the (M̂n, L̂n, (X̂n
t , t ∈

[0, β −δ]), (Ŷ n
t , t ∈ [β +δ,1]), Ẑn) to (M̂, L̂, (Ĥt , t ∈ [0, β −δ]), (−Ĥt , t ∈ [β +

δ,1]), Ẑ) follows by (6.37), (6.38), (6.40)–(6.43), (6.51), (6.53), the convergence
(
√

n/bn)(cn − c) → θ̂ , LD convergence in distribution of the(M̂n, L̂n) to (M̂, L̂)

and strong uniqueness of the solution(Ĥ , L̂) of (6.42) and (6.43).
Let us now assume thatβ = 0. In view of limits (6.40), (6.48), the convergence

(
√

n/bn)(cn − c) → θ̂ and LD convergence in distribution at rateb2
n of the M̂n

to M̂ , we have by (6.47) the convergence limη→0 lim supn→∞ P(supt∈[0,η] |X̂n
t | >

δ)1/b2
n = 0 for δ > 0, so by (6.51), limn→∞ P(supt∈[0,1] |X̂n

t | > δ)1/b2
n = 0.

Therefore, by (6.37), the convergence(
√

n/bn)(cn − c) → θ̂ , and LD convergence
in distribution at rateb2

n of the M̂n to M̂ the Ŷ n LD converge in distribution at
rateb2

n in DC([0,1],R) to −Ĥ . �

REMARK 6.3. A slight modification of the proof shows that forβ > 0
and δ ∈ (0, β ∧ (1 − β)), the random elementŝMn, L̂n, (X̂n

t , t ∈ [0, β − δ]),
(Ŷ n

t , t ∈ [0, β −δ]), (X̂n
t , t ∈ [β +δ,1]), (Ŷ n

t , t ∈ [β +δ,1]), X̂n
β , Ŷ n

β andẐ jointly

LD converge in distribution at rateb2
n in DC([0,1],R

2) × DC([0, β − δ],R)2 ×
DC([β +δ,1],R)2×R

2×DC([0,1],R) to the respective idempotent elementŝM ,
L̂, (X̂t , t ∈ [0, β −δ]), (Ŷt , t ∈ [0, β −δ]), (X̂t , t ∈ [β +δ,1]), (Ŷt , t ∈ [β +δ,1]),
X̂β , Ŷβ andẐ, where idempotent processesX̂ = (X̂t , t ∈ [0,1]) andŶ = (Ŷt , t ∈
[0,1]) are defined by

X̂t =


Ĥt , for t ∈ [0, β),

Ĥβ ∨ 0, for t = β,

0, for t ∈ (β,1],
and Ŷt =


0, for t ∈ [0, β),

(−Ĥβ) ∨ 0, for t = β,

−Ĥt , for t ∈ (β,1].
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PROOF. Proof of Theorem 2.3 The proof replicates the proof of Theorem 2.2.
We begin by proving that in analogy with (6.28) ifc > 1, then asn → ∞,(√

n

bn

(
αn

n
− α

)
,

√
n

bn

(
βn

n
− β

)
,

√
n

bn

(
γ n

n
− γ

))
(6.54)

ld→
b2
n

(
−Ĥ1,

Ĥβ

1− c(1− β)
, Ẑβ

)
.

As in the proof of Theorem 2.2, we letτn be the last timet beforeβ/2 when
	Qn

t = 0 andβ̃n be the first timet not beforeβ/2 when 	Qn
t = 0. The argument

of the proof of Theorem 2.2 with the super-exponential limits in probability of
Lemma 6.3 used in place of Lemma 6.1 implies that under the hypotheses as
n → ∞,

τn P1/b2
n→ 0, β̃n P1/b2

n→ β, P
(

βn

n
�= β̃n − τn

)1/b2
n → 0,

(6.55)

P
(

γ n

n
�= 	En

β̃n − 	En
τn

)1/b2
n → 0.

By (6.32) and (6.33) with the use of (6.39),

−
√

n

bn

q̄τn = −cn

∫ τn

0
X̂n

s ds +
√

n

bn

(cn − c)

∫ τn

0
σ 2

s ds

(6.56) + M̂n
τn + ε̂n

τn + Ŷ n
τn,

−
√

n

bn

q̄β̃n = −cn

∫ β̃n

0
X̂n

s ds +
√

n

bn

(cn − c)

∫ β̃n

0
σ 2

s ds

(6.57)

+ M̂n

β̃n + ε̂n

β̃n +
√

n

bn

	�n

β̃n −
√

n

bn

φ̄β̃n .

The left-most convergence in (6.55) implies by Lemma 6.3, (6.40) and the
convergence(

√
n/bn)(cn − c) → θ̂ that the right-hand side of (6.56) converges

super-exponentially in probability at rateb2
n to 0, which yields the convergence

√
n

bn

τn P1/b2
n→ 0.(6.58)

Next, (6.55), (6.57) and Lemma 6.3 imply by an argument along the lines of the
one used for deriving (6.35) that

√
n

bn

∫ β̃n

β

(
c(1− q̄s − s) − 1

)
ds

(6.59)

− cn

∫ β̃n

0
X̂n

s ds +
√

n

bn

(cn − c)

∫ β̃n

0
σ 2

s ds + M̂n

β̃n

P1/b2
n→ 0.
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Also by the definition of̂Yn and (6.36),
√

n

bn

(
αn

n
− α

)
= Ŷ n

1 .(6.60)

Convergence (6.54) follows by (6.59), (6.60), the convergence(
√

n/bn)(cn −
c) → θ̂ , the joint LD convergence in distribution(M̂n, Ŷ n

1 , (X̂n
s , s ∈ [0, β −

δ]), Ẑn)
ld→
b2
n

(M̂,−Ĥ1, (Ĥs , s ∈ [0, β − δ]), Ẑ) in DC([0,1],R) × R × DC([0, β −
δ],R) × DC([0,1],R), the third super-exponential convergence in probability in
the statement of Lemma 6.3, the last three convergences in (6.55), (6.58) and the
contraction principle.

If c ≤ 1, then theYn
1 LD converge in distribution to−Ĥ1 by part 2 of

Lemma 6.3.
We complete the proof by showing that the right-hand side of (6.54) is

idempotent Gaussian with parameters(µ,�), that is,

S exp
(
−λ1Ĥ1 + λ2

Ĥβ

1− c(1− β)
+ λ3Ẑβ

)
= exp

(
λT µ + 1

2
λT �λ

)
,(6.61)

whereλ = (λ1, λ2, λ3)
T ∈ R

3 andS denotes idempotent expectation with respect
to �. By (6.42), (6.43), (6.7) and (6.14),

Ĥβ = θ̂βe−βc + √
ce−βc

∫ β

0
ecs/2 ˙̂W(1)

s ds,

Ẑβ = θ̂β2

2
+ √

c

∫ β

0

(
1− ec(s−β))e−cs/2 ˙̂W(1)

s ds + √
c

∫ β

0

√
q̄s

˙̂W(2)

s ds.

On noting that by (6.42) and (6.14),̂H1 = Ĥβ + θ̂
∫ 1
β (1− s) ds + √

c
∫ 1
β

√
1− s ×

˙̂W(1)

s ds, Ŵ (1) andŴ (2) are independent, we can write using Lemma A.4,

S exp
(
−λ1Ĥ1 + λ2

Ĥβ

1− c(1− β)
+ λ3Ẑβ

)

= exp
(
−λ1θ̂ (1− β)2

2
+
(

λ2

1− c(1− β)
− λ1

)
θ̂βe−βc + λ3

θ̂β2

2

)

× S exp
((

λ2

1− c(1− β)
− λ1 − λ3

)√
ce−βc

∫ β

0
ecs/2 ˙̂W(1)

s ds(6.62)

+ λ3
√

c

∫ β

0
e−cs/2 ˙̂W(1)

s ds

)

× S exp
(
−λ1

√
c

∫ 1

β

√
1− s ˙̂W(1)

s ds

)
S exp

(
λ3

√
c

∫ β

0

√
q̄s

˙̂W(2)

s ds

)
.
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Lemma A.4 also yields

S exp
(√

c

∫ β

0

((
λ2

1− c(1− β)
− λ1 − λ3

)
ecs/2−βc + λ3e

−cs/2
) ˙̂W(1)

s ds

)
(6.63)

= exp
(

c

2

∫ β

0

((
λ2

1− c(1− β)
− λ1 − λ3

)
ecs/2−βc + λ3e

−cs/2
)2

ds

)
,

S exp
(
−λ1

√
c

∫ 1

β

√
1− s ˙̂W(1)

s ds

)
= exp

(
cλ2

1

2

∫ 1

β
(1− s) ds

)
,(6.64)

S exp
(
λ3

√
c

∫ β

0

√
q̄s

˙̂W(2)

s ds

)
= exp

(
cλ2

3

2

∫ β

0
q̄s ds

)
.(6.65)

Equality (6.61) follows on substituting (6.63), (6.64) and (6.65) into (6.62) and
recalling (6.7). �

REMARK 6.4. Equality (6.61) admits also a direct proof by solving the
variational problem on the left.

7. The critical random graph. In this section we prove Theorem 2.4,
so the notation of the theorem is adopted. We denoteS̃n

t = Sn
�n2/3t�∧n

/n1/3,

Ẽn
t = En

�n2/3t�∧n
, Q̃n

t = Qn
�n2/3t�∧n

/n1/3, S̆n
t = Sn

�(nbn)2/3t�∧n
/(n1/3b

4/3
n ), Ĕn

t =
En

�(nbn)2/3t�∧n
/b2

n and Q̆n
t = Qn

�(nbn)2/3t�∧n
/(n1/3b

4/3
n ) for t ∈ R+, and introduce

processes̃Sn = (S̃n
t , t ∈ R+), Ẽn = (Ẽn

t , t ∈ R+), Q̃n = (Q̃n
t , t ∈ R+), S̆n = (S̆n

t ,
t ∈ R+), Ĕn = (Ĕn

t , t ∈ R+) and Q̆n = (Q̆n
t , t ∈ R+). Let stochastic processes

S̃ = (S̃t , t ∈ R+) and Ẽ = (Ẽt , t ∈ R+) be defined by the respective equalities
S̃t = Wt + θ̃ t − t2/2 and Ẽt = N∫ t

0 X̃s ds . Let idempotent processes̆S = (S̆t ,

t ∈ R+) and Ĕ = (Ĕt , t ∈ R+) be defined by the respective equalitiesS̆t =
W̆t + θ̆ t − t2/2 andĔt = N̆∫ t

0 R(S̆)p dp
, whereW̆ = (W̆t , t ∈ R+) and N̆ = (N̆t ,

t ∈ R+) are independent Wiener and Poisson idempotent processes, respectively.
The first assertion of part 1 of the next lemma is in the theme of Aldous [(1997),
equation (31)].

LEMMA 7.1. 1. If n1/3(cn − 1) → θ̃ ∈ R as n → ∞, then the (S̃n, Ẽn)

converge in distribution in D(R+,R
2) as n → ∞ to (S̃, Ẽ). If

√
n(cn − 1) →

θ ∈ R as n → ∞, then the (
√

n(αn/n − 1/2), S̃n, Ẽn) converge in distribution
in R × D(R+,R

2) to (α̃, S̃, Ẽ), where (S̃, Ẽ) correspond to θ̃ = 0 and are
independent of α̃.

2. If (n1/3/b
2/3
n )(cn − 1) → θ̆ ∈ R as n → ∞, then the (S̆n, Ĕn) LD converge in

distribution in DC(R+,R
2) at rate b2

n to (S̆, Ĕ). If (
√

n/bn)(cn − 1) → θ̂ ∈ R as
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n → ∞, then the ((
√

n/bn)(α
n/n − 1/2), S̆n, Ĕn) LD converge in distribution at

rate b2
n in R × DC(R+,R

2) to (ᾰ, S̆, Ĕ), where (S̆, Ĕ) correspond to θ̆ = 0, ᾰ is
idempotent Gaussian with parameters (−θ̂/2,1/2) and is independent of (S̆, Ĕ).

PROOF. We begin with the proof of part 1. By (2.6),

S̃n
t = M̃n

t + n1/3(cn − 1)
�n2/3t� ∧ n

n2/3

(7.1)

− cn

∫ �n2/3t�∧n/n2/3

0

�n2/3s�
n2/3 ds − cn

n1/3

∫ �n2/3t�∧n/n2/3

0
Q̃n

s ds,

where

M̃n
t = 1

n1/3

�n2/3t�∧n∑
i=1

n−Qn
i−1−(i−1)∑
j=1

(
ξn
ij − cn

n

)
.(7.2)

Let F̃ n
t , t ∈ R+, denote theσ -algebras generated by theξn

ij , ζ n
ij , i = 1,2, . . . ,

�n2/3t� ∧ n, j ∈ N, completed with sets ofP-measure zero. TheñMn = (M̃n
t ,

t ∈ R+) is a square-integrable martingale relative to the filtrationF̃n = (F̃ n
t ,

t ∈ R+) with predictable quadratic characteristic

〈M̃n〉t = 1

n2/3

cn

n

(
1− cn

n

) �n2/3t�∧n∑
i=1

(
n − Qn

i−1 − (i − 1)
)
.(7.3)

By Lemma 6.1,〈M̃n〉t P→ t asn → ∞. The predictable measure of jumps of̃Mn

is given by

ν̌n([0, t],�) =
�n2/3t�∧n−1∑

k=0

F̌ n

(
1− Qn

k

n
− k

n
,� \ {0}

)
, � ∈ B(R),

where

F̌ n(s,�′) = P

(
1

n1/3

�ns�∑
j=1

(
ξn

1j − cn

n

)
∈ �′
)
, s ∈ R+,�′ ∈ B(R).

Therefore, forε > 0 andn large enough,∫ t

0

∫
R

|x|21(|x| > ε)ν̌n(ds, dx)

≤ 1

ε2

�n2/3t�∧n∑
k=1

∫
R

|x|4F̆ n

(
1− Qn

k−1

n
− k − 1

n
, dx

)
≤ (2cn + 3c2

n)t

n2/3ε2 ,
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which converges to 0 asn → ∞. Consequently, by Liptser and Shiryaev [(1989),
Theorem 7.1.4] the processes̃Mn converge in distribution inD(R+,R) to the
processW asn → ∞. Hence, the processes̃S′n = (S̃′n

t , t ∈ R+), where

S̃′n
t = M̃n

t + n1/3(cn − 1)
�n2/3t� ∧ n

n2/3 − cn

∫ �n2/3t�∧n/n2/3

0

�n2/3s�
n2/3 ds

converge in distribution to the processS̃.
Let ˜̃εn = ( ˜̃εn

t , t ∈ R+) be defined bỹ̃εn
t = εn

�n2/3t�∧n
/n1/3. According to (2.9)

and (2.11),

Q̃n = R
(
S̃n + ˜̃εn).(7.4)

Besides, by Lemma 3.1,

sup
s∈R+

∣∣ ˜̃εn
s

∣∣ P→ 0 asn → ∞.(7.5)

Since the differencẽS′n
t − S̃n

t is nonnegative and nondecreasing int , it follows
by (7.4) that the values of the process̃Qn are not greater than the corresponding
values of the reflection of̃S′n + ˜̃εn. On using that the supr∈[0,t] |S̃′n

r | are
asymptotically bounded in probability and that (7.5) holds, we conclude that the
sups∈[0,t] Q̃n

s are asymptotically bounded in probability, so the right-most term
of (7.1) tends in probability to 0 uniformly over bounded intervals asn → ∞,

implying that thẽSn converge in distribution tõS.
Next, according to (2.12),

Ẽn
t =

�n2/3t�∧n∑
i=1

Qn
i−1−1∑
j=1

ζ n
ij , t ∈ R+.(7.6)

Given a sequencexn, n ∈ N, of elements ofD(R+,R), let

Ẽ′n
t =

�n2/3t�∧n∑
i=1

�n1/3R(xn)
(i−1)/n2/3�−1∑

j=1

ζ n
ij , t ∈ R+.

The Ẽ′n = (Ẽ′n
t , t ∈ R+) are jump processes with̃Fn-predictable measures of

jumps ν̃′n([0, t],�) =∑�n2/3t�∧n−1
i=0 F̃ ′n(R(xn)i/n2/3,� \ {0}), � ∈ B(R), where

F̃ ′n(y,�′) = P(
∑�n1/3y�−1

j=1 ζ n
1j ∈ �′), �′ ∈ B(R). Theorem VII.3.7 in Jacod and

Shiryaev (1987) implies that ifxn → x asn → ∞ in D(R+,R), then the sequence
Ẽ′n, n ∈ N, converges in distribution inD(R+,R) to a compound Poisson process
with compensator

∫ t
0 R(x)s ds. On noting that, in view of independence ofS̃n and
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theζ n
ij , (7.4) and (7.6), thẽE′n are distributed according to the regular conditional

distributions ofẼn given that S̃n + ˜̃εn = xn, we conclude by (7.4), (7.5) and
(7.6) that the(S̃n, Ẽn) jointly converge in distribution inD(R+,R

2) to (S̃, Ẽ) as
n → ∞. The first assertion of part 1 has been proved.

For the second assertion, let in analogy with (6.1) forη > 0,

M̃
n,η
t = 1(t ≥ η)

n

�nt�∑
i=�nη�+1

n−�nq̄(i−1)/n�−(i−1)∑
j=1

(
ξn
ij − cn

n

)
, t ∈ [0,1],(7.7)

and Q̃n,η = (Q̃
n,η
t , t ∈ [0,1]) be defined in analogy with (6.3) by the condition

that it is the reflection of the process
∫ t
0(cn(1− Q̃

n,η
s − s) − 1) ds + M̃

n,η
t , that is,

Q̃
n,η
t ≥ 0 and

Q̃
n,η
t =

∫ t

0

(
cn(1− Q̃n,η

s − s) − 1
)
ds + M̃

n,η
t + �̃

n,η
t ,(7.8)

where �̃n,η = (�̃
n,η
t , t ∈ [0,1]) is nondecreasing with̃�n,η

t = ∫ t0 1(Q̃
n,η
s =

0) d�̃
n,η
s . (For existence of̃Qn,η, one can first prove that a solution exists between

the jumps ofM̃n,η by using the method of successive approximations and making
use of Lipshitz continuity of the reflection mapping and Gronwall’s inequality,
and then account for the jumps by introducing, if necessary, jumps in�̃n,η. Strong
uniqueness for̃Qn,η follows by Lipshitz continuity of the reflection mapping and
Gronwall’s inequality too.) By (6.1), (7.7) and the convergence of the	Qn to q̄

(Lemma 6.1) forη̃ > 0,

lim
η→0

lim sup
n→∞

P
(

sup
t∈[0,1]

√
n|M̃n,η

t − 	Mn
t | > η̃

)
= 0,

which implies by (6.3), (7.8), Lemma 3.1, Lipshitz continuity of the reflection
mapping and Gronwall’s inequality that

lim
η→0

lim sup
n→∞

P
(

sup
t∈[0,1]

√
n|Q̃n,η

t − 	Qn
t | > η̃

)
= 0,

and, consequently,

lim
η→0

lim sup
n→∞

P
(√

n|�̃n,η
1 − 	�n

1| > η̃
)= 0.(7.9)

Since�̃n,η is independent of theξn
ij , i = 1,2, . . . , �nη�, j ∈ N, andζ n

ij , i ∈ N,

j ∈ N, and the(S̃n
t , Ẽn

t ) are measurable functions ofξn
ij , i = 1,2, . . . , �n2/3t� ∧

n, j ∈ N, and ζ n
ij , i = 1,2, . . . , �n2/3t� ∧ n, j ∈ N, it follows that �̃

n,η
1 and

finite-dimensional distributions of the(S̃n, Ẽn) are independent for all largen,
which yields by (7.9) the asymptotic independence of

√
n(	�n

1 − φ̄1) and finite-
dimensional distributions of the(S̃n, Ẽn). The proof of part 1 is over.
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The proof of part 2 is similar. In analogy with (7.1) and (7.2),

S̆n
t = M̆n

t + n1/3

b
2/3
n

(cn − 1)
�(nbn)

2/3t� ∧ n

(nbn)2/3

− cn

∫ �(nbn)2/3t�∧n/(nbn)2/3

0

�(nbn)
2/3s�

(nbn)2/3 ds(7.10)

− cn

b
2/3
n

n1/3

∫ �(nbn)2/3t�∧n/(nbn)2/3

0
Q̆n

s ds,

where

M̆n
t = 1

n1/3b
4/3
n

�(nbn)2/3t�∧n∑
i=1

n−Qn
i−1−(i−1)∑
j=1

(
ξn
ij − cn

n

)
.(7.11)

Let F̆ n
t , t ∈ R+, denote theσ -algebras generated by theξn

ij , ζ n
ij , i = 1,2, . . . ,

�(nbn)
2/3t� ∧ n, j ∈ N, completed with sets ofP-measure zero. Then̆Mn =

(M̆n
t , t ∈ R+) is a square-integrable martingale relative to the filtrationF̆n =

(F̆ n
t , t ∈ R+) with predictable quadratic characteristic

〈M̆n〉t = 1

n2/3b
8/3
n

cn

n

(
1− cn

n

) �(nbn)2/3t�∧n∑
i=1

(
n − Qn

i−1 − (i − 1)
)

(7.12)

and predictable measure of jumps

ν̆n([0, t],�) =
�(nbn)2/3t�∧n−1∑

k=0

F̆ n

(
1− Qn

k

n
− k

n
,� \ {0}

)
, � ∈ B(R),(7.13)

where

F̆ n(s,�′) = P

(
1

n1/3b
4/3
n

�ns�∑
j=1

(
ξn

1j − cn

n

)
∈ �′
)
, s ∈ R+, �′ ∈ B(R).(7.14)

By (7.12) and the first super-exponential convergence in probability in Lemma 6.3,

b2
n〈M̆n〉t P1/b2

n→ t asn → ∞. Next, in analogy with (6.50), it is established that

lim
n→∞ P

(
1

b2
n

∫ t

0

∫
R

eλb2
n|x|1(b2

n|x| > ε)ν̆n(ds, dx) > η

)1/b2
n = 0,

λ > 0, ε > 0, η > 0, t > 0.

By Corollary 4.3.13 in Puhalskii (2001), we thus have that theM̆n LD converge
in D(R+,R) at rateb2

n to the idempotent process̆W asn → ∞. Since in analogy
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with (7.4)Q̆n = R(S̆n + ε̆n), where

ε̆n
t =

εn
�(nbn)2/3t�∧n

n1/3b
4/3
n

,(7.15)

and supt∈R+ |˜̃εn
t | P1/b2

n→ 0 asn → ∞ by Lemma 3.1, we conclude by an argument

replicating the one used in the first part of the proof that theS̆n LD converge toS̆.
Finally, a “conditional” argument modeled on those used in the proofs of part 1

and Corollary 4.1 shows that(S̆n, Ĕn)
ld→
b2
n

(S̆, Ĕ) in D(R+,R
2). Convergence in

DC(R+,R
2) follows by continuity of(S̃, Ẽ) and(S̆n, Ĕn) being a random element

of DC(R+,R
2). The proof of the second assertion of part 2 is similar to the proof

of the second assertion of part 1.�

PROOF OFTHEOREM 2.4. We begin with part 1, so we assume thatn1/3(cn −
1) → θ̃ . The below reasoning repeatedly invokes the property that for almost every
trajectory ofS̃, the processT (S̃) is increasing in arbitrarily small neighborhoods
to the left of the initial point and to the right of the terminal point of an excursion
of R(S̃); equivalently, the value of̃S at the initial point is strictly less than at any
point to its left and the infimum of the values of̃S in an arbitrary neighborhood
to the right of the terminal point is strictly less than the value ofS̃ at the terminal
point. [The stated property can be proved by using the decomposition of the Wiener
process into excursions, see, e.g., Ikeda and Watanabe (1989).]

We denoteŨn
i = Un

i /n2/3 and R̃n
i = Rn

i /n2/3. Given intervals[ui, ūi] and
[r̄i , ri], where 0< ui < ūi and 0≤ ri < r̄i for i = 1, . . . ,m, let 	Bn denote the
event that there existm connected components ofG(n, cn/n) of sizes in the
intervals[n2/3ui, n

2/3ūi] for i = 1,2, . . . ,m and the numbers of the excess edges
of these components belong to the respective intervals[n2/3ri, n

2/3r̄i]. Let 	BT ,
for T > 0, denote the set of functions(x,y) ∈ D(R+,R

2) with x0 = 0, y0 = 0
and y nondecreasing such that there exist nonoverlapping intervals[si, ti] with
ti − si ∈ [ui, ūi] and ti ≤ T for which R(x)si = R(x)ti = 0, T (x)ti− = T (x)si
and yti − ysi ∈ [ri, r̄i] for i = 1,2, . . . ,m. Since the connected components of
G(n, cn/n) correspond to excursions of̃Qn and may occur either before timeT or
after it, we have	Bn ⊂ {(S̃n+ ˜̃εn, Ẽn) ∈ 	BT }∪{supt≥T (S̃n

t + ˜̃εn
t − S̃n

t−η − ˜̃εn
t−η) > 0}

for η ∈ (0, T ∧ mini=1,2,...,m ui). Since the set	BT and its closure [inD(R+,R
2)]

have the same intersection withC(R+,R
2), Lemma 7.1 implies that

lim sup
n→∞

P(	Bn)

(7.16)
≤ P
(
(S̃, Ẽ) ∈ 	BT

)+ lim sup
n→∞

P
(

sup
t≥T

(
S̃n

t + ˜̃εn
t − S̃n

t−η − ˜̃εn
t−η

)
> 0
)
.
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We show that

lim
T →∞ lim sup

n→∞
P
(

sup
t≥T

(
S̃n

t + ˜̃εn
t − S̃n

t−η − ˜̃εn
t−η

)
> 0
)

= 0.(7.17)

By (7.1), (7.3), (2.7) and Doob’s inequality for alln andT large enough,

P
(

sup
t≥T

(
S̃n

t + ˜̃εn
t − S̃n

t−η − ˜̃εn
t−η

)
> 0
)

≤
∞∑

k=0

P
(

sup
t∈[T +kη,T +(k+1)η]

(
M̃n

t − M̃n
t−η + ˜̃εn

t − ˜̃εn
t−η

)
> cnη

(
T + (k − 1)η

)− 2ηn1/3|cn − 1|
)

≤
∞∑

k=0

P
(

2 sup
s∈[0,η]

(∣∣M̃n
T +(k−1)η+s − M̃n

T +(k−1)η

∣∣
+ ∣∣ ˜̃εn

T +(k−1)η+s − ˜̃εn
T +(k−1)η

∣∣)
+ sup

s∈[0,η]
(∣∣M̃n

T +kη+s − M̃n
T +kη

∣∣+ ∣∣ ˜̃εn
T +kη+s − ˜̃εn

T +kη

∣∣)
> cnη

(
T + (k − 1)η

)− 2ηn1/3|cn − 1|
)

≤
∞∑

k=−1

P
(

sup
s∈[0,η]

(∣∣M̃n
T +kη+s − M̃n

T +kη

∣∣+ ∣∣ ˜̃εn
T +kη+s − ˜̃εn

T +kη

∣∣)
>

cnη

3
(T + kη) − 2η

3
n1/3|cn − 1|

)

+
∞∑

k=−1

P
(

sup
s∈[0,η]

(∣∣M̃n
T +(k+1)η+s − M̃n

T +(k+1)η

∣∣
+ ∣∣ ˜̃εn

T +(k+1)η+s − ˜̃εn
T +(k+1)η

∣∣)
>

cnη

3
(T + kη) − 2η

3
n1/3|cn − 1|

)

≤ 2
∞∑

k=−1

(
4E
(〈M̃n〉T +(k+1)η − 〈M̃n〉T +kη

)
+ E sup

s∈[0,η]
∣∣ ˜̃εn

T +kη+s − ˜̃εn
T +kη

∣∣2)
× (((cnη)/3(T + kη) − (2η)/3n1/3|cn − 1|)2)−1(7.18)
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+ 2
∞∑

k=−1

(
4E
(〈M̃n〉T +(k+2)η − 〈M̃n〉T +(k+1)η

)
+ E sup

s∈[0,η]
∣∣ ˜̃εn

T +(k+1)η+s − ˜̃εn
T +(k+1)η

∣∣2)
×(((cnη)/3(T + kη) − (2η)/3n1/3|cn − 1|)2)−1

≤ 4
∞∑

k=−1

8cnη + ((1+ cn)
2 + cn)n

−2/3

(cnη/3(T + kη) − 2η/3n1/3|cn − 1|)2

≤ 4
∞∑

k=−1

122(16η + 1)

(T + kη)2η2 .

The latter sum converges to 0 asT → ∞, so (7.17) follows.
Denoting	B =⋃T >0

	BT , we deduce from (7.16) and (7.17) that

lim sup
n→∞

P(	Bn) ≤ P
(
(S̃, Ẽ) ∈ 	B ).

By the cited property, for almost allω ∈ �, any interval[s, t] such that

R(S̃)s(ω) = R(S̃)t (ω) = 0 and T (S̃)s(ω) = T (S̃)t (ω)

is an excursion ofR(S̃)(ω). Therefore,P((S̃, Ẽ) ∈ 	B ) = P{[ui,ūi ],[r̄i ,ri ]}mi=1
, where

P{[ui,ūi ],[r̄i ,ri ]}mi=1
denotes the probability that there existm excursions ofR(S̃) = X̃

with lengths in the respective intervals[ui, ūi] and the increments of̃E over these
excursions belong to the respective intervals[ri, r̄i]. Hence,

lim sup
n→∞

P(	Bn) ≤ P{[ui,ūi ],[r̄i ,ri ]}mi=1
.(7.19)

Next, let
o

Bn denote the event that there existm connected components of
G(n, cn/n) of sizes in the segments(n2/3ui, n

2/3ūi) for i = 1,2, . . . ,m and
the numbers of the excess edges of these components belong to the respective

segments(n2/3ri, n
2/3r̄i ). Let

o

B denote the set of functions(x,y) ∈ D(R+,R
2)

for which there exist disjoint intervals[si, ti] with ti − si ∈ ( ui, ūi) such thatxsi =
xti < infp∈[0,(si−η)+] xp andxti > infp∈[ti ,ti+η] xp for arbitraryη > 0, xp > xsi for
p ∈ (si, ti), andyti − ysi ∈ ( ri, r̄i) for i = 1,2, . . . ,m. Since continuous functions

from
o

B are interior points of
o

B and {(S̃n + ˜̃εn, Ẽn) ∈ o

B} ⊂ o

Bn, by Lemma 7.1,

lim infn→∞ P(
o

Bn) ≥ P((S̃, Ẽ) ∈ o

B). If a sample eventω ∈ � is such thatX̃(ω)

hasm excursions of lengths in the respective segments( ui, ūi) and the increments
of Ẽ(ω) over these excursions belong to the respective segments( ri, r̄i), then by

the cited property,(X̃(ω), Ẽ(ω)) ∈ o

B with probability 1. Therefore, denoting the
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probability of the set of theseω asP{( ui ,ūi ),(r̄i ,ri )}mi=1
, we deduce that

lim inf
n→∞ P

( o

Bn )≥ P{( ui ,ūi ),(r̄i ,ri )}mi=1
.(7.20)

The assertion in part 1 of the theorem convergence of(Ũn, R̃n) follows by (7.19),
(7.20) and the observation that the right-hand sides of these inequalities coincide.
The assertion of the theorem for the case

√
n(cn − 1) → θ follows by a similar

argument with the use of part 1 of Theorem 2.2 and the second assertion of part 1
of Lemma 7.1.

The proof of part 2 is obtained by combining the approaches of the proofs
of part 1 and Theorem 2.1. We first note that the action functionalĬ S,E(x,y)

associated with(S̆, Ĕ) is of the form Ĭ S,E(x,y) = ∫∞0 (ẋt − θ̆ + t)2 dt/2 +∫∞
0 π(ẏt /R(x)t )R(x)t dt if x andy are absolutely continuous withx0 = y0 = 0

andy nondecreasing, and̆IS,E(x,y) = ∞ otherwise. Then the proof is carried out
along the lines of the proof of Theorem 2.1, where the proof of an analogue of
Lemma 5.1 uses parts 2 of Lemmas 3.3 and 3.4, instead of respective parts 1 of
these lemmas. In addition, the proof of an analogue of (5.1), as in the argument
just given, uses the convergence

lim
T →∞ lim sup

n→∞
P
(

sup
t≥T

(S̆n
t + ε̆n

t − S̆n
t−η − ε̆n

t−η) > 0
)1/b2

n = 0, η > 0.(7.21)

We omit most of the details and only show the latter. Arguing as in (7.18),

P
(

sup
t≥T

(S̆n
t + ε̆n

t − S̆n
t−η − ε̆n

t−η) > 0
)1/b2

n

≤
∞∑

k=−1

P
(

sup
s∈[0,η]

(|M̆n
T +kη+s − M̆n

T +kη| + |ε̆n
T +kη+s − ε̆n

T +kη|)

>
cnη

3
(T + kη) − 2η

3

n1/3

b
2/3
n

|cn − 1|
)1/b2

n

+
∞∑

k=−1

P
(

sup
s∈[0,η]

(∣∣M̆n
T +(k+1)η+s − M̆n

T +(k+1)η

∣∣
+ ∣∣ε̆n

T +(k+1)η+s − ε̆n
T +(k+1)η

∣∣)(7.22)

>
cnη

3
(T + kη) − 2η

3

n1/3

b
2/3
n

|cn − 1|
)1/b2

n

≤
( 2∑

i=1

sup
t∈R+

(
E exp

(
(−1)ib2

n(M̆
n
t+η − M̆n

t )
))1/b2

n

+
(

sup
t∈R+

E exp
(
b2
n sup

s∈[0,η]
|εn

t+s − εn
t |
))1/b2

n

)

+
∞∑

k=−1

exp
(
−
(

cnη

6
(T + kη) − η

3

n1/3

b
2/3
n

|cn − 1|
))

.
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Let Ĕn
t (λ), t ∈ R+, λ ∈ R, denote the stochastic exponential ofM̆n so that by

(7.13) and (7.14),

log Ĕn
t (λ) = n logE exp

(
λ

n1/3b
4/3
n

(
ξn

11 − cn

n

)) �(nbn)2/3t�∧n−1∑
k=0

(
1− Qn

k

n
− k

n

)
.

Hence, fort ∈ R+ andn large enough,

1

b2
n

logE exp
(± b2

n(M̆
n
t+η − M̆n

t )
)≤ 1

2b2
n

logE
Ĕn

t+η(±2b2
n)

Ĕn
t (±2b2

n)

≤ n5/3η

b
4/3
n

(
logE exp

(
± 2b

2/3
n

n1/3

(
ξn

11 − cn

n

)))+
,

so since logE exp(±2b
2/3
n (ξn

11 − cn/n)/n1/3) is asymptotically equivalent to

2cnb
4/3
n /n5/3 asn → ∞, we conclude that

lim sup
n→∞

sup
t∈R+

(
E exp

(± b2
n(M̆

n
t+η − M̆n

t )
))1/b2

n ≤ e2η.(7.23)

Also by (2.7) and the definition of̆εn
t in (7.15),

lim sup
n→∞

sup
t∈R+

(
E exp

(
b2
n sup

s∈[0,η]
|ε̆n

t+s − ε̆n
t |
))1/b2

n ≤ 1.(7.24)

Limit (7.21) follows by (7.22)–(7.24) and the convergence(n1/3/b
2/3
n )(cn − 1) →

θ̆ . �

Corollary 2.5 follows by the contraction principle, in particular, part 2 is proved
in analogy with part 2 of Corollary 2.4. [Note that in the expression forĬ

β

θ̆
the role

of Kc(u) andLc(u) are played by the functions−u3/24 and((u − θ̆ )3 + θ̆3)/6,
respectively, and an analogue of Lemma 3.2 holds with 2(θ̆ − u) asu∗.]

APPENDIX

Summary of idempotent probability. This appendix relates some facts of
idempotent probability theory. More detailed exposition is given in Puhalskii
(2001).

Let ϒ be a set. A function� from the power set ofϒ to [0,1] is called
an idempotent probability if�(�) = supυ∈� �({υ}), � ⊂ ϒ and�(ϒ) = 1. If,
in addition, ϒ is a metric space and the sets{υ ∈ ϒ :�(υ) ≥ a} are compact
for all a ∈ (0,1], then � is called a deviability. Obviously,� is a deviability
if and only if I (υ) = − log�({υ}) is an action functional. Below, we denote
�(υ) = �({υ}) and assume, unless mentioned otherwise, that� is an idempotent
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probability onϒ . A propertyP (υ), υ ∈ ϒ, pertaining to the elements ofϒ is
said to hold�-a.e. if �(P (υ) does not hold) = 0. A τ -algebraA on ϒ is
defined as a subset of the power set ofϒ for which there exists a partitioning
of ϒ into disjoint sets such that every element ofA is a union of the elements
of the partitioning. We call the elements of the partitioning the atoms ofA and
denote as[υ] the atom containingυ. The power set ofϒ is called the discrete
τ -algebra. Aτ -algebraA is called complete (or�-complete, or complete with
respect to� if idempotent probability needs to be specified) if each one-point set
{υ} with �(υ) = 0 is an atom ofA; the completion (or the�-completion, or the
completion with respect to� if idempotent probability needs to be specified) of
a τ -algebraA is defined as theτ -algebra obtained by taking as the atoms the
points of idempotent probability 0 and set-differences of the atoms ofA and
sets of idempotent probability 0; the completion of aτ -algebra is a complete
τ -algebra. If ϒ ′ is another set equipped with idempotent probability�′ and
τ -algebraA′, then the product idempotent probability�×�′ onϒ ×ϒ ′ is defined
by (� × �′)(υ,υ ′) = �(υ)�′(υ ′) for (υ,υ ′) ∈ ϒ × ϒ ′, the productτ -algebra
A ⊗ A′ is defined as having the atoms[υ] × [υ ′], whereυ ∈ ϒ andυ ′ ∈ ϒ ′.

A functionf from a setϒ equipped with idempotent probability� to a setϒ ′ is
called an idempotent variable. Ifϒ andϒ ′ are equipped withτ -algebrasA andA′,
respectively, the idempotent variablef is said to be(A/A′)-measurable, or
simply measurable if theτ -algebras are understood, iff −1([υ ′]) ∈ A for any
υ ′ ∈ ϒ ′. We say thatf is A-measurable if it is measurable for the discrete
τ -algebra onϒ ′. The τ -algebra ofϒ generated byf is defined by the atoms
{υ ∈ ϒ :f (υ) = υ ′}, υ ′ ∈ ϒ ′. The idempotent variablef is thusA-measurable
if {υ ∈ ϒ :f (υ) = υ ′} ∈ A for all υ ′ ∈ ϒ ′. As in probability theory, we routinely
omit the argumentυ in the notation for an idempotent variable. The idempotent
distribution of an idempotent variablef is defined as the set function� ◦
f −1(�) = �(f ∈ �), � ⊂ ϒ ′; it is also called the image of� underf . If ϒ is a
metric space,� is a deviability onϒ , andf is a continuous mapping fromϒ to a
metric spaceϒ ′, then� ◦ f −1 is a deviability onϒ ′. In particular, ifϒ ′ ⊂ ϒ with
induced metric and�(ϒ \ ϒ ′) = 0, then the restriction�|ϒ ′ of � to ϒ ′ defined
by �|ϒ ′(υ) = �(υ) for υ ∈ ϒ ′ is a deviability onϒ ′. In general,f is said to be
Luzin if � ◦ f −1 is a deviability onϒ ′.

SubsetsA andA′ of ϒ are said to be independent if�(A ∩ A′) = �(A)�(A′);
τ -algebrasA andA′ are said to be independent if setsA andA′ are independent
for anyA ∈ A andA′ ∈ A′; ϒ ′-valued idempotent variablesf andf ′ are said to be
independent if�(f = υ ′, f ′ = υ ′′) = �(f = υ ′)�(f ′ = υ ′′) for all υ ′, υ ′′ ∈ ϒ ′.
An idempotent variablef and aτ -algebraA are said to be independent (orf to be
independent ofA) if the τ -algebra generated byf andA are independent. Iff is
R+-valued, the idempotent expectation off is defined bySf = supυ∈ϒ f (υ)�(υ)

and it is also denoted asS�f if the reference idempotent probability needs to
be indicated. The following analogue of the Markov inequality holds:�(f ≥
a) ≤ Sf/a, where a > 0. If R+-valued idempotent variablesf and f ′ are
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independent, thenS(ff ′) = Sf Sf ′. An R+-valued idempotent variablef is said
to be maximable if limb→∞ S(f 1(f > b)) = 0. A collection fα of R+-valued
idempotent variables is called uniformly maximable if limb→∞ supα S(fα1(fα >

b)) = 0. The conditional idempotent expectation of anR+-valued idempotent
variablef , given aτ -algebraA, is defined as

S(f |A)(υ) =
 sup

υ ′∈[υ]
f (υ ′) �(υ ′)

�([υ]) , if �([υ]) > 0,

f ′(υ), if �([υ]) = 0,

wheref ′(υ) is anR+-valued function constant on the atoms ofA. Conditional
idempotent expectation is thus specified�-a.e. It has many of the properties
of conditional expectation, in particular,S(f |A) is A-measurable, iff is
A-measurable, thenS(f |A) = f �-a.e., and iff andA are independent, then
S(f |A) = Sf �-a.e. [Puhalskii (2001), Lemma 1.6.21]. If for anRd -valued
idempotent variablef , the conditional idempotent expectationS(exp(λT f )|A)

is �-a.e. constant onϒ for all λ ∈ R
d and is an essentially smooth function ofλ,

thenf andA are independent [Puhalskii (2001), Corollary 1.11.9].
An R

d -valued idempotent variablef on (ϒ,�) is said to be Gaussian with
parameters(m,�), wherem ∈ R

d and� is a positive semi-definited × d matrix,
if S exp(λT f ) = exp(λT m + λT �λ/2) for all λ ∈ R

d . Equivalently,�(f = z) =
exp(−(z − m)T �⊕(z − m)/2) if z − m belongs to the range of� and�(f =
z) = 0 otherwise, where�⊕ denotes the pseudo-inverse of� [Puhalskii (2001),
Lemma 1.11.12].

A flow of τ -algebras, or aτ -flow, on ϒ is defined as a collectionA = (At ,
t ∈ R+) of τ -algebras onϒ such thatAs ⊂ At for s ≤ t ; the latter condition
is equivalent to the atoms ofAs being unions of the atoms ofAt . A τ -flow
is called complete if it consists of completeτ -algebras, the completion of a
τ -flow is obtained by completing itsτ -algebras; the completion of aτ -flow is
a completeτ -flow. An idempotent variableσ :ϒ → R+ is called an idempotent
A-stopping time, or a stopping time relative toA, if {υ :σ(υ) = t} ∈ At for t ∈ R+.
Given aτ -flow A and an idempotentA-stopping timeσ , we defineAσ as the
τ -algebra with atoms[υ]Aσ(υ)

. If ϒ = C(R+,R
d), the canonicalτ -flow is the

τ -flow C = (Ct , t ∈ R+) with the Ct having the atomsp−1
t x, x ∈ C(R+,R

d),

wherept :C(R+,R
d) → C(R+,R

d) is defined by(ptx)s = xs∧t , s ∈ R+.
A collection (Xt , t ∈ R+) of R

d -valued idempotent variables onϒ is called
an idempotent process. The functions(Xt(υ), t ∈ R+) for various υ ∈ ϒ are
called trajectories (or paths) ofX. An idempotent process(Xt , t ∈ R+) is said
to be A-adapted if theXt are At -measurable fort ∈ R+. If (Xt , t ∈ R+) is
A-adapted and real-valued with unbounded above continuous paths, thenσ =
inf{t ∈ R+ :Xt ≥ a}, wherea ∈ R, is an idempotentA-stopping time [Puhalskii
(2001), Lemma 2.2.18]. Ifϒ = C(R+,R

d), the canonical idempotent process
is defined byXt(x) = xt . An A-adaptedR+-valued idempotent processM =
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(Mt , t ∈ R+) is said to be anA-exponential maxingale, or an exponential
maxingale relative toA, if the Mt are maximable andS(Mt |As) = Ms �-a.e.,
for s ≤ t . If, in addition, the collectionMt, t ∈ R+, is uniformly maximable, then
M is said to be a uniformly maximable exponential maxingale. AnA-adaptedR+-
valued idempotent processM = (Mt , t ∈ R+) is called anA-local exponential
maxingale, or a local exponential maxingale relative toA, if there exists a sequence
τn of idempotentA-stopping times such thatτn ↑ ∞ asn → ∞ and the stopped
idempotent processes(Mt∧τn, t ∈ R+) are uniformly maximableA-exponential
maxingales.

LEMMA A.1. Let M = (Mt , t ∈ R+) be an exponential maxingale relative to
a τ -flow A = (At , t ∈ R+) and σt , t ∈ R+, be a collection of bounded idempotent
A-stopping times such that σs ≤ σt for s ≤ t . Then the idempotent process
(Mσt , t ∈ R+) is an exponential maxingale relative to the τ -flow (Aσt , t ∈ R+).

PROOF. By Corollary 2.3.10 in Puhalskii (2001),S(Mσt |Aσs ) = Mσs �-a.e.
for s ≤ t . EachMσt is maximable since by the boundedness ofσt , there exists
T ≥ σt , so Mσt = S(MT |Aσt ), which is maximable by maximability ofMT ,
inclusionAσt ⊂ AT and Lemma 1.6.21 in Puhalskii (2001).�

Given anR-valued functionG = (Gt(λ;x), t ∈ R+, x ∈ C(R+,R), λ ∈ R),
whereGt(λ;x) is Ct -measurable inx, we say that a deviability� on C(R+,R)

solves the maxingale problem(x,G), where x ∈ R, if X0 = x �-a.e. and
(exp(λXt − Gt(λ;X)), t ∈ R+) is a C-local exponential maxingale under�,
whereX = (Xt , t ∈ R+) is the canonical idempotent process onC(R+,R). We
have the following lemma.

LEMMA A.2. Let � solve the maxingale problem (x,G). If the function
(Gt(λ;x), t ∈ R+, x ∈ C(R+,R)) is bounded in (t,x) for all λ ∈ R, then the
process (exp(λXt − Gt(λ;X)), t ∈ R+) is a C-uniformly maximable exponential
maxingale under �.

PROOF. LetMt(λ) = exp(λXt −Gt(λ;X)). By Lemma 2.3.13(3) in Puhalskii
(2001) it is enough to prove that the collection(Mt(λ), t ∈ R+) is uniformly
maximable. The definition of a local exponential maxingale and Lemma 1.6.22
in Puhalskii (2001) imply thatS�Mt(2λ) ≤ 1. Therefore, denoting byb an
upper bound for(exp(−2Gt(λ;x)), t ∈ R+, x ∈ C(R+,R)) and(exp(Gt(2λ;x)),
t ∈ R+, x ∈ C(R+,R)), we have

S�Mt(λ)2 = S�
(
Mt(2λ)exp

(
Gt(2λ;X)

)
exp
(−2Gt(λ;X)

))≤ b2.

The uniform maximability now follows by Corollary 1.4.15 in Puhalskii (2001).
�
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LEMMA A.3. Let (Mt , t ∈ R+) and (M ′
t , t ∈ R+) be exponential maxingales

on (ϒ,�) and (ϒ ′,�′), respectively, relative to the respective τ -flows (At , t ∈
R+) and (A′

t , t ∈ R+). Then (MtM
′
t , t ∈ R+) is an exponential maxingale on

(ϒ × ϒ ′,� × �′) relative to the τ -flow (At ⊗ A′
t , t ∈ R+).

PROOF. By Puhalskii [(2001), Lemma 1.6.28],S�×�′(MtM
′
t |As ⊗ A′

s) =
S�(Mt |As)S�′(M ′

t |A′
s) � × �′-a.e. fors ≤ t . Maximability of (MtM

′
t , t ∈ R+)

under� × �′ is obvious. �

Poisson idempotent probability (or Poisson deviability) is a deviability on
C(R+,R) defined by

�N(x) =


exp
(
−
∫ ∞

0
π(ẋt ) dt

)
, if x is absolutely continuous

and nondecreasing, andx0 = 0,

0, otherwise.

A Poisson idempotent process on(ϒ,�) is defined as an idempotent process with
idempotent distribution�N . Thus, a Poisson idempotent process has absolutely
continuous nondecreasing trajectories�-a.e. The definition implies that the
canonical idempotent process onC(R+,R) is Poisson under�N . If N is a
Poisson idempotent process on(ϒ,�), then the idempotent processMN(λ) =
(MN

t (λ), t ∈ R+) defined byMN
t (λ) = exp(λNt − (eλ − 1)t) is an exponential

maxingale relative to theτ -flow (AN
t , t ∈ R+), where theAN

t are theτ -algebras
generated by theNs, s ≤ t [Puhalskii (2001), Theorem 2.4.16]. We say that a
continuous-path idempotent processN is Poisson relative to aτ -flow A if N0 = 0
and the idempotent processMN(λ) is anA-exponential maxingale for allλ ∈ R.
If N is idempotent Poisson relative toA, then it is idempotent Poisson [Puhalskii
(2001), Corollary 2.4.19].

Wiener idempotent probability (or Wiener deviability) is a deviability on
C(R+,R) defined by

�W(x) =
exp

(
−1

2

∫ ∞
0

ẋ2
t dt

)
, if x is absolutely continuous andx0 = 0,

0, otherwise.

A Wiener idempotent process on(ϒ,�) is defined as an idempotent process
with idempotent distribution�W . Thus, a Wiener idempotent process has�-a.e.
absolutely continuous paths. The definition implies that the canonical idempotent
process onC(R+,R) is Wiener under�W .

Let W = (Wt , t ∈ R+) be a Wiener idempotent process on(ϒ,�). Then the
idempotent process(exp(λWt − λ2t/2), t ∈ R+) is an exponential maxingale
relative to the flowAW = (AW

t , t ∈ R+), where theAW
t are theτ -algebras

generated byWs, s ≤ t [Puhalskii (2001), Theorem 2.4.2]. We say that a
continuous-path idempotent processW is Wiener relative to aτ -flow A if W0 = 0
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and the idempotent process(exp(λWt − λ2t/2), t ∈ R+) is an A-exponential
maxingale for allλ ∈ R. If W is idempotent Wiener relative toA, then it is
idempotent Wiener [Puhalskii (2001), Corollary 2.4.6]. In particular,Wt − Ws ,
for t ≥ s, is independent ofAs by the fact thatS(exp(λ(Wt − Ws))|As) =
exp(λ2(t − s)/2), which is a smooth function ofλ.

Given a boundedR-valued idempotent processσt , t ∈ R+, we define the
idempotent Ito integral(σ � W)t by

(σ � W)t(υ) =

∫ t

0
σs(υ)Ẇs(υ) ds, if �(υ) > 0,

Y(υ), otherwise,

whereY(υ) is anR-valued idempotent variable anḋWs(υ) denotes the Radon–
Nikodym derivative ins of the Wiener idempotent trajectory. The integral is
thus specified uniquely�-a.e. The idempotent process((σ � W)t , t ∈ R+) has
�-a.e. continuous paths. If(Wt , t ∈ R+) and (σt , t ∈ R+) are adapted to a
completeτ -flow A, then((σ � W)t , t ∈ R+) is A-adapted. For clarity, we further
use
∫ t
0 σsẆs ds for (σ � W)t . In the next lemma,

∫ t
s σpẆp dp = ∫ t0 σp1(r ∈

[s, t])Ẇp dp.

LEMMA A.4. Let σs, s ∈ R+ be an R-valued bounded Lebesgue-measurable
function and W = (Wt , t ∈ R+) be a Wiener idempotent process on (ϒ,�)

relative to a complete τ -flow A. Then the idempotent process M = (Mt , t ∈ R+),
where Mt = exp(λ

∫ t
0 σsẆs ds −λ2 ∫ t

0 σ 2
s ds/2), is an A-exponential maxingale. In

particular,
∫ t
s σpẆp dp is independent of As for s ≤ t .

PROOF. The idempotent processM is A-adapted byMt being constant on
the atoms ofAt for t ∈ R+, see Puhalskii [(2001), Lemma 2.2.17]. If the func-
tion σs, s ∈ R+, is piecewise constant, the maxingale property follows by the
properties of conditional idempotent expectations in a standard manner. A limit
argument shows that this property carries over to continuousσs, s ∈ R+. The
case of a Lebesgue measurableσs, s ∈ R+, follows via Luzin’s theorem. Max-
imability of the Mt follows by Lemma A.2. Finally,

∫ t
s σpẆp dp is independent

of As , for s ≤ t , since by the maxingale propertyS(exp(λ
∫ t
s σpẆp dp)|As) =

exp((λ2/2)
∫ t
s σ 2

p dp), where the latter is a smooth function ofλ. �

Let σt (x), x ∈ R, t ∈ R+, andbt (x), x ∈ R, t ∈ R+, be real-valued functions,
which are continuous inx and Lebesgue-measurable int . Let W be a Wiener
idempotent process on an idempotent probability space(ϒ,�) relative to a
completeτ -flow A and let 	CW

t , for t ∈ R+, denote the completion ofCt with
respect to the Wiener deviability onC(R+,R). We say that, givenx ∈ R, an
idempotent processX on(ϒ,�) is a strong solution to the Itô idempotent equation

Xt = x +
∫ t

0
bs(Xs) ds +

∫ t

0
σs(Xs)Ẇs ds, t ∈ R+,(A.1)
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where integrals are understood as Lebesgue integrals, if equality (A.1) holds
�-a.e. and there exists a functionJ :C(R+,R) → C(R+,R), which is(	CW

t /Ct )-
measurable for everyt ∈ R+, such thatX = J (W) �-a.e. As a consequence,X

is A-adapted. A strong solution is called Luzin if the functionJ is continuous
in restriction to the sets{x ∈ C(R+,R) :�W(x) ≥ a} for a ∈ (0,1]. We say that
there exists a unique strong solution (resp. Luzin strong solution) if any strong
solution (resp. Luzin strong solution) can be written asX = J (W) �-a.e. for
the same functionJ . Let us assume thatσt (x) and bt (x) are locally Lipshitz-
continuous inx, that is, for everya > 0, there exists anR+-valued Lebesgue-
measurable int function ka

t , t ∈ R+, with
∫ t
0 ka

s ds < ∞ for t ∈ R+ such that
|bt (x) − bt (y)| ≤ ka

t |x − y| and |σt (x) − σt (y)|2 ≤ ka
t |x − y|2 if |x| ≤ a and

|y| ≤ a, and satisfy the linear-growth condition that there exists anR+-valued
Lebesgue-measurable functionlt , t ∈ R+, with

∫ t
0 ls ds < ∞ for t ∈ R+ such that

|bt (x)| ≤ lt (1+ |x|) andσt (x)2 ≤ lt (1+ |x|2) for x ∈ R. Then (A.1) has a unique
strong solution, which is also a Luzin strong solution [Puhalskii (2001), Theorems
2.6.21, 2.6.22 and 2.6.26].

Let ϒ be a metric space. A net�ψ , ψ ∈ �, where � is a directed set,
of idempotent probabilities onϒ is said to converge weakly to idempotent
probability� on ϒ if lim ψ∈� S�ψ f = S�f for every nonnegative bounded and
continuous functionf on ϒ ; equivalently, see Puhalskii [(2001), Theorem 1.9.2],
lim supψ∈� �ψ(F ) ≤ �(F ) for all closed setsF ⊂ ϒ and lim infψ∈� �ψ(G) ≥
�(G) for all open setsG ⊂ ϒ . A net of idempotent variables with values in
the same metric space is said to converge in idempotent distribution if their
idempotent distributions weakly converge. One has a continuous mapping theorem
for convergence in idempotent distribution: if a netXψ, ψ ∈ �, of idempotent
variables with values inϒ converges in idempotent distribution to an idempotent
variableX with values inϒ andf is a continuous function fromϒ to a metric
spaceϒ ′, then the netf (Xψ), ψ ∈ �, converges in idempotent distribution
to f (X). A net �ψ , ψ ∈ �, of deviabilities onϒ is said to be tight if
infK∈K lim supψ∈� �ψ(ϒ \ K) = 0, whereK denotes the collection of compact
subsets ofϒ . A tight net of deviabilities contains a subnet that converges weakly
to a deviability, see Puhalskii [(2001), Theorem 1.9.27] (if�ψ is a sequence, then
it contains a weakly convergent subsequence).
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KRASNOSEL’ SKIĬ, M. A. and RUTICKI Ĭ, J. B. (1961).Convex Functions and Orlicz Spaces.

Translated from the first Russian edition by Leo F. Boron. Noordhoff, Groningen.
LIPTSER, R. (1996). Large deviations for two scaled diffusions.Probab. Theory Related Fields 106

71–104.
LIPTSER, R., SPOKOINY, V. and VERETENNIKOV, A. Y. (2002). Freidlin–Wentzell type large

deviations for smooth processes.Markov Process. Related Fields 8 611–636.
LIPTSER, R. S. and SHIRYAYEV , A. N. (1989).Theory of Martingales. Kluwer, Dordrecht.
O’CONNELL, N. (1998). Some large deviation results for sparse random graphs.Probab. Theory

Related Fields 110 277–285.
PITTEL, B. (1990). On tree census and the giant component in sparse random graphs.Random

Structures Algorithms 1 311–341.
PUHALSKII , A. (1994). The method of stochastic exponentials for large deviations.Stochastic

Process. Appl. 54 45–70.
PUHALSKII , A. (1995). Large deviation analysis of the single server queue.Queueing Syst. Theory

Appl. 21 5–66.
PUHALSKII , A. (2001).Large Deviations and Idempotent Probability. Chapman and Hall, London.
PUHALSKII , A. (2004). On some degenerate large deviation problems. Unpublished manuscript.
STEPANOV, V. E. (1970a). On the probability of connectedness of the random graphGm(t). Teor.

Veroyatnost. i Primenen. 15 56–68. (In Russian.)
STEPANOV, V. E. (1970b). Phase transitions in random graphs.Teor. Veroyatnost. i Primenen. 15

200–216. (In Russian.)



412 A. A. PUHALSKII

STEPANOV, V. E. (1972). Structure of the random graphsGm(x|h). Teor. Veroyatnost. i Primenen.
17 238–252. (In Russian.)

WHITT, W. (2002).Stochastic-Process Limits. Springer, New York.

MATHEMATICS DEPARTMENT

UNIVERSITY OF COLORADO AT DENVER

CAMPUS BOX 170
P.O. BOX 173364
DENVER, COLORADO 80217-3364
USA
AND

INSTITUTE FORPROBLEMS

IN INFORMATION TRANSMISSION

MOSCOW

RUSSIA

E-MAIL : puhalski@math.cudenver.edu


