
The Annals of Probability
2005, Vol. 33, No. 1, 1–30
DOI 10.1214/009117904000000937
© Institute of Mathematical Statistics, 2005

THE ARCTIC CIRCLE BOUNDARY AND THE AIRY PROCESS

BY KURT JOHANSSON1

Royal Institute of Technology

We prove that the, appropriately rescaled, boundary of the north polar
region in the Aztec diamond converges to the Airy process. The proof uses
certain determinantal point processes given by the extended Krawtchouk
kernel. We also prove a version of Propp’s conjecture concerning the structure
of the tiling at the center of the Aztec diamond.

1. Introduction and results. Domino tilings of the Aztec diamond were
introduced in [8, 9]. Asymptotic properties of random domino tilings of the Aztec
diamond have been studied in [5, 12, 15]. In particular, in [12] the existence of the
so-called arctic circle was proved. The arctic circle is the asymptotic boundary of
the disordered so-called temperate region of the tiling. Outside this boundary the
tiling forms a completely regular brick wall pattern. The methods in [12] combined
with the results in [13] show that the fluctuations of the point of intersection of
the boundary of the temperate region with a line converge to the Tracy–Widom
distribution of random matrix theory. In this paper we extend this result to show
that the fluctuations of the boundary around the arctic circle converges to the
Airy process introduced in [23]. The paper is a continuation of the approach used
in [14] and [15], where certain point processes with determinantal correlation
functions [24] and the Krawtchouk ensemble, were used. We will use the general
techniques developed in [16] and investigate an extended point process which
also has determinantal correlation functions given by a kernel, which we call the
extended Krawtchouk kernel.

The Aztec diamond, An, of ordern is the union of all lattice squares[m,m +
1] × [l, l + 1], m, l ∈ Z, that lie inside the region{(x1, y1); |x1| + |y1| ≤ n + 1}.
A domino is a closed 1×2 or 2×1 rectangle inR2 with corners inZ2, and atiling
of a regionR ⊆ R

2 by dominoes is a set of dominoes whose interiors are disjoint
and whose union isR. Let T (An) denote the set of all domino tilings of the Aztec
diamond. The basic coordinate system used here will be referred to as coordinate
system I (CS-I).

Color the Aztec diamond in a checkerboard fashion so that the leftmost square
in each row in the top half is white. A horizontal domino isnorth-going (N) if
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its leftmost square is white, otherwise it issouth-going (S). Similarly, a vertical
domino is west-going (W) if its upper square is white, otherwise it iseast-
going (E). Two dominoes areadjacent if they share an edge, and a domino is
adjacent to the boundary if it shares an edge with the boundary of the Aztec
diamond. Thenorth polar region (NPR) is defined to be the union of those
north-going dominoes that are connected to the boundary by a sequence of
adjacent north-going dominoes. The south, west and east polar regions are defined
analogously. In this way a domino tiling partitions the Aztec diamond into four
polar regions, where we have a regular brick wall pattern, and a fifth central region,
thetemperate region, where the tiling pattern is irregular.

Let T ∈ T (An) be a tiling of the Aztec diamond and letv(T ) denote the number
of vertical dominoes inT . We can define a probability measure onT (An) by
letting vertical dominos have weighta and horizontal dominos weight 1, that is,

P[T ] = av(T )∑
T ∈T (An) a

v(T )
.(1.1)

In this paper we will prove the asymptotic results for the uniform case (a = 1) only
to keep the asymptotic analysis simpler.

We will study the part of the boundary of the NPR which lies above a neigh-
borhood ofx1 = 0. To define the boundary we will use certain nonintersecting
paths which describe the domino configuration and which are also essential in
our analysis below. They were called DR-paths ([25], page 277) in [15]. On a
W-domino placed so that it has corners at(0,0) and(1,2), we draw a line from
(0,1/2) to (1,3/2). On an E-domino placed in the same position, we draw a line
from (0,3/2) to (1,1/2), and on an S-domino placed so that it has corners at(0,0)

and(2,1), we draw a line from(0,1/2) to (2,1/2). We do not draw any line on an
N-domino. As discussed in [15], these lines will form nonintersecting paths from
Ar = (−n − 1+ r,−r + 1/2) to Br = (n + 1− r,−r + 1/2), 1≤ r ≤ n. The top
curve, fromA1 to B1, can be viewed as a function,t → Xn(t), |t | ≤ n, in CS-I. We
will call Xn(t) the NPR-boundary process, see Figure 1. The NPR is exactly the
part of the domino tiling that lies aboveXn(t), and consits only of N-dominoes.
Between the nonintersecting paths there are other regions of N-dominos.

Before we formulate the limit theorem forXn(t), we recall the definition of the
Airy process. Theextended Airy kernel is defined by

A(τ, ξ ; τ ′, ξ ′)

=


∫ ∞

0
e−λ(τ−τ ′) Ai(ξ + λ)Ai(ξ ′ + λ)dλ, if τ ≥ τ ′,

−
∫ 0

−∞
e−λ(τ−τ ′) Ai(ξ + λ)Ai(ξ ′ + λ)dλ, if τ < τ ′,

(1.2)

for τ, τ ′, ξ, ξ ′ ∈ R. Fix τ1 < · · · < τm and let�m = {τ1, . . . , τm}. Let µ be the
product of counting measure on�n and Lebesgue measure onR. Definef on
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FIG. 1. An NPR-boundary process.

�m × R by f (τj , x) = 1(ξj ,∞)(x) for given numbersξ1, . . . , ξm. It is proved
in [16] that f 1/2(τ, x)A(τ, x;σ, y)f 1/2(σ, y) is the integral kernel of a trace
class operator onL2(�m × R,µ). TheAiry process, t → A(t), is the stationary
stochastic process whose finite-dimensional distributions are given by

P[A(τ1) ≤ ξ1, . . . ,A(τm) ≤ ξm] = det(I − f 1/2Af 1/2)L2(�m×R).(1.3)

It is proved in [23], see also [16], thatA(τ ) has continuous paths. The distribution
of A(τ ) is F2, the Tracy–Widom distribution for the largest eigenvalue of a GUE-
matrix [27]. It has recently been shown that the distribution function in (1.3)
satisfies certain differential equations [1, 28].

Our main result is the following:

THEOREM 1.1. Let Xn(t) be the NPR-boundary process and A(τ ) the Airy
process as defined above and let the weight a in (1.1)be equal to 1. Then,

Xn(2−1/6n2/3t) − n/
√

2

2−5/6n1/3 → A(t) − t2,(1.4)

as n → ∞, in the sense of convergence of finite-dimensional distributions.
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The theorem could be extended to a general weighta in (1.1) by the same type
of argument. We restrict toa = 1 for simplicity. Similarly, it is possible to show
convergence along other parts of the boundary, except right near the point where
the arctic circle is tangent to the asymptotic square containing the tiling where the
boundary behavior is different. See the remark in the last paragraph of Section 2.

As was done in [16] for the convergence of the interface of a polynuclear
growth model to the Airy process, it should be possible to extend Theorem 1.1 to a
functional limit theorem. It would then follow that maxt Xn(t), suitably rescaled,
asymptotically hasF1 fluctuations, whereF1 is the Tracy–Widom distribution for
the largest eigenvalue of a GOE-matrix [27].

The above result also has an interpretation as a convergence theorem for a
certain polynuclear growth model, see [15], Section 2.4. The polynuclear growth
model studied in [23] is a limiting version of this model (a → 0, n → ∞ at
appropriate tates). The NPR-boundary is also directly related to the shape in the
corner growth model studied in [13] and [15], Section 2.4, and, hence, also to
the totally asymmetric exclusion process. IfG(M,N) is the last passage time as
in [13], the results of the present paper show that the fluctuations of the boundary
of the shape�t = {(M,N) ; G(M,N) + M + N − 1 ≤ t} close to the diagonal
(N,N), whenq = 1/2, converges to the Airy process. This can be extended to the
other parts of the boundary, away from the axes, and to other values ofq. This
extends the relation between the Meixner ensemble and the Krawtchouk ensemble
given in Lemma 2.9 in [15], see also [20].

The theorem will be proved using a certain determinantal point process. One
way of seeing this point process is to put agreen particle at the center of the
black square on each S-domino and W-domino, and ared particle at the center
of the white square of each S- and W-domino. These dots define a point process
and we will see below that it has determinantal correlation functions. It is directly
related to the nonintersecting paths defined above and also to the zig-zag paths
around black and white squares discussed in [8, 9, 14]. The precise definition of
this point process will be given in Section 2. The asymptotic results needed to
prove Theorem 1.1 will be discussed in Section 3. It has been conjectured in [12]
that at the center of a uniform random tiling of the Aztec diamond the tiling looks
like a random domino tiling of the plane under the Burton–Pemantle measure [4].
A proof of a version of this conjecture will be given in Section 4.

It is natural to conjecture that boundaries between irregular and regular tiling
regions in many other two-dimensional random tiling problems are also described
by the Airy process. In terms of the so-called height function, which we will not
define here, this would mean that we would see the Airy process where we have
a boundary between a flat surface and a curved surface. This type of result can
also be proved in the rhombus tiling problem discussed in [22]. This has been
done recently in [10]. In this problem it would also be possible to use the formulas
derived in [22], which would lead to computations very similar to those in the
present paper. Another candidate where it may be possible to prove convergence
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to the Airy process would be for fluctuations around the arctic circle (ellipse) in
rhombus tilings of hexagons [7, 15], but here the asymptotic analysis appears to be
more difficult [2].

2. The point process. Introduce a new coordinate system (CS-II) with origin
at (−n,−1/2) and axeseII = (1,1), fII = (−1,1), which gives the following
coordinate transformation between CS-I and CS-II,

x1 = x2 − y2 − n,

y1 = x2 + y2 − 1/2.
(2.1)

In CS-II the nonintersecting paths defined in Section 1 go fromAj = (0,−j +1) to
Bj = (n + 1− j,−n), 1≤ j ≤ n, and have three types of steps(1,0), (0,−1) and
(1,−1), see Figure 2. These nonintersecting paths specify the tiling uniquely. The
measure (1.1) is obtained by letting the steps(1,0) and(0,−1), which correspond
to vertical dominos, have weighta and the step(1,−1) weight 1.

To formalize this, letG = (V ,E) be a directed graph with vertex setV = N × Z

and directed edges from(i, j) to (i + 1, j), (i, j − 1) and(i + 1, j − 1) for i ≥ 1,
and from(0, j) to (1, j −1) and(1, j). The edges from(i, j) to (i +1, j −1) have
weight 1, whereas all other edges have weighta. A pathπ from A ∈ V to B ∈ V is
a directed path along succesive directed edges starting atA and ending atB. The
weightω(π) of a pathπ is the product of the weights of all the edges in the path.
Two pathsπ andπ ′ are nonintersecting if they do not share a common vertex.

FIG. 2. CS-II and nonintersecting paths describing the tiling.
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If A = (A1, . . . ,Am) andB = (B1, . . . ,Bm), whereAr,Br ∈ V , thenPn.i.(A;B )

denotes the set of all nonintersecting pathsπ1, . . . , πm, whereπj goes fromAj

to Bj . The weight of a familyπ = (π1, . . . , πm) of paths isω(π ) = ∏m
j=1 ω(πj ).

TakeN ≥ n and setAj = (0,1 − j) andCj = (n,−n + 1 − j), 1 ≤ j ≤ N ; see
Figure 3.

LEMMA 2.1. If (π, . . . , πN) are paths in Pn.i.(A;C ), then πk goes through
the vertex Bk = (n + 1− k,−n), 1≤ k ≤ n.

PROOF. Sinceπ1 ends atC1 = B1, the claim is true fork = 1. Eachπk ,
1 < k ≤ n, has to go through one of the pointsB − 2, . . . ,Bn sinceC2, . . . ,Cn

lie below the line y2 = −n and all the paths are right/down directed. The
nonintersection constraint implies thatπk+1 has to pass this line to the left ofπk

and the claim follows. �

By this lemma there are well-defined projections

P :� .= Pn.i.(A1, . . . ,AN ;C1, . . . ,CN) → �′ .= Pn.i.(A1, . . . ,An;B1, . . . ,Bn)

and

Q :� → �′′ .= Pn.i.(B1, . . . ,Bn,An+1, . . . ,AN ;C1, . . . ,CN),

such thatω(π) = ω(P (π))ω(Q(π)). An eventD in the domino tiling of the
size n Aztec diamond corresponds, via the bijection, to an eventD̃ ⊆ �′. Set

FIG. 3. The nonintersecting paths in the graph G.
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D∗
N = {π ∈ �;P(π) ∈ D̃}. Then,

PN [D∗
N ] =

∑
π∈D∗

N
ω(π )∑

π∈� ω(π )

= (
∑

π ′∈D̃ ω(π ′))(∑π ′′∈�′′ ω(π ′))
(
∑

π ′∈�′ ω(π ′′))(∑π ′′∈�′′ ω(π ′′))
= P[D].

(2.2)

The right-hand side in (2.2) is independent ofN ≥ n and, hence,

P[D] = lim
N→∞ P

∗
N [D∗

N ].(2.3)

We want to map, bijectively and preserving weights, the nonintersecting paths in�

to a new family of nonintersecting paths which is appropriate for the application
of the general results in [16]. The idea is as follows. Each pathπk from Ak to Ck

has a first and a last vertex on each vertical linex2 = j . The first and thelast
vertex could, of course, coincide. We want to put the first and the last vertex on
different vertical lines. These first and last vertices form the point process we are
interested in. LetG′ = (V ′,E′) be the directed graph withV ′ = N×Z and directed
edges from(2i − 1, j) to (2i, j), i ≥ 1, from (2i, j) to (2i, j − 1), from (2i, j)

to (2i + 1, j), from (2i, j) to (2i + 1, j + 1), i ≥ 1, from (0, j) to (1, j) and
from (0, j) to (1, j + 1), j ∈ Z. We put the weighta on the edges from(2i, j) to
(2i + 1, j + 1) and from(2i, j) to (2i, j − 1), i ≥ 1, j ∈ Z. All other edges have
weight= 1.

We can describe a pathπk from Ak to Ck by giving the first,Pk(j), and the
last,Qk(j), point on each verical linex2 = j , 0≤ j ≤ n; Pk(0) = Qk(0) always.
From Qk(j) to Pk(j + 1) we take either a step(1,0) or a step(1,−1), and
from Pk(j) to Qk(j) we take a certain number,≥ 0, of down steps(0,−1).
Map Qk(j) = (j, q) to Rk(2j) = (2j, q + j), 0 ≤ j ≤ n, andPk(j) = (j,p) to
Rk(2j − 1) = (2j − 1,p + j). A step fromQk(j) to Pk(j + 1) is mapped to two
steps. One step fromRk(2j) to Rk(2j + 1), which is either(1,0) or (1,1), and
then a fixed step fromRk(2j + 1) = (2j + 1,p + j) to (2j + 2,p + j), that is,
a step(1,0). The vertical steps fromPk(j) to Qk(j), if there are any, are mapped
to the same number of vertical steps from(2j,p + j) to (2j, q + j). SetA′

k =
(2n,1−k), 1≤ k ≤ N . The above procedure mapsPn.i.(A1, . . . ,AN ;C1, . . . ,CN)

to Pn.i.(A1, . . . ,AN ;A′
1, . . . ,A

′
N) bijectively, see Figure 4. Also, the weight of a

family of paths is preserved. The probability of a family of pathsπ in �̂N
.=

Pn.i.(A;A′ ) is

P̂N(π ) = ω(π )∑
π∈�̂N

ω(π )
.(2.4)

An eventD∗
N in � as above maps to an eventD̂N in �̂N using the bijection, and

from (2.3), we haveP[D] = limN→∞ P̂N(D̂N).



8 K. JOHANSSON

FIG. 4. The nonintersecting paths in the graph G′ corresponding to the tiling in Figure 2. The
particles in the determinantal process are the circled dots.

The paths π1, . . . , πN are uniquely specified by the points
(Rk(j))1≤j≤2n−1,1≤k≤N . We will write Rk(j) = (j, x

j
k ), 1 ≤ j ≤ 2n − 1, 1 ≤

k ≤ N and x = (x
j
k ); x0

k = x2n
k = 1 − k, k ≥ 1; x

j
1 > x

j
2 > · · · > x

j
N . These

points define a particle configuration in{1, . . . ,2n − 1} × Z and we obtain a point
process on this space which we can think of as 2n − 1 copies ofZ. We see that
the NPR-boundary process is obtained by joiningQ1(0),P1(0),P1(1),Q1(1), . . . ,

P1(n),Q1(n) with straight lines in this order. IfQ1(j) has coordinates(j, qj ) in

CS-II, thenR1(2j) = (2j, qj + j), soqj = x
2j
1 − j . Similarly, if P1(j) has coor-

dinates(j,pj ) in CS-II, thenpj = x
2j−1
1 − j . We see from (2.1) that

Q1(j) = (2j − x
2j
1 − n,x

2j
1 − 1/2),

P1(j) = (2j − x
2j−1
1 − n,x

2j−1
1 − 1/2)

(2.5)

in CS-I.
The red points described in the introduction arePk(j) + (−1/2,0) in CS-I and

the green points areQk(j) + (1/2,0); note that we can haveQk(j) = Pk(j). This
is seen from how we defined the nonintersecting paths and the red and green points
in Section 1.

We can define zig-zag paths around white and black squares as in
[8, 9, 14, 15]. Consider the sequence of white squares in the Aztec diamond
with opposite cornersQr

k = (−r + k,n + 1 − k − r), k = 0, . . . , n + 1, wherer ,
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1 ≤ r ≤ n, is fixed. The zig-zag steps fromQr
k to Qr

k+1 go either one unit step to
the right and then one unit step down (ES-step) or the other way around (SE-step),
and in such a way that it does not intersect a domino. Similarly, we can define
zig-zag paths around black squares between(−r, n − r) and(n − r,−r). It is not
hard to see, compare the proof of Lemma 2.2 in [15], that the zig-zag paths around
white squares have a red dot exactly when we have an ES-step around it, and that
zig-zag paths around black squares have SE-steps around squares with green dots.
In this way each zig-zag path corresponds to a unique particle configuration, and
we can view the point process as the totality of all zig-zag particles.

It was proved in [14] and [15] that the zig-zag particles along a single line define
a point process described by the Krawtchouk ensemble. The possible positions of
the red particles can be taken to be{0,1, . . . , n} and ther th zig-zag path hasr red
particles ath1, . . . , hr (no ordering). The probability of having particles at exactly
these points is [15], Theorem 2.2,

P[h] = 1

Zr,n,q

	r(h)2
r∏

j=1

(
n

hj

)
qhj pn−hj ,(2.6)

whereq = a2(1 + a2)−1, p = 1 − q and	r(h) is the Vandermonde determinant.
This Krawtchouk ensemble has determinantal correlation functions given by the
Krawtchouk kernel,

Kr,n,q(x, y) =
r−1∑
k=0

pk(x;q,n)pk(y; , q, n)

[(
n

x

)
qxpn−x

(
n

y

)
qypn−y

]1/2

,(2.7)

where

pk(x;q,n) =
(

n

k

)−1/2
(qp)−k/2(−1)k

1

2πi

∫
γ

(1+ pz)x(1− qz)n−x

zk

dz

z
(2.8)

are multiples of the ordinary Krawtchouk polynomials;γ is a circle centered at

the origin with radius≤ min(1/p,1/q). pk(x;q,n) = (n
k

)1/2
(q/p)k/2Kk(x;q,n),

whereKk are the standard Krawtchouk polynomials, see, for example, [19].
Next, we want to show that the fact that we have a determinantal point

process when we restrict to a single line can be extended to show that the whole
point process is determinantal. Using the Lindström–Gessel–Viennot method,
the combinatorial version of the Karlin–McGregor theorem (see, e.g., [26]) we
can write the probability for a certain particle configurationx as a product of
determinants

pN,n( x ) = 1

ZN,n

2n−1∏
r=0

det
(
φr,r+1(x

r
j , x

r+1
k )

)N
j,k=1,(2.9)

where the transition functionφr,r+1(x, y) gives the weight of all paths going
from x on the vertical liner to y on the vertical liner + 1. The right-hand side
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of (2.9) is a symmetric function ofxr
1, . . . , x

r
N for any r , so we need not consider

the variables on a single vertical line as ordered. From the definitions of the
directed graphG′ and its weights, we see that we can describe the nonintersecting
paths using two types of transitions between different vertical lines. From vertical
line 2i to 2i + 1, we can go from(2i, j) to (2i + 1, j), with weight 1, or from
(2i, j) to (2i + 1, j + 1), with weighta. From line 2i + 1 to 2i + 2, we have to
take a step to the right, with weight 1, and then a certain number≥ 0 of down
steps, with weighta. This leads to the following transition functions:

φ2i,2i+1(x, y) = α(y − x) =


a, if y − x = 1,
1, if y − x = 0,
0, otherwise,

(2.10)

and

φ2i+1,2i+2(x, y) = β(y − x) =
{

a−(y−x), if y − x ≤ 0,
0, otherwise.

(2.11)

Set f2i (z) = az + 1 and f2i+1(z) = (1 − a/z)−1 so that α(n) = f̂2i (n) and
β(n) = f̂2i+1(n), where f̂r (n) is the nth Fourier coefficient offr . We assume
that 0< a < 1. The casea = 1 will be handled by taking a limita → 1−.
Note that fr has a Wiener–Hopf factorizationfr = f +

r f −
r , where f +

2i (z) =
az + 1, f −

2i = f +
2i+1 = 1 and f −

2i+1(z) = (1 − a/z)−1. It follows from [16],
Theorem 17, that the point process onVn = {1, . . . ,2n − 1} × Z defined by (2.9)
has determinantal correlation functions. The probability of finding particles at
zj = (rj , yj ), 1≤ j ≤ m, where 0< rj < 2n andyj ∈ Z, is

det
(
KN,n(zj ; zk)

)m
j,k=1,(2.12)

where the kernel is given by the formula

KN,n(r, x; s, y) = K̃N,n(r, x; s, y) − φr,s(x, y).(2.13)

Hereφr,s = φr,r+1 ∗ · · · ∗ φs−1,s if s > r andφr,s ≡ 0 if r ≥ s. Furthermore,

K̃N,n(r, x; s, y) =
N∑

i,j=1

φr,2n(x, x2n
i )(A−1)ijφ0,s(x

0
j , y),(2.14)

whereA = (aij )
N
i,j=1, aij = φ0,2n(x

0
i , x2n

j ). This is a consequence of the following
formula, Proposition 2.1 in [16]. Assume thatg :Vn → R is a bounded function.
Then,

EN,n

[ 2n−1∏
r=1

N∏
j=1

(
1+ g(r, xr

j )
)] = det(I + gKN,n)L2(Vn,µ),(2.15)

whereµ is counting measure onVn. Here EN,n is expectation with respect to
the probability measure (2.9). Ifg(r, x) = 0, for x < −n + [r/2], then the left-
hand side of (2.15) depends only on the part of the particle configuration that
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corresponds to the Aztec diamond. We know that this is independent ofN ,
compare (2.3), and we can replace the kernelKN,n by its limit asN → ∞. This
limit is given by, Proposition 1.8 in [16],

Kn(r, x; s, y) = K̃n(r, x; s, y) − φr,s(x, y),(2.16)

where

K̃n(r, x; s, y) = 1

(2πi)2

∫
|z|=r1

dz

z

∫
|w|=r2

dw

w

wy

zx
Gn,r,s(z,w)

z

z − w
,(2.17)

a < r1 < 1/a, 0< r2 < r1,

Gn,r,s(z,w) =
∏2n−1

t=r f −
t (1/z)

∏s−1
t=0 f +

t (1/w)∏r−1
t=0 f +

t (1/z)
∏2n−1

t=s f −
t (1/w)

(2.18)

and

φr,s(x, y) = 1

2π

∫ π

−π
ei(y−x)θGn,r,s(e

iθ , eiθ ) dθ(2.19)

for r < s andφr,s(x, y) = 0 otherwise.
Inserting the formulas forf ±

t into (2.18) we see that, withε1, ε2 ∈ {0,1},

Gn,2r−ε1,2s−ε2(z,w) = (1− aw)n−s+ε2(1+ a/w)s

(1− az)n−r+ε1(1+ a/z)r
.(2.20)

Using Cauchy’s theorem, we can deform the integration contours toγ given
by w(t) = α1e

it , −π ≤ t ≤ π , and � given by z(t) = α2 + it , t ∈ R, where
0 < α1 < α2 < 1/a. We can then leta → 1− to get the casea = 1 using the
continuity of all expressions involved. Then,

K̃n(2r, x; ,2s, y)

= 1

(2πi)2

∫
�

dz

z

∫
γ

dw

w

wy(1− w)n−s(1+ 1/w)s

zx(1− z)n−r (1+ 1/z)r

z

z − w
.

(2.21)

It follows that the probability of finding particles at positionszj = (rj , yj ),
whereyj ≥ −n + [rj /2], 1≤ j ≤ m, is given by (2.12) withKn instead ofKN,n.
Consequently, for all our computations we will useKn given by (2.16). We will call
this kernel theextended Krawtchouk kernel. For future use we record the following
consequence of (2.14). Letr1 < · · · < rm and let�1, . . . , �m be given real numbers
such that�k ≥ −n + [rk/2]. Then, forN ≥ n,

PN,n

[
max

1≤k≤N
x

rj
k ≤ �j ,1≤ j ≤ m

]

= EN,n

[ 2n−1∏
r=1

N∏
j=1

(
1+ g(r, xr

j )
)] = det(I + gKn)L2(�m,µ),

(2.22)
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whereg(r, x) = −1(�k,∞)(x) if r = rk , 1 ≤ k ≤ m, and g(r, x) = 0 otherwise.
Sincexr

1 = max1≤k≤N xr
k when the variables are ordered, we can combine (2.22)

with (2.5) to study the boundary of the NPR. To use it to prove Theorem 1.1 we
need some asymptotic results for the extended Krawtchouk kernel. These will be
proved in the next section.

To justify calling (2.16) the extended Krawtchouk kernel we should show how
it is related to the Krawtchouk kernel defined by (2.7). Letpk be the normalized
Krawtchouk polynomials given by (2.8) and setpk ≡ 0 if k < 0 or k > n. Define,
0< q < 1, p = 1− q,

Ln,q(r, x; s, y) =
−1∑

k=−∞

(
n

k + s

)−1/2 (
n

k + r

)1/2

× pk+r (x;q,n)pk+s(y;q,n)[wq(x)wq(y)]1/2

(2.23)

if r ≤ s, and

Ln,q(r, x; s, y) = −
∞∑

k=0

(
n

k + s

)−1/2 (
n

k + r

)1/2

× pk+r (x;q,n)pk+s(y;q,n)[wq(x)wq(y)]1/2

(2.24)

if r > s, where wq(x) = (n
x

)
qxpy−x . Note thatLn,q(r, x; r, y) = Kr,n,q(x, y),

whereKr,n,q is the Krawtchouk kernel given by (2.7). Ifq = a2(1+ a2)−1, then

Kn

(
2(n − r) + 1, x − r + 1;2(n − s) + 1, y − s + 1

)
=

[(
n

y

)(
n

x

)−1]1/2

(−1)r−sLn,q(r, x; s, y),
(2.25)

where Kn is the extended Krawtchouk kernel defined by (2.16)–(2.20). The
prefactor in (2.25) cancels in all determinants and is not important. Hence, we can
just as well think ofLn,q as an extended Krawtchouk kernel. We will prove (2.25)
in Section 5.

Let us briefly comment on some asymptotic results related to the behavior of
the domino tiling of the Aztec diamond close to the point of tangency of the
Arctic circle, that is, we consider the positions of the zig-zag particles on ther th
line wherer stays fixed asn → ∞. The corresponding limit for the normalized
Krawtchouk polynomials is [19],

lim
n→∞pk

(
qn + ξ

√
2npq;q,n

) = (−1)khk(ξ)π1/4,(2.26)

wherehk(x) = 2−k/2(k!)−1/2π−1/4Hk(x) are the normalized Hermite polynomi-
als. Define an extended Hermite kernel by

KH,I(r, ξ ; s, η) =
−1∑

j=−∞

√
(s + j)!
(r + j)!hr+j (ξ)hs+j (η)e−(ξ2+η2)/2(2.27)
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if r ≤ s,

KH,I(r, ξ ; s, η) = −
∞∑

j=0

√
(s + j)!
(r + j)!hr+j (ξ)hs+j (η)e−(ξ2+η2)/2(2.28)

if r > s. Herehk ≡ 0 if k < 0. Note that (2.27) is the ordinary Hermite kernel of
GUE(r) if r = s. Taking the limit (2.26) formally in (2.23) and (2.24) gives

lim
n→∞(−n)s−r

√
2npqLn,q

(
r, qn + ξ

√
2npq; s, qn + η

√
2npq

)
= KH,I(r, ξ ; s, η).

(2.29)

The kernelKH,I also occurs in the following problem. Consider a random matrixA

from GUE(n), and letAk be thek × k upper left corner ofA, 1 ≤ k ≤ n. The
kernelKH,I then describes the correlations between the eigenvaluesλj (k, n) of
Ak , 1≤ j ≤ k, 1≤ k ≤ n, which form a determinantal process. This follows with
some work from [3] and [16]. For the Aztec diamond this leads to the result that
the zig-zag particles along the lines 1, . . . , r , r fixed, n → ∞, behave like these
eigenvalues, see [21]. Note that there is also a different extended Hermite kernel
which describes the correlations of the eigenvalues of Dyson’s Brownian motion
at different times, namely,

KH,II (τ, x;σ, y) =
−1∑

k=−∞
ek(τ−σ)hn+k(x)hn+k(y)e−(x2+y2)/2(2.30)

if τ ≥ σ , and

KH,II (τ, x;σ, y) = −
∞∑

k=0

ek(τ−σ)hn+k(x)hn+k(y)e−(x2+y2)/2(2.31)

if τ < σ . Again, (2.30) reduces to the ordinary Hermite kernel for GUE(n) if
τ = σ .

3. Asymptotics. The rescaled variablesξ , ξ ′,τ andτ ′ are defined by

2r = bn(τ )
.= n

(
1+ 1/

√
2

) + 2−1/6τn2/3 .= n(ρ + 1),

2s = bn(τ
′) .= n(ρ′ + 1),

x = n
(
ρ +

√
ρ2 − 1

)
/2+ 2−5/6ξn1/3 .= nα(ρ) + 2−5/6ξn1/3,

y = n
(
ρ′ +

√
ρ′2 − 1

)
/2+ 2−5/6ξ ′n1/3.

If we write an(τ ) = n/
√

2− 2−5/6τ2n1/3, thenn(ρ + √
ρ2 − 1)/2 = an(τ ) + · · · .

Set

K∗
N(2r, x;2s, y)

= (√
2− 1

)x−y+2(s−r)
eξτ−ξ ′τ ′−(1/3)τ3+(1/3)τ ′3

Kn(2r, x;2s, y),
(3.1)
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whereKn is given by (2.16). We can useK∗
n as our correlation kernel instead

of Kn, since all determinants are unchanged. Setcn = 2−5/6n1/3 and define the
rescaled kernel

L∗
n(τ, ξ ; τ ′, ξ ′) = cnK

∗
n

(
bn(τ ), an(τ ) + cnξ ;bn(τ

′), an(τ
′) + cnξ

′).(3.2)

The basic asymptotic result is contained in the next lemma which will be proved
below.

LEMMA 3.1. (a)Uniformly for ξ, ξ ′, τ, τ ′ in a compact set,

lim
N→∞L∗

n(τ, ξ ; τ ′, ξ ′) = A(ξ, τ ; ξ ′, τ ′),(3.3)

where A is the Airy kernel defined by (1.2).
(b) Fix M > 0. There are positive constants d1, d2,N , which depend only on M

such that if τ ≥ τ ′,

|L∗
n(τ, ξ ; τ ′, ξ ′)| ≤ d1e

−d2(ξ+ξ ′)(3.4)

and if τ < τ ′,

|L∗
n(τ, ξ ; τ ′, ξ ′)| ≤ d1√

τ ′ − τ
e−d2(τ

′−τ)(ξ+ξ ′)(3.5)

for all n ≥ N , τ, τ ′ ∈ [−M,M] and ξ, ξ ′ ∈ [−M,∞).

The convergence of Fredholm determinants will be proved using their Fredholm
expansions.

LEMMA 3.2. Let τ1 < · · · < τm and γ1, . . . , γm ∈ R be given. Set �m =
{τ1, . . . , τm} and let ν be the counting measure on �m ×Z. Also, write gn(τj , x) =
−1(an(τj )+γj cn,∞)(x), x ∈ Z. Then

lim
n→∞

n∑
k=0

1

k!
∫
(�m×Z)k

det
(
Kn(zi, zj )

)k
i,j=1

k∏
j=1

gn(zj ) dkν(z)

=
∞∑

k=0

1

k!
∫
(�m×Z)k

det
(
A(zi, zj )

)k
i,j=1

k∏
j=1

f (zj ) dkµ(z),

(3.6)

where µ = µ1 ⊗ µ2, µ1 is a counting measure on �m, µ2 is a Lebesgue measure
on R and f (τj , x) = −1(γj ,∞)(x), 1≤ j ≤ m.

PROOF. The proof has many similarities with the proof of Lemma 3.1 in [13],
where more details can be found. The sum in the left-hand side of (3.6) can be
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written

n∑
k=0

1

k!
∫
(�m×Z)k

1

ck
n

det
(
L∗

n

(
τ(zi),

x(zi) − an(τ (zi))

cn

;

τ(zj ),
x(zj ) − an(τ (zj ))

cn

))k

i,j=1

×
k∏

j=1

f

(
τ(zj ),

x(zj ) − an(τ (zj ))

cn

)
dkν(z),

(3.7)

whereτ(zj ) = τj , x(zj ) = xj if zj = (τj , xj ). FindM > 0 so thatτj ∈ [−M,M],
γj ≥ −M , j = 1, . . . ,m. Then, by (3.4), (3.5) and the Hadamard inequality, the
determinant in (3.7) is,d3, d4 > 0,

≤ dk
3

k∏
i=1

(
k∑

j=1

exp
(
−2d4

(
x(zi) − an(τ (zi))

cn

+ x(zj ) − an(τ (zj ))

cn

)))1/2

≤ dk
3ekMd4kk/2

k∏
i=1

exp
(
−d4

(
x(zi) − an(τ (zi))

cn

))

for thosezi that contribute to the integral in (3.7). Using this estimate, we see that,
givenε > 0, the part of the sum in (3.7) wherek > N is

≤
∞∑

k=N

1

k!C
kkk/2

(
1

cn

m∑
j=1

∞∑
x=an(τj )−Mcn

e−d4(x−an(τj ))/cn

)k

≤ ε

if N is chosen large enough. Similarly, using the estimates (3.4), (3.5) and the
Hadamard inequality again, we can restrict the integration in (3.7) to�m ×
((−∞,Lcn] ∩ Z), with an error< ε by choosingL large enough. We can then
use (3.3) to see that what remains converges to

N∑
k=0

1

k!
∫
(�m×(−∞,L])k

det
(
A(zi, zj )

)k
i,j=1

k∏
j=1

f (zj ) dkµ(z).(3.8)

The extended Airy kernel satisfies estimates like (3.4) and (3.5), as can be proved
using standard estimates of the Airy function. The same type of argument as above
then shows that (3.8) approximates the right-hand side of (3.6), with an error< ε

providedN andL are chosen large enough. This completes the proof.�

We can now give the proof of Theorem 1.1.
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PROOF OFTHEOREM 1.1. From (2.22) it follows that, with 2rj = bn(τj ),

P

[
max

1≤k≤N
x

2rj
k ≤ an(τj ) + γj cn,1≤ j ≤ m

]
= det(I + gKn)L2(�m×Z,ν)

=
n∑

k=0

1

k!
∫
(�m×Z)k

det
(
Kn(zi, zj )

)k
i,j=1

k∏
j=1

gn(zj ) dkν(z),

(3.9)

with g as in Lemma 3.2. Now the right-hand side of (3.9) converges to

∞∑
k=0

1

k!
∫
(�m×R)k

det
(
A(zi, zj )

)k
i,j=1

k∏
j=1

f (zj ) dkµ(z)

= det(I − f 1/2Af 1/2)L2(�m×R),

(3.10)

where f (τj , x) = 1(γj ,∞)(x). Combining (3.9), (3.10) and (1.3), we see that,
N ≥ n,

lim
n→∞ PN,n

[
max

1≤k≤N
x

2rj
k ≤ n/

√
2+ 2−5/6(γj − τ2

j )n1/3,1≤ j ≤ m

]
= P[A(τj ) ≤ γj ,1≤ j ≤ m].

(3.11)

To conclude the proof we use (2.5). Note that in (2.5) the variables are ordered

so thatx
2rj
1 = max1≤k≤N x

2rj
k . Write x

2rj
1 = n/

√
2 + cnζj . Since 2rj = n(1 +

1/
√

2) + 2−1/6τjn
2/3, we get

Xn(2−1/6n2/3(τj − 2−2/3n−1/3ζj )) − n/
√

2+ 1/2

2−5/6n1/3 = ζj .(3.12)

Combining (3.11) and (3.12), we obtain (1.4) and the theorem is proved. Note that
the variation in the argument ofXn due toζj is negligible. To be more precise, we
could use the uniformity inτ1, . . . , τm in our convegence estimates.�

We still have to prove our basic asymptotic lemma.

PROOF OFLEMMA 3.1. Set

Fr,x(z) = zx−r (1− z)n−r (1+ z)r .

Then, by (2.21),

K̃n(2r, x;2s, y) = 1

(2πi)2

∫
�

dz

z

∫
γ

dw

w

Fs,y(w)

Fr,x(z)

z

z − w
(3.13)

and, furthermore,

φ2r,2s(x, y) = 1

2πi

∫
γ

zy−x+r−s

(
1− z

1+ z

)r−s dz

z
,(3.14)
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if r < s. Set

f (z) =
(
α(ρ) − 1+ ρ

2

)
logz + 1− ρ

2
log(1− z) + 1+ ρ

2
log(1+ z)

so that

Fr,x(z) = e2−5/6ξn1/3 logz+nf (z).(3.15)

A straightforward computation shows thatf ′(z) has a double zerozc = zc(ρ)
.=

ρ(1 + √
1− ρ2 )−1. It is this double zero condition that specifiesα(ρ), and

corresponds to the arctic circle. The geometrical considerations and the choice
of the place where we want to show convergence to the Airy process leads toρ =
1/

√
2 + 2−1/6τn−1/3. (The exact number 2−1/6 comes out of the computations

below.) We getzc = √
2 − 1 + τ/dn1/3 + · · · , whered = 2−5/6(1 + √

2). Also,
we writez′

c = zc(ρ
′).

As our paths of integration we will take

z(t) = zc + η + it

dn1/3 , t ∈ R,

w(t ′) =
(
z′
c − η

dn1/3

)
eit ′/d ′n1/3

, |t ′| ≤ πd ′n1/3,

whered ′ = d(
√

2− 1) = 2−5/6, andη > 0 is such thatτ − τ ′ + 2η > 0.

CLAIM 3.3. Set

�n(η) = Fs,y(z
′
c − η/(dn1/3))

Fr,x(zc + η/(dn1/3))

(√
2− 1

)x−y+2(s−r)
.(3.16)

Then with the choices of r, s, x, y as above:

(i)

lim
n→∞�n(η) = eξ ′τ ′−ξτ+τ3/3−τ ′3/3(3.17)

uniformly for ξ, ξ ′, τ, τ ′, η in a compact set, and
(ii) for any ξ, ξ ′ ≥ −M , |τ |, |τ ′| ≤ M , 0< η < 3M , there is a constant, which

only depends on M , such that

|�n(η)| ≤ Ceξ ′τ ′−ξτ−η(ξ+ξ ′).(3.18)

PROOF. Write

wc = zc + η/dn1/3 = √
2− 1+ (τ + η)/dn1/3 + · · · ,

w′
c = z′

c − η/dn1/3 = √
2− 1+ (τ − η)/dn1/3 + · · · .
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The higher-order contributions can be included inτ, τ ′ by slightly changing their
values. Then,(√

2− 1
)2r−x

Fr,x(wc)

= wx−r
c (1− wc)

n−r (1+ wc)
r

= (
1+ 25/6(τ + η)n−1/3)x−r2n/2(1− 21/3(τ + η)n−1/3)n−r

× (
1+ (√

2− 1
)
21/3(τ + η)N−1/3)r .

We can now insertx = n/
√

2 + 2−5/6(ξ − τ2)n1/3 + · · · and r = n(1/2 +
1/2

√
2) + 2−7/6τn2/3 into this expression. Also, we can write an exactly

analogous expression for(
√

2−1)2s−yFs,y(w
′
c). A straightforward, but somewhat

lengthy, computation now gives (3.17) and (3.18).�

CLAIM 3.4. Let r, s, x, y be as above and set

�n = {(t, t ′) ∈ R × [−πd ′n1/3, πd ′n1/3]; |t | ≥ n1/3−δ, |t ′| ≥ n1/3−δ}
for some fixed δ > 0. Then, uniformly for ξ, ξ ′, τ, τ ′ in a compact set,

lim
n→∞

∫
�n

z′(t)w′(t ′)
w(t ′)(z(t) − w(t ′))

Fs,y(w(t ′))
Fr,x(z(t))

)
(√

2− 1
)x−y+2(s−r)

dt dt ′ = 0.(3.19)

The claim will follow from the estimates used to prove Lemma 3.1(b) below.
Let us accept it for the moment. Expandingf (z) aroundzc, we get

Fr,x(z(t)) = e−iξ(−t+iη)−(i/3)(−t+iη)3+r
(1)
n (t)Fr,x(zc),(3.20)

wherer
(1)
n (t) → 0 asn → ∞ uniformly for |t | ≤ n1/3−δ andξ, τ in a compact set.

Similarly,

Fs,y(w(t ′)) = e−iξ ′(t ′+iη)−(i/3)(t ′+iη)3+r
(2)
n (t)Fs,y(z

′
c),(3.21)

wherer
(2)
n (t) → 0 asn → ∞ uniformly for |t ′| ≤ n1/3−δ andξ ′, τ ′ in a compact

set. If we insert this into (3.13) and use Claims 3.3 and 3.4, we obtain, after
changingt to −t ,

lim
n→∞

(√
2− 1

)x−y+2(s−r)2−5/6n1/3K̃n(2r, x;2s, y)

= −e(1/3)(τ3−τ ′3)−ξτ+ξ ′τ ′

4π2

×
∫

R

dt

∫
R

dt ′ e
iξ(t+iη)+iξ ′(t ′+iη)+i((t+iη)3+(t ′+iη)3)/3

τ ′ − τ + i(t + t ′ + 2η)

= e(1/3)(τ3−τ ′3)−ξτ+ξ ′τ ′
Ã(τ, ξ ; τ ′, ξ ′),

(3.22)
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by Proposition 2.3 in [16]. In order to prove Lemma 3.1(b) and also Claim 3.4, we
need some estimates.

Write

|Fr,x(z(t))| = |z(t)|2−5/6ξn1/3∣∣Fr,x0(z(t))
∣∣,(3.23)

wherex0 = nα(ρ) = n/
√

2− 2−5/6τ2n1/3 + · · · . Now,∣∣Fr,x0(λ + iu)
∣∣2 = (λ2 + u2)x0−r((1− λ)2 + u2)n−r(

(1+ λ)2 + u2)r
and, hence,

d

du
log

∣∣Fr,x0(λ + iu)
∣∣2 = 2u

p(u)

q(u)
,

where

p(u) = (x0 − r)[(1− λ)2 + u2][(1+ λ)2 + u2]
+ (n − r)[λ2 + u2][(1+ λ)2 + u2] + r[λ2 + u2][(1− λ)2 + u2]

and

q(u) = (λ2 + u2)
(
(1+ λ)2 + u2)((1− λ)2 + u2).

We can now insert(x0 − r)/n = −1/2 + 1/2
√

2 − 2−7/6τn−1/3 + · · · , r/n =
1/2 + 1/2

√
2 + 2−7/6τn−1/3 and λ = √

2 − 1 + 2−5/6(
√

2 − 1)(τ + η)n−1/3

into p(u). After some computation, we get

1

n
p(u) = 24/3(√

2− 1
)2

ηn−1/3 + (√
2− 1

)
u2 + (

1/1/
√

2
)
u4,

up to negligible contributions. Assume first that 0≤ u ≤ 1; the case−1≤ u ≤ 0 is
analogous. Then there is a numerical constantc0 such that

d

du
log

∣∣Fr,x0(λ + iu)
∣∣ ≥ 2c0ηn2/3u,

and, consequently, ∣∣Fr,x0(λ + iu)
∣∣ ≥ ∣∣Fr,x0(λ)

∣∣ec0ηn2/3u2
,

for |u| ≤ 1. (Below c0 denotes a positive numerical constant the value of which
may change.) This gives,|t | ≤ dn1/3,∣∣Fr,x0(z(t))

∣∣ ≥ ∣∣Fr,x0(z(0))
∣∣ec0ηt2

.(3.24)

If u ≥ 1, we usep(u) ≥ nu4 andq(u) ≤ c0u
6 and, hence,

d

du
log

∣∣Fr,x0(λ + iu)
∣∣ ≥ c0n/u.
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Combining this with (3.24), we obtain∣∣Fr,x0(z(t))
∣∣ ≥ ∣∣Fr,x0(z(0))

∣∣ec0ηn2/3
∣∣∣∣ t

dn1/3

∣∣∣∣c0n

(3.25)

for |t | ≥ dn1/3. Looking back at (3.23), we see that we must also consider∣∣∣∣ z(t)z(0)

∣∣∣∣2−5/6ξn1/3

= e2−1/6t2ξn−1/3+···.(3.26)

If |ξ | ≤ M , the factor (3.26) can be absorbed into the other factors in the estimates
above by slightly changing the constantc0. If ξ ≥ M > 0, then the expression
in (3.26) is≥ 1 and we use just this trivial estimate. Combining the estimates, we
obtain

|Fr,x(z(t))| ≥ |Fr,x(z(0))|gn(t),(3.27)

where

gn(t) =
{

exp(c0ηt2), if |t | ≤ dn1/3,

exp(c0ηn2/3)|t/dn1/3|c0n, if |t | ≥ dn1/3.

We also have to estimate thew-integral. Consider

|Fs,y(w)| = |w|y−s |1− w|n−s |1+ w|s,
setw = αeiθ and defineg(θ) = (n − s) log|1− αeiθ |2 + s log|1+ αeiθ |2. Then,

g′(θ) = 2αnsinθ
(1− 2β)(1+ α2) + 2α cosθ

(1+ α2)2 − 4α2 cos2 θ
,(3.28)

where 2β = 2s/n = 1+ 1/
√

2+ 2−1/6τ ′n−1/3. The numerator in (3.28) is≤ 0 for
all θ if α < z′

c = √
2− 1+ 2−5/6(

√
2− 1)τ ′n−1/3. Hence, this will be satisfied if

we choose

w(t ′) =
(
z′
c − η

dn1/3

)
eit ′/d ′n1/3

,

with η > 0 as above. A computation givesg(θ) − g(0) ≤ −c0θ
2n2/3η and, thus,

|Fs,y(w(t ′))| ≤
∣∣∣∣Fs,y

(
z′
c − η

dn1/3

)∣∣∣∣e−c0t
′2η,(3.29)

for |t ′| ≤ πd ′n1/3. Combining the estimates (3.27) and ( 3.29), we get

|K̃n(2r, x;2s, y)|

≤ C

n1/3

|Fs,y(z
′
c − η/(dn1/3))|

|Fr,x(zc + η/(dn1/3))|
(∫ ∞

−∞
gn(t)

−1 dt

)(∫ πd ′n1/3

−πd ′n1/3
e−c0t

′2η dt ′
)
,

≤ Ceξ ′τ ′−ξτ−η(ξ+ξ ′),
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where we have used (3.18) in the last inequality. Letη = 2η0. Then, ξ ′(τ ′ −
η) − ξ(τ + η) ≤ −η0(ξ + ξ ′), for ξ, ξ ′ ≥ 0, if we chooseη0 so thatτ ′ − η0 < 0,
τ + η0 > 0. This proves (3.4) for thẽK part, and we also use the same estimates
to show Claim 3.4. Notice thatτ ′ − τ − 2η < 0 if η0 is chosen large enough.

It remains to consider theφr,s(x, y) part of Kn in (2.16). Letr, x, s, y be as
above withτ ′ > τ . We want to show that, forξ, ξ ′, τ, τ ′ in a compact set, we have

cn

(√
2− 1

)x−y+2(s−r)
φ2r,2s(x, y)

→ 1√
4π(τ ′ − τ)

e−(ξ ′−ξ+τ2−τ ′2)2/4(τ ′−τ)
(3.30)

uniformly asn → ∞, and that, givenM > 0,∣∣cn

(√
2− 1

)x−y+2(s−r)
eξτ−ξ ′τ ′

φ2r,2s(x, y)
∣∣ ≤ c0√

τ ′ − τ
e1/4(τ ′−τ)(ξ+ξ ′)(3.31)

for |τ |, |τ ′| ≤ M andn sufficiently large (depending onτ ′ − τ ).
To prove this we use the integral representation

φ2r,2s(x, y) = 1

2πi

∫
|z|=α

dz

z
zy−x+r−s

(
1+ z

1− z

)s−r

,(3.32)

where 0< α < 1. Setz = αeiθ andf (θ) = log(|1+ αeiθ |2|1− αeiθ |−2). Then

f ′(θ) = −4α sinθ
1+ α2

(1+ α2 + 2α cosθ)(1+ α2 − 2α cosθ)
,

so we have a maximum whenθ = 0, and

f (θ) − f (0) ≤ −c0θ
2(3.33)

for |θ | ≤ π . We can use this estimate to localize the integral to a small
neighborhood ofθ = 0 and a standard argument then proves (3.30). From (3.33),
we obtain

|φ2r,2s(x, y)| ≤ 1

2π
αy−x+r−s

(
1+ α

1− α

)s−r ∫ π

−π
e−c0n

2/3(τ ′−τ)θ2
dθ

≤ αy−x+r−s

(
1+ α

1− α

)s−r 1

n1/3
√

4πc0(τ ′ − τ)
.

Hence,

cn

(√
2− 1

)x−y+2(s−r)
eξτ−ξ ′τ ′ |φ2r,2s(x, y)|

≤ c0√
τ ′ − τ

(
α√

2− 1

)y−x+r−s(1+ α

1− α

(√
2− 1

))s−r

eξτ−ξ ′τ ′
.

(3.34)



22 K. JOHANSSON

Chooseα = (
√

2 − 1)(1 + 2−1/6n−1/3(τ + τ ′)). Inserting the expressions for
x, y, r, s into (3.34), a computation shows that the right-hand side of (3.34) is

≤ c0√
τ ′ − τ

e−(τ ′−τ)(ξ+ξ ′)/2+c1n
−1/3(|ξ |+|ξ ′|)

for |τ |, |τ ′| ≤ M , where c1 depends onM . Hence, if n is large enough, this
expression is

≤ c0√
τ ′ − τ

e−(τ ′−τ)(ξ+ξ ′)/4

sinceτ ′ − τ > 0. This completes the proof of Lemma 3.1(b) and, hence, of the
whole lemma. �

4. The center of the Aztec diamond. It has been conjectured by Propp,
see [5, 6, 12], that in the limitn → ∞, a random domino tiling of the Aztec
diamond “looks like” a random domino tiling of the whole plane under the Burton–
Pemantle measure (the tiling measure with maximal entropy) [4]. In this section we
will discuss and outline a proof of a version of this conjecture. The version given
below is in terms of particle configurations and not directly in terms of dimers.
A domino tiling of the Aztec diamond or the whole plane can equivalently be
described as a dimer covering (perfect matching) of a certain graph. LetV be
the set of vertices(1/2 + j,1/2 + k), j, k ∈ Z, in CS-I andE the set of edges
between nearest neighbors. A domino tiling of the whole plane is the same as
a dimer covering of(V ,E). It will be convenient to write the coordinates as
complex numbers. Color the point 1/2 + j + i(k + 1/2) black if j + k is even
and white otherwise. Letw be a white vertex inV and give an edge betweenw
andw + z, wherez = ±1,±i, theweight z. Let D ⊆ E be a finite subset of edges
in E and assume that the edges inD cover the black verticesb1, . . . , bm and the
white verticesw1, . . . ,wn. It is proved in [18], using techniques going back to
Kasteleyn [17], that under the Burton–Pemantle measureµ, the probability of the
eventUD that the edges inD belong to the dimers of a dimer covering of(V ,E)

equals

µ(UD) = aD det
(
P(bj − wk)

)m
j,k=1,(4.1)

wheread is the product of the weights of the edges inD and

P(x + iy) = 1

4π2

∫ π

−π

∫ π

−π

ei(xθ−yφ)

2i sinθ + 2sinφ
dθ dφ.(4.2)

Let An be the Aztec diamond region as before, setVn = An ∩ V and letEn be
the edges between nearest neighbors inEn. Then dimer coverings of the graph
(Vn,En) are in one-to-one correspondence with domino tilings ofAn. Assume that
n is odd so that the square with center 1/2+ j + i(k + 1/2) is black if and only if
j + k is even. The case of evenn is analogous. The red and green particles defined
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in Section 1 lie inVn. It follows from their definition that there is a red particle atv

if and only if v is white and there is a dimer fromv−1 tov or fromv− i to v. There
is a green particle atv if and only if v is black and there is a dimer fromv to v+1 or
from v to v+ i. The discussion in Section 2 also shows that these particles uniquely
determine the domino tiling ofAn. We can similarly associate a red/green particle
process with domino tilings of the whole plane by using the relation to dimers just
described. From (4.1) we can then compute the probability of seeing red/green
particles at specified points. Note that all particles on the liney1 = −x1 + 2� + 1
have to be green, whereas all the particles on the liney1 = −x1+ 2� have to be red.
Consider, for simplicity, only green particles. We wish to compute the probability
of seeing green particles atvj = uj +1/2+ i(−uj +2�j +1/2), 1≤ j ≤ m. Then
all vj are black and there has to be a dimer betweenvj andvj + 1 or betweenvj

andvj + i. Hence, this probability is given by, compare Theorem 2.10 in [15],∑
zj=1 or i

z1 · · · zm det
(
P

(
vj − (vj + zk)

))m
j,k=1

∑
zj=1 or i

z1 · · · zm

∑
σ∈Sm

sgn(σ )

m∏
j=1

P
(
vj − vσ(j) − zσ(j)

)
∑

σ∈Sm

sgn(σ )
∑

zj=1 or i

m∏
j=1

zσ(j)P
(
vj − vσ(j) − zσ(j)

)
∑

σ∈Sm

sgn(σ )

m∏
j=1

( ∑
zσ(j)=1 or i

P
(
vj − vσ(j) − zσ(j)

))

= det
(
P(vj − vk − 1) + iP (vj − vk − i)

)m
j,k=1.

(4.3)

Set,v ∈ C,

R(v) = P(v − 1) + iP (v − i).(4.4)

Consider now the probability of seeing green particles atv1, . . . , vm in the
Aztec diamondAn, with n odd and sufficiently large to include these points. This
probability can be expressed in terms of the extended Krawtchouk kernel. A green
point corresponds to a pointQ + (1/2,0) in CS-II whereQ is a last particle
position. In CS-I this corresponds to a position, compare (2.5),(2r − n + 1/2 −
x2r , x2r −1/2), which gives 2r = 2�+n+1,x2r = 2�−u+1. Hence, in terms of
the extended Krawtchouk kernel, (2.16), the probability of finding green particles
at v1, . . . , vm is

det
(
Kn(2�j + n + 1,2� − uj + 1;2�k + n + 1,2�k − uk + 1)

)m
j,k=1.(4.5)

We can interpret Propp’s conjecture as saying that

lim
n→∞ det

(
Kn(2�j + n + 1,2� − uj + 1;2�k + n + 1,2�k − uk + 1)

)m
j,k=1

= det
(
R

(
uj − uk + i

(
uk − uj + 2(�j − �k)

)))m
j,k=1.

(4.6)
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The proof of (4.6) consists of two steps. First, we must compute the asymptotics
of the kernelKn for the appropriate values of the arguments corresponding to the
center of the Aztec diamond. We will do this using the approach in [22], but we will
not give the details, which are of a rather standard saddle-point argument nature.
We then have to show that the resulting limiting expression equals the right-hand
side of (4.6). These computations will be presented below. The cases of just red
particles or a combination of red and green particles can be treated completely
analogously.

It follows from (2.16), (2.21), (2.19) and the residue theorem that

Kn(2r, x;2s, y)

= 1

(2πi)2

∫
�

dz

z

∫
γ

dw

w

wy(1− w)n−s(1+ 1/w)s

zx(1− z)n−r (1+ 1/z)r

z

z − w
,

(4.7)

with � : t → α2 + it , t ∈ R, γ : t → α1e
it , |t | ≤ π , whereα2 > α1 > 0 if r ≥ s and

α2 < −α1, α1 > 0 if r < s. Write n = 2N − 1, xj = 2�j − uj + 1, 1≤ j ≤ m.
Then,

K2N−1
(
2(�j + N),xj ;2(�k + N),xk

)
= 1

(2πi)2

∫
�

dz

z

∫
γ

dw

w

wxk (1− w)N−1−�k (1+ 1/w)N+�k

zxj (1− z)N−1−�j (1+ 1/z)N+�j

z

z − w
.

(4.8)

Write (1 − w)N(1 + 1/w)N = w−N(1 − w2)N = exp(NF(w)), wheref (w) =
− logw + log(1 − w2). Then,f ′(w) = 0 if and only if w = ±i. Assume that
�j > �k ; the other case is similar. We can move� so that it goes through±i,
�0 : t → it . We then pick up an extra contribution from the pole atz = w whenw

is onγ+ : t → eit , −π/2 ≤ t ≤ π/2. We obtain

K2N−1
(
2(�j + N),xj ;2(�k + N),xk

)
= 1

2πi

∫
γ+

dw

w
wxk−xj (1− w)�j−�k (1+ 1/w)�k−�j

+ 1

(2πi)2

∫
�0

dz

z

∫
γ

dw

w

wxk(1− w)N−1−�k (1+ 1/w)N+�k

zxj (1− z)N−1−�j (1+ 1/z)N+�j

z

z − w
.

(4.9)

The second integral goes to zero asN → ∞, compare [22], and we obtain

lim
N→∞K2N−1

(
2(�j + N),2�j − uj + 1;2(�k + N),2�k − uk + 1

)
= 1

2πi

∫
γ+

dw

w
wuj−uk

(
1− w

w(1+ w)

)�j−�k

.

(4.10)
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It follows from (4.4) and (4.10) that in order to prove (4.6) it suffices to show that

1

2πi

∫
γ+

dw

w
wu−y

(
1− w

w(1+ w)

)�−m

= iu−v+2(�−m)[P (
u − v − 1+ i

(
v − u + 2(� − m)

))
+ iP

(
u − v + i

(
v − u − 1+ 2(� − m)

))]
.

(4.11)

We will use the following formula. Ifx + y ≥ 1 andx + y is odd, then

P(x + iy) = ix−1

2πi

∫
γ+

w(x−y+1)/2(w − 1)(x+y−1)/2

(w + 1)(x+y+1)/2

dw

w
.(4.12)

Assume that we have proved (4.12). If we setx = u−v −1,y = v −u+2(�−m),
then the right-hand side of (4.11) is

−(−1)(x+y+1)/2ix+1 1

2πi

∫
γ+

(ix−1 + ix+1w)w(x−y+1)/2 (w − 1)(x+y−1)/2

(w + 1)(x+y+1)/2

dw

w

= 1

2πi

∫
γ+

w(x−y+1)/2
(

w − 1

w + 1

)(x+y+1)/2 dw

w
,

which is exactly the left-hand side of (4.11). It remains to prove (4.12).
Make the shiftθ → θ − φ in (4.2) to get

P(x + iy) = 1

4π2

∫ π

−π

[∫ π

−π

e−i(x+y)φ

2i sin(θ − φ) + 2sinφ
dφ

]
eixθ dθ.(4.13)

Since 2i sin(θ − φ) + 2sinφ = [eiθ + i − (e−iθ + i)e2iφ]e−iφ , we obtain

P(x + iy) = 1

4π2

∫ π

−π

[∫ π

−π

ei((x+y−1)/2)2φ

eiθ + i − (e−iθ + i)e2iφ
dφ

]
eixθ dθ

= 1

2π

∫ π

−π

eixθ

eiθ + i

[
1

2πi

∫
|z|=1

z−(x+y−1)/2−1

1− az
dz

]
dθ,

wherea = (e−iθ + i)(eiθ + i)−1. If we make use of the integral, compare [22],

1

2πi

∫
|z|=1

z−k−1

1− az
dz =


ak, if k ≥ 0, |a| < 1,

−ak, if k < 0, |a| > 1,

0, otherwise,

we find

P(x + iy) = 1

2π

∫ π

0

eixθ

eiθ + i

(
e−iθ + i

eiθ + i

)(x+y−1)/2

dθ,

which is easily seen to equal the right-hand side of (4.12). A similar computation
should relate the Kasteleyn kernel for the finite Aztec diamond, computed in [11],
to the extended Krawtchouk kernelKn.
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5. Extended Krawtchouk kernel and Krawtchouk polynomials. In this
section we will prove (2.25), which expresses the extended Krawtchouk kernel
in terms of Krawtchouk polynomials. We have the formula

Kn(2r − ε1, x;2s − ε2, y)

= 1

(2πi)2

∫
γr1

dz

z

∫
γr2

dw

w

wy

zx

(1− aw)n−s+ε2(1+ a/w)s

(1− az)n−r+ε1(1+ a/z)r

z

z − w
,

(5.1)

whereε1, ε2 ∈ {0,1}, a < r1 < 1/a and 0< r2, r1 if 2r − ε1 ≥ 2s − ε2, 0< r1 < r2
if 2r − ε1 < 2s − ε2. Hereγr denotes a circle of radiusr around the origin. This
follows from (2.16)–(2.20) and the residue theorem.

Consider first the caser ≤ s. Then

Kn

(
2(n − r) + 1, x − r + 1;2(n − s) + 1, y − s + 1

)
= (−1)s−r

(2πi)2

∫
γr1

dz

z

∫
γr2

dw

w

zn−x

wn−y

(aw − 1)s(w + a)n−s+1

(az − 1)r (z + a)n−r+1

z

z − w
.

(5.2)

Since|w| < |z|, we have

∞∑
k=0

((w + a)/(aw − 1))k

((z + a)/(az − 1))k
= (aw − 1)(z + a)

(a2 + 1)(w − z)

and, hence, the integral in the right-hand side of (5.2) can be written

−(−1)s−r (a2 + 1)

(2πi)2

∞∑
k=0

(∫
γr1

zn−x

(az − 1)r−k(z + a)n−r+k+2

dz

z

)

×
(∫

γr2

(aw − 1)s−k−1(w + a)n+k−s+1

wn−y

dw

w

)
.

(5.3)

In the z-integral we make the change of variablesz = (1 − aζ )(ζ + a)−1, ζ =
(1 − az)(z + a)−1. This mapsγr1 to a circle surrounding the origin but with the
opposite orientation. We can deform this circle toγr1 using Cauchy’s theorem.
Hence, (5.3) equals

1

(2πi)2

r−1∑
k=0

1

(a2 + 1)n

(∫
γr1

(1− aζ )n−x(ζ + a)x

ζ r−k−1

dζ

ζ

)

×
(∫

γr2

(1− aω)s−k−1(ω + a)n+k−s+1

ωn−y

dω

ω

)
.

(5.4)

Here we have also used the fact that, by Cauchy’s theorem, theζ -integral vanishes
if k ≥ r . We now setω = w/a, ζ = a(1 + a2)−1z and usep = (1 + a2)−1,
q = a2(1 + a2)−1. A computation, where we also replacek by r − 1 − k, shows
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that (5.4) equals

as−r (1+ a2)r−sax−y

(2πi)2

r−1∑
k=0

(∫
γr1

(1− qz)n−x(1+ pz)x

zk

dz

z

)

×
(∫

γr2

(1− w)s−r+k(pw + q)n+r−s−k

wn−y

dw

w

)
.

(5.5)

By Cauchy’s integral formula, this is the coefficient ofwn−y in(
a

1+ a2

)s−r

ax−y
r−1∑
k=0

(1− w)s−r+k(pw + q)n+r−s−k 1

2πi

×
∫
γr1

(1− qz)n−x(1+ pz)x

zk

dz

z
.

This can be written(
a

1+ a2

)s−r

ax−y
s−1∑

k=s−r

(1− w)k(pw + q)n−k 1

2πi

×
∫
γr1

(1− qz)n−x(1+ pz)x

zk+r−s

dz

z

=
(

a

1+ a2

)s−r

ax−y
s−1∑

k=s−r

n∑
y=0

δyk(1− w)k(pw + q)n−k 1

2πi

×
∫
γr1

(1− qz)n−x(1+ pz)x

zk+r−s

dz

z

=
(

a

1+ a2

)s−r

ax−y
s−1∑

k=s−r

(
n

k

)−1
(pq)−k 1

2πi

∫
γr2

dω

ωk+1

×
n∑

y=0

(
n

y

)
(1− w)y(pq)yωy(pw + q)n−y 1

2πi

×
∫
γr1

(1− qz)n−x(1+ pz)x

zk+r−s

dz

z
.

(5.6)

By the binomial theorem, they-sum equals

(pqω − pqwω + pw + q)n = (
pqω + q + w(p − pqω)

)n
=

n∑
y=0

(
n

y

)
(pqω + q)y(p − pqω)n−ywn−y.
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Hence, the coefficient ofwn−y in (5.6) equals, by (2.8),
s−1∑

k=s−r

(
n

k

)−1
(pq)−kwq(y)

(
a

1+ a2

)s−r

ax−y

× (−1)k(pq)k/2
(

n

k

)1/2
pk(y;q,n)(−1)k+r−s(pq)(k+r−s)/2

×
(

n

k + r − s

)1/2
pk+r−s(x;q,n)

=
[(

n

y

)(
n

x

)−1]1/2

×
s−1∑

k=s−r

(
n

k

)−1/2 (
n

k + r − s

)1/2
pk+r−s(x;q,n)pk(y;q,n),

which proves (2.25) whenr ≤ s.
The case whenr > s will be handled by reducing to the previous case. In the

integral in

Kn

(
2(n − r) + 1, x − r + 1;2(n − s) + 1, y − s + 1

)
= (−1)s−r

(2πi)2

∫
γr1

dz

z

∫
γr2

dw

w

zn−x

wn−y

(aw − 1)s(w + a)n−s+1

(az − 1)r (z + a)n−r+1

z

z − w
,

with a < r1 < 1/a, r2 > r1, we make the change of variablesw → −1/w,
z → −1/z. If r3 = 1/r1, r4 = 1/r2, we see that

Kn

(
2(n − r) + 1, x − r + 1;2(n − s) + 1, y − s + 1

)
= −(−1)y−x+r−s

(2πi)2

∫
γr3

dz

z

∫
γr4

dw

w

zn−(n−x)

wn−(n−y)

× (1− aw)n−s+1(w + a)n−(n−s+1)+1

(1− az)n−r+1(z + a)n−(n−r+1)+1

z

z − w

= −(−1)y−x+r−sK
(
2
(
n − (n − r + 1)

) + 1, n − x − (n − r + 1) + 1;
2
(
n − (n − s + 1)

) + 1, n − y − (n − s + 1) + 1
)
.

By our previous computation this equals

−(−1)y−x+r−s

[(
n

y

)(
n

x

)−1]1/2

(−1)s−r
n−s∑

k=r−s

(
n

k

)−1/2 (
n

k + s − r

)1/2

× pk+s−r (n − x;q,n)

× pk(n − y;q,n)

× [wq(n − x)wq(n − y)]1/2.

(5.7)
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Using the integral formula, (2.8), for the normalized Krawtchouk polynomials, it
is not difficult to show that

pk(n − x;q,n) = (−1)k−xpn/2−xq−n/2+xpn−k(x;q,n).(5.8)

If we use this formula in (5.7) we obtain, after some simplification,

−
[(

n

y

)(
n

x

)−1]1/2

(−1)r−s
n−s∑

k=r−s

(
n

k

)−1/2 (
n

k + s − r

)1/2

× pn−k+r−s(x;q,n)

× pn−k(y;q,n)[wq(x)wq(y)]1/2

−
[(

n

y

)(
n

x

)−1]1/2

(−1)r−s
∞∑

j=0

(
n

j + s

)−1/2 (
n

j + r

)1/2

× pj+r (x;q,n)

× pj+s(y;q,n)[wq(x)wq(y)]1/2,

where we have putj = n − k − s and extended the summation usingpk ≡ 0 if
k < 0 or k > n. This is what we wanted to prove.

Acknowledgments. I thank A. Borodin for a helpful discussion concerning
extended kernels and E. Nordenstam for help with the pictures.
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