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CONTROLLED REFLECTED SDES AND NEUMANN PROBLEM
FOR BACKWARD SPDES

BY ERHAN BAYRAKTAR1 AND JINNIAO QIU2

University of Michigan and University of Calgary

We solve the optimal control problem of a one-dimensional reflected
stochastic differential equation, whose coefficients can be path dependent.
The value function of this problem is characterized by a backward stochastic
partial differential equation (BSPDE) with Neumann boundary conditions.
We prove the existence and uniqueness of a sufficiently regular solution for
this BSPDE, which is then used to construct the optimal feedback control. In
fact, we prove a more general result: the existence and uniqueness of strong
solution for the Neumann problem for general nonlinear BSPDEs, which
might be of interest even out of the current context.

1. Introduction. Let T ∈ (0,∞) and (�, F̄ ,P) be a probability space
equipped with a filtration {F̄t }0≤t≤T which satisfies the usual conditions. The
filtration F̄ is generated by two independent m-dimensional Brownian motions
W and B . We denote by {Ft }t≥0 the filtration generated by W , together with all
P null sets. The predictable σ -algebra on � × [0,+∞) corresponding to {Ft }t≥0
and {F̄t }t≥0 is denoted P , respectively, P̄ .

In this paper, we consider the following stochastic optimal control problem:

(1.1) min
θ

E

[∫ T

0
ft (Xt , θt ) dt +

∫ T

0
gt (Xt) dLt +

∫ T

0
gt (Xt) dUt + G(XT )

]

subject to

(1.2)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

dXt = βt(Xt , θt ) dt + σt (Xt) dWt + σ̄t (Xt ) dBt

+ dLt − dUt , t ∈ [0, T ];
X0 = x; L0 = U0 = 0;
0 ≤ Xt ≤ b a.s.;∫ T

0
Xt dLt =

∫ T

0
(b − Xs)dUs = 0 a.s.,
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where L and U are two nondecreasing processes. The real-valued process
(Xt)t∈[0,T ] is the state process. Its drift is governed by the control θ . We some-
times write X

s,x;θ
t for 0 ≤ s ≤ t ≤ T to indicate the dependence of the state process

on the control θ , the initial time s and initial state x ∈ R. The set of admissible
controls consists of all F̄t -adapted processes θ such that the reflected stochastic
differential equation (SDE) (1.2) admits a unique solution and θt ∈ � a.s for each
t ∈ [0, T ] with set � ⊂ Rn.

Classical stochastic control problems (see, e.g., [10, 11, 18]) have been gen-
eralized more recently to handle the path dependent case [7, 25, 26]. We will in
addition consider the problem of controlling reflected path dependent SDEs. The
analysis of such control problems is motivated by the drift rate controlled queue-
ing problem in [1], where the control problem is of ergodic/stationary type and is
concerned with minimizing the long-run average cost under the Markovian frame-
work. In contrast to that set-up, the coefficients in (1.1) and (1.2) are allowed to be
random, and thus can be non-Markovian; more precisely, we assume:

(A0) The coefficients β,σ, σ̄ , f, g are P ⊗ B(R) ⊗ B(Rn)-measurable and G is
FT ⊗B(R)-measurable.

We would also note that, as stated in [1], because the reflecting barriers are not
discretionary and only the drift rate is controlled, the control problem does not fall
in the spectrum of “singular” stochastic control. To the best of our knowledge, ours
is the first analysis of the controlled reflected SDEs with random coefficients.

Let us denote the dynamic version of the cost by

(1.3)

Jt (Xt ; θ) = E

[∫ T

t
fs(Xs, θs) ds +

∫ T

t
gs(Xs) dLs

+
∫ T

t
gs(Xs) dUs + G(XT )

∣∣∣F̄t

]
,

and denote

(1.4) ut(x)� ess inf
θ

Jt (Xt ; θ)
∣∣∣
Xt=x

.

In view of Peng’s seminal work [27] on non-Markovian stochastic optimal control,
the dynamic programming principle suggests that the value function u is the first
component of the pair (u,ψ) satisfying formally the following Neumann problem
for backward stochastic partial differential equation (BSPDE):

(1.5)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−dut (x) =
[

1

2

(∣∣σt (x)
∣∣2 + ∣∣σ̄t (x)

∣∣2)
D2ut (x) + σDψt(x)

+Ht

(
x,Dut(x)

)]
dt − ψt(x) dWt,

(t, x) ∈ [0, T ] × [0, b];
Dut(0) = gt (0), Dut(b) = gt (b);
uT (x) = G(x), x ∈ [0, b],
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with Hamiltonian function

Ht

(
x,Dut(x)

)
� ess inf

θ∈�

{
βt (x, θ)Dut(x) + ft (x, θ)

}
,(1.6)

for (t, x) ∈ [0, T ] × [0, b].
First, the self-contained proofs for the existence and uniqueness of strong solu-

tion are given for the Neumann problem of general nonlinear BSPDEs.3 Then the
existence and uniqueness of strong solution to (1.5) follows immediately. However,
to verify that the obtained solution is the value function and to derive the optimal
feedback control for problem (1.1)–(1.2), we need to make sense of the composi-
tion of the solution of (1.5) and the controlled state process X, and this requires
improved regularity of u. Inspired by the smoothing properties of the leading op-
erators of BSPDEs (see [28]), we assume that σ̄ satisfies the super-parabolicity
condition:

(A1) There exists constant κ , s.t. |σ̄t (x)|2 ≥ κ > 0 a.s., ∀(t, x) ∈ [0, T ] ×R.

By (A0), the randomness of all the coefficients for each fixed time and state is only
subject to the sub-filtration {Ft }t≥0 generated by Wiener process W , which allows
our set-up to go beyond the classical Markovian framework and furthermore, to-
gether with (A1), ensures the super-parabolicity, and thus smoothing property of
the involved differential operator in BSPDE (1.5); refer to [28] for more detailed
discussions.4 Then we take spatial derivatives on both sides of (1.5). The resulting
Dirichlet problem admits a unique strong solution (see [6]), which yields additional
regularity of Du. Finally, the generalized Itô–Kunita–Wentzell formula, applicable
to the sufficiently regular random field ut (x), allows us to finish the verification.

The nonlinear BSPDE like (1.5) is called stochastic Hamilton–Jacobi–Bellman
(HJB) equation, which was first introduced by Peng [27] for controlled SDEs with-
out reflection. For the utility maximization with habit formation, a specific fully
nonlinear stochastic HJB equation was formulated by Englezos and Karatzas [8]
and the value function was verified to be its classical solution. The study of lin-
ear BSPDEs, on the other hand, dates back to about 30 years ago (see Bensous-
san [2] and Pardoux [24]). They arise in many applications of probability theory
and stochastic processes, for instance in the nonlinear filtering and stochastic con-
trol theory for processes with incomplete information, as an adjoint equation of

3It is worth noting that, unlike Dirichlet problems for BSPDEs (see [29]) or Neumann problems
for deterministic PDEs (see [19]), Itô’s formula for the square norm is not well defined for the weak
solutions of the Neumann problems for BSPDEs with a nontrivial coefficient σ and this makes the
existing methods for weak solutions inapplicable here (Remark 3.2).

4In fact, according to the investigations of [28], the randomness subject to sub-filtration {Ft }t≥0
may damage the regularity of solutions, while the terms associated with Wiener process B , seen as
the Markovian part, serve to restore the smoothing property. A sufficiently regular solution is needed
for the verification theorem as well as for the construction of the optimal control. Therefore, we
introduce two independent Wiener processes W and B and assume the super-parabolicity (A1).
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the Duncan–Mortensen–Zakai filtering equation (for instance, see [2, 13, 14, 36]).
The representation relationship between forward-backward stochastic differential
equations and BSPDEs yields the stochastic Feynman–Kac formula (see [13, 22,
31]). In addition, as the obstacle problems of BSPDEs, the reflected BSPDE arises
as the HJB equation for the optimal stopping problems (see [3, 23, 32]).

The linear and semilinear BSPDEs have been extensively studied; we refer to
[6, 13, 21, 22, 34] among many others. For the weak solutions and associated local
behavior analysis for general quasi-linear BSPDEs, see [29, 30], and we refer to
[12] for BSPDEs with singular terminal conditions. However, the existing litera-
ture is mainly about the BSPDEs in the whole space and Dirichlet problem, and
not on the Neumann problem, though some partial results could be concluded from
the semigroup method of BSPDEs [14, 35] for the cases when σ ≡ 0.

The remainder of this paper is organized as follows. In Section 2, we summarize
the main assumptions and results. The existence and uniqueness of strong solution
for the Neumann problem of general nonlinear BSPDEs is established in Section 3,
where we first give the a priori estimates of strong solutions for linear equations
and then use the continuity method to prove the well-posedness for the general
nonlinear cases. In Section 4, we complete the proof of the main theorem. Finally,
the Appendix recalls an Itô formula for the square norms of solutions of SPDEs
and provides the sketched proof for a generalized Itô–Kunita–Wentzell formula.

2. Preliminaries and main result.

2.1. Notation and definition of solutions to BSPDEs. In this paper, we use
the following notation. D and D2 denote the first-order and second-order spa-
tial partial derivative operators, respectively; the other partial derivatives are de-
noted by ∂ . For a Banach space V , the space L2(�,FT ;V ) is the set of all V -
valued FT -measurable and square-integrable random variables, and we denote by
Sp

F ([0, T ];V ), p ∈ [1,∞), the set of all the V -valued and P-measurable càdlàg
processes (Xt)t∈[0,T ] such that

‖X‖p

Sp

F ([0,T ];V )
= E sup

t∈[0,T ]
‖Xt‖p

V < ∞.

By Lp
F (0, T ;V ), we denote the class of V -valued P-measurable processes

(ut )t∈[0,T ] such that

‖u‖p

Lp

F (0,T ;V )
= E

∫ T

0
‖ut‖p

V dt < ∞, p ∈ [1,∞);
‖u‖L∞

F (0,T ;V ) = ess sup
(ω,t)∈�×[0,T ]

‖ut‖V < ∞, p = ∞.

In a similar way, we define Sp

F̄
([0, T ];V ) and Lp

F̄
(0, T ;V ). For the two spaces

S2
F ([0, T ];V ) and L2

F (0, T ;V ), we omit the subscript for simplicity, especially
when there is no confusion on the filtration and adaptedness.
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For k ∈ N+ and p ∈ [1,∞), Hk,p([0, b]) is the Sobolev space of all real-valued
functions φ whose up-to kth order derivatives belong to Lp([0, b]), equipped with
the usual Sobolev norm ‖φ‖Hk,p([0,b]). By H

k,p
0 ([0, b]), we denote the space of all

the trace-zero functions in Hk,p([0, b]). For k = 0, H 0,p([0, b]) � Lp([0, b]). For
simplicity, by u = (u1, . . . , ul) ∈ Hk,p([0, b]), we mean u1, . . . , ul ∈ Hk,p([0, b])
and ‖u‖p

Hk,p([0,b]) = ∑l
j=1 ‖uj‖p

Hk,p([0,b]). We use ‖ · ‖ and 〈·, ·〉 to denote the

norm and the inner product in the usual Hilbert spaces L2([0, b]), and if there
is no confusion, we shall also use 〈·, ·〉 to denote the duality between Hilbert space
Hk,2([0, b]) and their dual spaces.

Throughout this paper, we shall use C to denote a constant whose value may
vary from line to line and we set for k = 1,2,

H = S2
F

(
0, T ;L2([0, b])) ∩L2

F

(
0, T ;H 1,2([0, b])) ×L2

F

(
0, T ;L2([0, b])),

Hk = S2
F

(
0, T ;Hk,2([0, b])) ∩L2

F

(
0, T ;Hk+1,2([0, b]))

×L2
F

(
0, T ;Hk,2([0, b])),

and they are complete spaces equipped respectively with the norms∥∥(u,ψ)
∥∥2
H

= ‖u‖2
S2

F (0,T ;L2([0,b])) + ‖u‖2
L2

F (0,T ;H 1,2([0,b])) + ‖ψ‖2
L2

F (0,T ;L2([0,b])),

for (u,ψ) ∈H,∥∥(u,ψ)
∥∥2
Hk

= ‖u‖2
S2

F (0,T ;Hk,2([0,b])) + ‖u‖2
L2

F (0,T ;Hk+1,2([0,b])) + ‖ψ‖2
L2

F (0,T ;Hk,2([0,b])),

for (u,ψ) ∈Hk.

Finally, we introduce the notion of solutions to BSPDEs with general nonlinear
coefficients which are not restricted to the forms of BSPDE (1.5).

DEFINITION 2.1. Let G ∈ L2(�,FT ;L2([0, b])) and F be a random func-
tion such that for any x, x1, x2 ∈ R and any z, z1 ∈ Rm,

F·
(·, x, x1, x2, z, z1) : � × [0, T ] × [0, b] → R

is P ⊗ B([0, b])-measurable. A pair of processes (u,ψ) is a weak solution to the
BSPDE

(2.1)

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

−dut (y) = Ft

(
y,u,Du,D2u,ψ,Dψ

)
dt − ψt(y) dWt,

(t, y) ∈ [0, T ] × [0, b];
Dut(0) = gt (0), Du(b) = gt (b);
uT (y) = G(y), y ∈ [0, b],



2824 E. BAYRAKTAR AND J. QIU

if (u,ψ) ∈ H with the traces of Du(t, ·) coinciding with gt (0) and gt (b) at the
boundary, and (u,ψ) satisfies BSPDE (2.1) in the weak sense, that is, for any
ϕ ∈ C∞

c ((0, b)), 〈
ϕ,F·

(·, u,Du,D2u,ψ,Dψ
)〉 ∈ L1

F (0, T ;R)

and

(2.2)
〈ϕ,ut 〉 = 〈ϕ,G〉 +

∫ T

t

〈
ϕ,Fs

(·, u,Du,D2u,ψ,Dψ
)〉

ds

−
∫ T

t
〈ϕ,ψs dWs〉 a.s., t ∈ [0, T ].

The above (u,ψ) is called a strong solution if we have improved regularity
(u,ψ) ∈ H1.

It is easy to see that in BSPDE (1.5) we have a particular case of nonlinear term
F with

Ft

(
y,u,Du,D2u,ψ,Dψ

)
= 1

2

(∣∣σt (y)
∣∣2 + ∣∣σ̄t (y)

∣∣2)
D2ut(y) + σt (y)Dψt(y) +Ht

(
y,Dut(y)

)
.

2.2. Assumptions and main result. For the well-posedness of BSPDE (1.5),
we use the following assumptions.

(A2) The functions σ , σ̄ and their spatial partial derivatives Dσ , Dσ̄ are P ⊗
B(R)-measurable and essentially bounded by a positive constant K > 0.
And the functions β , f and the spatial partial derivative Dβ are P ⊗
B(R)⊗B(Rn)-measurable with β·(0, θ) ∈ L2

F (0, T ;R) and |Dβt(x, θ)| ≤
 a.s. for any (t, x, θ) ∈ [0, T ] ×R×Rn.

(A∗) (i)

G ∈ L2(
�,FT ;H 2,2([0, b])), DG − gT ∈ L2(

�,FT ;H 1,2
0

([0, b])),
and together with another function G, the pair (g,G) belongs to H1 and sat-
isfies BSPDE −dgt = Gt dt − Gt dWt in the weak sense (see Definition 2.1)
with G ∈ L2

F (0, T ;L2([0, b])).
(ii) For any v ∈ S2

F (0, T ;H 1,2([0, b])) ∩ L2
F (0, T ;H 2,2([0, b])), we

have that H·(·, v), (DH)·(·, v) ∈ L2
F (0, T ;L2([0, b])), and there exists a

nonnegative constant K0 such that for any v1, v2 ∈ R, there holds almost
surely∣∣Ht (x, v1) −Ht (x, v2)

∣∣ ≤ K0|v1 − v2| for all (t, x) ∈ [0, T ] × [0.b].
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(iii) There exists a P ⊗ B(R) ⊗ B(R)-measurable �-valued function
� such that Ht (x, y) = βt(x,�t(x, y))y + ft (x,�t(x, y)), that is,

�t(x, y) ∈ arg ess inf
θ∈�

{
βt(x, θ)y + ft (x, θ)

}
,

and for each v ∈ S2
F (0, T ;H 1,2([0, b])) ∩ L2

F (0, T ;H 2,2([0, b])), the re-
flected SDE (1.2) associated with drift coefficient βt (Xt ,�t(Xt , vt )) has a
unique solution.

Now, we state the main theorem, whose proof requires some preparations which
will be carried out subsequently.

THEOREM 2.1. Let assumptions (A0), (A1), (A2) and (A∗) hold with
σt (0) = σt (b) = 0 a.s. for any t ∈ [0, T ]. BSPDE (1.5) admits a unique strong
solution (u,ψ). For this strong solution, we have further (u,ψ) ∈ H2. Moreover,
u turns out to be the value function of the stochastic control problem (1.1), and the
optimal control θ∗ and state process X∗ are given by θ∗ = �t(X

∗
t ,Dut (X

∗
t )) and

(2.3)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

dX∗
t = βt

(
X∗

t ,�t

(
X∗

t ,Dut

(
X∗

t

)))
dt + σt

(
X∗

t

)
dWt + σ̄t

(
X∗

t

)
dBt

+ dLt − dUt ;
X∗

0 = x; L0 = U0 = 0;
0 ≤ X∗

t ≤ b a.s.;∫ T

0
X∗

t dLt =
∫ T

0

(
b − X∗

s

)
dUs = 0 a.s.

The conditions (A0), (A1) and (A2) are considered as standing assumptions
throughout this paper and they are standard to guarantee the adaptedness and
super-parabolicity of BSPDE (1.5) and the well-posedness of the controlled re-
flected SDEs (see [20], Theorem 3.1 and Remark 3.3).

In assumption (i) of (A∗), to have (u,ψ) ∈ H2, the requirements on G is stan-
dard (see Lp-theory of BSPDE of [5]); in view of the Skorohod conditions of
RSDE (1.2), one has∫ T

0
gs(Xs) dLs =

∫ T

0
gs(0) dLs and

∫ T

0
gs(Xs) dUs =

∫ T

0
gs(b) dUs,

so only the traces gs(0) and gs(b) of g are involved in the control problem. In fact,
assumption (i) of (A∗) allows gs(0) and gs(b) to be any processes that, together
with another two processes (ζ 0, ζ b), satisfy BSDEs of the following form:

gt (0) = DG(0) +
∫ T

t
g̃0

s ds −
∫ T

t
ζ 0
s dWs;

gt (b) = DG(b) +
∫ T

t
g̃b

s ds −
∫ T

t
ζ b
s dWs,
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with g̃0, g̃b ∈ L2(0, T ;R), and we can construct (not uniquely) the time-space
random function gt (x) in different ways. For instance, starting with (gt (0), gt (b)),
one can construct linearly

gt (x) = gt (0) + (gt (b) − gt (0))x

b
, (t, x) ∈ [0, T ] × [0, b],

which then satisfies assumption (i) of (A∗) with

Gt (x) = g̃0
t + (g̃b

t − g̃0
t )x

b
and

Gt (x) = ζ 0
t + (ζ b

t − ζ 0
t )x

b
, (t, x) ∈ [0, T ] × [0, b].

In this paper, we adopt assumption (i) of (A∗) for the convenience of discussions.
By (ii) of (A∗), we assume the Lipchitz continuity of Hamiltonian function

Ht (x, v) with respect to v, which implies ∂vH·(·, v) ∈ L∞(� × [0, T ] × [0, b])
for any v ∈ Rd . This excludes the control problems of linear-quadratic type. The
quadratic case definitely needs more efforts, for which we need to deal with not
only the quadratic growth but also the improved regularity in Theorem 2.1, so we
would postpone the discussions on quadratic cases to a future work.

In (iii) of (A∗), � is the minimizer function of Ht (x, v) (see (1.6)) and for
each u ∈ S2

F (0, T ;H 2,2([0, b]))∩L2
F (0, T ;H 3,2([0, b])), the composite function

βt(x,πt (x,Dut(x))) may not be Lipchitz continuous with respect to x. The fol-
lowing example contains such a case but still the reflected SDE (1.2) has a unique
strong solution.

EXAMPLE 2.1. Let d = n = 1, � = [−1,0] and βt(x, θ) ≡ θ , while
ft (x, θ) = μ|θ | + ht (x) with μ ∈ R+ and h ∈ L2

F (H 1([0, b])). Suppose σ and
σ̄ satisfy the assumptions in Theorem 2.1. Assume gt (x) ≡ px

b
as in [1]. Let

G(x) = px2

2b
. Then

Ht (x,Dut) = ess inf−1≤θ≤0

{
θDut(x) + μ|θ | + ht (x)

} = −(
Dut(x) − μ

)+ + ht (x)

and

�t

(
x,Dut(x)

) = −1{Dut (x)>μ}.

It is easy to check that (A0) − (A2) and (i) and (ii) of (A∗) hold. Obviously, the
drift β = �, as a step function, is not necessarily Lipchitz continuous with respect
to x for each u ∈ S2

F (0, T ;H 2,2([0, b]))∩L2
F (0, T ;H 3,2([0, b])). In our case, the
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resulting reflected SDE reads

(2.4)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

dXt = −1{Dut (Xt )>μ} dt + σt (Xt) dWt + σ̄t (Xt ) dBt + dLt − dUt ,

t ∈ [0, T ];
X0 = x; L0 = U0 = 0;
0 ≤ Xt ≤ b a.s.;∫ T

0
Xt dLt =

∫ T

0
(b − Xs)dUs = 0 a.s.

In fact, given u ∈ S2
F (0, T ;H 2,2([0, b]))∩L2

F (0, T ;H 3,2([0, b])), X is the unique
solution to the reflected SDE

(2.5)

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

dX0
t = σt dWt + σ̄t dB

Q
t + dLt − dUt , t ∈ [0, T ];

X0
0 = x; L0 = U0 = 0;

0 ≤ X0
t ≤ b a.s.;∫ T

0
X0

t dLt =
∫ T

0

(
b − X0

s

)
dUs = 0 a.s.,

where BQ is a Wiener process under the equivalent probability measure Q with

dQ

dP
:= exp

(∫ T

0
1{Dut (Xt )>μ}

∣∣σ̄t (Xt )
∣∣−1

dBs

− 1

2

∫ T

0
1{Dut (Xt )>μ}

∣∣σ̄t (Xt )
∣∣−2

ds

)
,

and analogous to [15], Propositions 3.6 & 3.10, Girsanov theorem implies the
unique existence of the weak solution for reflected SDE (2.4). In order to get the
unique existence of (strong) solution, by analogy to [15], Corollary 3.23, it remains
to prove the uniqueness of (strong) solution (also called pathwise uniqueness) to
reflected SDE (2.4). Suppose (X1,L1,U1) and (X2,L2,U2) are two (strong) so-
lutions of (2.4) (on the same probability space). Simple calculations give(

X1
t − X2

t

)+
=

∫ t

0
(1{Dus(X2

s )>μ} − 1{Dus(X1
s )>μ})1{X1

s >X2
s } ds

+
∫ t

0
1{X1

s >X2
s }

(
dL1

s − dL2
s

) −
∫ t

0
1{X1

s >X2
s }

(
dU1

s − dU2
s

)

+
∫ t

0
1{X1

s >X2
s }

(
σs

(
X1

s

) − σs

(
X2

s

))
dWs

+
∫ t

0
1{X1

s >X2
s }

(
σ̄s

(
X1

s

) − σ̄s

(
X2

s

))
dBs

=
∫ t

0
(1{Dus(X2

s )>μ} − 1{Dus(X1
s )>μ})1{X1

s >X2
s } ds −

∫ t

0
1{X1

s >0} dL2
s
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−
∫ t

0
1{X2

s <b} dU1
s +

∫ t

0
1{X1

s >X2
s }

(
σs

(
X1

s

) − σs

(
X2

s

))
dWs

+
∫ t

0
1{X1

s >X2
s }

(
σ̄s

(
X1

s

) − σ̄s

(
X2

s

))
dBs,

where Skorohod conditions indicate relations∫ t

0
1{X1

s >X2
s } dL1

s =
∫ t

0
1{0>X2

s } dL1
s = 0 =

∫ t

0
1{X1

s >b} dU2
s =

∫ t

0
1{X1

s >X2
s } dU2

s .

Therefore,

X1
t ∨ X2

t

= X2
t + (

X1
t − X2

t

)+
= x −

∫ t

0
1{Dus(X2

s )>μ} ds

+
∫ t

0
(1{Dus(X2

s )>μ} − 1{Dus(X1
s )>μ})1{X1

s >X2
s } ds

+ L2
t −

∫ t

0
1{X1

s >0} dL2
s −

∫ t

0
1{X2

s <b} dU1
s − U2

t

+
∫ t

0

(
σs

(
X2

s

) + 1{X1
s >X2

s }
(
σs

(
X1

s

) − σs

(
X2

s

)))
dWs

+
∫ t

0

(
σ̄s

(
X2

s

) + 1{X1
s >X2

s }
(
σ̄s

(
X1

s

) − σ̄s

(
X2

s

)))
dBs

= x −
∫ t

0
1{Dus(X1

s ∨X2
s )>μ} ds +

∫ t

0
dĽs −

∫ t

0
dǓs

+
∫ t

0
σs

(
X1

s ∨ X2
s

)
dWs +

∫ t

0
σ̄s

(
X1

s ∨ X2
s

)
dBs,

with dĽs = 1{X1
s ≤0} dL2

s and dǓs = 1{X2
s <b} dU1

s + dU2
s . Noticing

0 ≤ (
X1

t ∨ X2
t

)
1{X1

t ≤0} dL2
t ≤ X2

t dL2
t = 0

and

0 ≤ (
b − X1

t ∨ X2
t

)(
1{X2

t <b} dU1
t + dU2

t

)
≤ (

b − X1
t

)
dU1

t + (
b − X2

t

)
dU2

t = 0,

we see that (X1 ∨ X2, Ľ, Ǔ ) is also a (strong) solution. Hence, X1 and X1 ∨ X2

have the same probability law and this is only true if X1 and X1 ∨ X2 are in-
distinguishable, that is, the pathwise uniqueness holds. This finally indicates that
reflected SDE (2.4) has a unique (strong) solution. Therefore, the assumption (iii)
of (A∗) is satisfied and Theorem 2.1 applies.
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3. Existence and uniqueness of a strong solution for general nonlinear
BSPDEs. In this section, we shall establish the existence and uniqueness of
strong solution for the Neumann problem for general nonlinear BSPDEs, which
might be of interest even out of the current context. For simplicity, we only con-
sider the 1-dimensional case, though there would be no essential difficulty for
multi-dimensional extensions.

Consider the following Neumann problem:

(3.1)

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

−dut (x) =
[

1

2

(∣∣σt (x)
∣∣2 + ∣∣σ̄t (x)

∣∣2)
D2ut (x) + σtDψt(x)

+ �t

(
x,u,Du,D2u,ψ,Dψ

)]
dt − ψt(x) dWt,

Dut(0) = 0, Dut (b) = 0;
uT (x) = G(x), x ∈ [0, b].

The following assumption is restricted to this section.

(A3) For any (u,ψ) ∈ H 2,2([0, b]) × H 1,2([0, b]), �·(·, u,Du,D2u,ψ,Dψ) ∈
L2(0, T ;L2([0, b])), and there exist nonnegative constants μ and L such
that for any (ui,ψi) ∈ H 2,2([0, b]) × H 1,2([0, b]), i = 1,2, there holds∥∥�t

(·, u1,Du1,D
2u1,ψ1,Dψ1

) − �t

(·, u2,Du2,D
2u2,ψ2,Dψ2

)∥∥
≤ μ

(∥∥D2(u1 − u2)
∥∥ + ∥∥D(ψ1 − ψ2)

∥∥)
+ L

(‖u1 − u2‖H 1,2([0,b]) + ‖ψ1 − ψ2‖L2([0,b])
)

a.s.,

for any t ∈ [0, T ].

REMARK 3.1. Assumption (A3) holds for the following semi-linear func-
tional:

�t

(
x,u,Du,D2u,ψ,Dψ

) = αtDut(x) + ctut (x) + γtψ + ht (x,u,Du,ψ)

with bounded coefficients α, c, γ and a certain Lipchitz continuous (w.r.t.
(u,Du,ψ)) function h. In particular, letting assumptions (A0) − (A2) and (A∗)
hold, the Hamiltonian function Ht (x,Dut(x)) in BSPDE (1.5) satisfies assump-
tion (A3). More examples can be constructed in a similar way to [5], Remark 5.1.
It is worth noting that Assumption (A3) allows � to be fully nonlinear with a small
dependence on D2u and Dψ .

The existence and uniqueness of strong solution to BSPDE (3.1) is summarized
below.

THEOREM 3.1. Let G ∈ L2(�,FT ;H 1,2([0, b])) and assumptions (A0),
(A1), (A2) and (A3) hold. There exists a positive constant μ0 depending on κ ,
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L, K and T , such that when 0 ≤ μ < μ0, BSPDE (3.1) admits a unique strong
solution (u,ψ) satisfying∥∥(u,ψ)

∥∥
H1 ≤ C

(‖G‖L2(�,FT ;H 1,2([0,b])) + ∥∥�0∥∥
L2(0,T ;L2([0,b]))

)
,(3.2)

where �0 � �·(·,0,0,0,0,0) and the constant C depends on μ, L, κ , K and T .

For the proof of Theorem 3.1, we shall first establish a priori estimates for some
linear equations in Section 3.1 and then use the method of continuity to complete
the proof in Section 3.2. The readers may turn to Section 4 for the proof of Theo-
rem 2.1 for the main result of this work.

3.1. The a priori estimates. For each λ ∈ [0,1], we consider the following
linear BSPDE:

(3.3)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−dut (x) =
[
λ

2

(∣∣σt (x)
∣∣2 + ∣∣σ̄t (x)

∣∣2)
D2ut (x) + λσt (x)Dψt(x)

+ 1 − λ

2
D2ut (x) + ht (x)

]
dt − ψt(x) dWt,

(t, x) ∈ [0, T ] × [0, b];
Dut(0) = 0, Dut (b) = 0;
uT (x) = G(x), x ∈ [0, b].

PROPOSITION 3.1. Let (A0), (A1) and (A2) hold and

h ∈ L2(
0, T ;L2([0, b])), G ∈ L2(

�,FT ;H 1,2([0, b])).
Suppose (u,ψ) is a strong solution of Neumann problem (3.3). Then the strong
solution is unique and it satisfies∥∥(u,ψ)

∥∥2
H

≤ C1

{
‖G‖2

L2(�,FT ;L2([0,b])) + E

[∫ T

0

∣∣〈hs, us〉
∣∣ + 1

ε
‖us‖2 + ε‖Dψs‖2 ds

]}
,

∀ε > 0,

and ∥∥(u,ψ)
∥∥2
H1

≤ C2

{
‖G‖2

L2(�,FT ;H 1,2([0,b])) + E

[∫ T

0

(∣∣〈ht , ut 〉
∣∣ + ∣∣〈ht ,D

2ut

〉∣∣)dt

]}

≤ C3
{‖G‖2

L2(�,FT ;H 1,2([0,b])) + ‖h‖2
L2

F (0,T ;L2([0,b]))
}
,

where the constants C1,C2 and C3 depend only on κ , K and T and are indepen-
dent of λ ∈ [0,1].
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PROOF. Step 1. Applying Itô’s formula (see Lemma A.1) to the square norm
yields

‖ut‖2 +
∫ T

t
‖ψs‖2 ds − ‖G‖2

=
∫ T

t

〈
us, λ

[(|σs |2 + |σ̄s |2)
D2us + 2σsDψs

] + (1 − λ)D2us + 2hs

〉
ds

− 2
∫ T

t
〈us,ψs dWs〉 a.s.

for any t ∈ [0, T ]. In view of the Neumann boundary condition, we have∫ T

t

〈
us, (1 − λ)D2us

〉 = −(1 − λ)

∫ T

t
‖Dus‖2 ds

and∫ T

t

〈
us,

(|σs |2 + |σ̄s |2)
D2us

〉
ds

= −
∫ T

t

〈
Dus,

(|σs |2 + |σ̄s |2)
Dus

〉
ds −

∫ T

t

〈
usD

(|σs |2 + |σ̄s |2)
,Dus

〉
ds

(
by (A2)

)
≤ −

∫ T

t

〈
Dus,

(|σs |2 + |σ̄s |2)
Dus

〉
ds + C

ε1

∫ T

t
‖us‖2 ds + ε1

∫ T

t
‖Dus‖2 ds

(
by (A1)

)
≤ −κ

∫ T

t
‖Dus‖2 ds + C

ε1

∫ T

t
‖us‖2 ds + ε1

∫ T

t
‖Dus‖2 ds, ε1 > 0.

Using the Schwartz inequality, we further have

(3.4)
∫ T

t
〈us,2σsDψs〉ds ≤ K2

ε2

∫ T

t
‖us‖2 ds + ε2

∫ T

t
‖Dψs‖2 ds, ε2 > 0.

In addition, we have

2E

[
sup

τ∈[t,T ]

∣∣∣∣
∫ T

τ
〈us,ψs dWs〉

∣∣∣∣
]

≤ 4E

[
sup

τ∈[t,T ]

∣∣∣∣
∫ τ

t
〈us,ψs dWs〉

∣∣∣∣
]
,

(by BDG inequality) ≤ CE

[(∫ T

t
‖us‖2‖ψs‖2 ds

)1/2]
.

Notice λ ∈ [0,1] and

κλ

2
+ (1 − λ) ≥ 1 ∧ κ

2
> 0.
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Incorporating the above estimates and letting ε1 = κ
2 , we arrive at

δE
[

sup
s∈[t,T ]

‖us‖2
]
+ (1 − δ)E

[‖ut‖2] + E

∫ T

t

(‖ψs‖2 + ‖Dus‖2)
ds

≤ CE

[
‖G‖2 +

∫ T

t

(
1 + 1

ε2

)
‖us‖2 + ∣∣〈hs, us〉

∣∣ + ε2‖Dψs‖2 ds

+ δ

(∫ T

t
‖us‖2‖ψs‖2 ds

)1/2]

≤ CE

[
‖G‖2 +

∫ T

t

(
1 + 1

ε2

)
‖us‖2 + ∣∣〈hs, us〉

∣∣ + ε2‖Dψs‖2 ds

+ δ

∫ T

t
‖ψs‖2 ds

]
+ δ

2
E

[
sup

s∈[t,T ]
‖us‖2

]
,

with δ ∈ {0,1}. Applying the Gronwall inequality successively for the cases δ = 0
and δ = 1, we obtain

(3.5)

E
[

sup
s∈[t,T ]

‖us‖2
]
+ E

∫ T

t

(‖ψs‖2 + ‖Dus‖2)
ds

≤ CE

[
‖G‖2 +

∫ T

t

∣∣〈hs, us〉
∣∣ds

+ 1

ε2

∫ T

t
‖us‖2 ds + ε2

∫ T

t
‖Dψs‖2 ds

]
,

with the constant C depending only on κ , K and T .
Step 2. Taking the spatial derivatives on both sides of BSPDE (3.3), one can

easily check that (v,�)�(Du,Dψ) is a weak solution of the following Dirichlet
problem:5

(3.6)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−dvt (x) =
[
λ

2

(∣∣σt (x)
∣∣2 + ∣∣σ̄t (x)

∣∣2)
D2vt (x) + λσt (x)D�t(x)

+ λ

2
D

(∣∣σt (x)
∣∣2 + ∣∣σ̄t (x)

∣∣2)
Dvt(x) + λDσt(x)�t(x)

+ 1 − λ

2
D2vt (x) + Dht(x)

]
dt − �t(x) dWt ;

vt (0) = 0, vt (b) = 0;
vT (x) = DG(x).

5In view of Definition 2.1, a strong solution satisfies the associated BSPDE in the weak/
distributional sense as a Sobolev space-valued random function. In fact, it always makes sense to
differentiate a function in Sobolev space as the derivative can be well defined in the distributional
sense; in particular, for the strong solution (u,ψ), we have (u,ψ) ∈H1 according to Definition 2.1,
then it follows that (Du,Dψ) ∈ H. Therefore, we take spatial derivatives and write the resulting
equation in a straightforward way.
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Applying again Itô’s formula (Lemma A.1 in Appendix A) to the square norm
yields

‖vt‖2 +
∫ T

t
‖�s‖2 ds − ‖DG‖2

=
∫ T

t

〈
vs, λ

[(|σs |2 + |σ̄s |2)
D2vs + 2σsD�s + D

(|σs |2 + |σ̄s |2)
Dvs

+ 2Dσs�s

] + (1 − λ)D2us

〉
ds

+ 2
∫ T

t
〈vs,Dhs〉ds − 2

∫ T

t
〈vs,�s dWs〉 a.s. ∀t ∈ [0, T ].

In view of the zero-Dirichlet condition, one has

∫ T

t

〈
vs, (1 − λ)D2vs

〉 = −(1 − λ)

∫ T

t
‖Dvs‖2 ds,

∫ T

t

〈
vs,

(|σs |2 + |σ̄s |2)
D2vs + 2σsD�s + D

(|σs |2 + |σ̄s |2)
Dvs

+ 2Dσs�s

〉
ds

= −
∫ T

t

〈
Dvs,

(|σs |2 + |σ̄s |2)
Dvs + 2σs�s

〉
ds(3.7)

≤ −
∫ T

t

(‖σ̄sDvs‖2 − ε3‖σsDvs‖2)
ds + 1

1 + ε3

∫ T

t
‖�s‖2 ds(3.8)

(
by (A1) and (A2)

)
≤ −(

κ − ε3K
2) ∫ T

t
‖σsDvs‖2 ds + 1

1 + ε3

∫ T

t
‖�s‖2 ds, ε3 > 0,(3.9)

and

∫ T

t
〈vs,Dhs〉ds = −

∫ T

t
〈Dvs,hs〉ds.

Taking ε3 = κ
2K2 and in a similar way to Step 1, we get

E
[

sup
s∈[t,T ]

‖vs‖2
]
+ E

∫ T

t

(‖Dvs‖2 + ‖�s‖2)
ds

≤ CE

[
‖DG‖2 +

∫ T

t

∣∣〈hs,Dvs〉
∣∣ds

]
,
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that is,

E
[

sup
s∈[t,T ]

‖Dus‖2
]
+ E

∫ T

t

(∥∥D2us

∥∥2 + ‖Dψs‖2)
ds

≤ CE

[
‖DG‖2 +

∫ T

t

∣∣〈hs,D
2us

〉∣∣ds

]
,

which, together with (3.5), implies

E
[

sup
s∈[t,T ]

‖us‖2
H 1,2([0,b])

]
+ E

∫ T

t

(‖us‖2
H 2,2([0,b]) + ‖ψs‖2

H 1,2([0,b])
)
ds

≤ CE

[
‖G‖2

H 1,2([0,b]) +
∫ T

t

(∣∣〈hs, us〉
∣∣ + ∣∣〈hs,D

2us

〉∣∣)ds

+ 1

ε2

∫ T

t
‖us‖2 ds + ε2

∫ T

t
‖Dψs‖2 ds

]
,

with C depending only on κ , K and T .
Noticing that∫ T

t

(∣∣〈hs, us〉
∣∣ + ∣∣〈hs,D

2us

〉∣∣)ds ≤
∫ T

t

(
2

ε2
‖hs‖2 + 2ε2‖us‖2

H 2,2([0,b])
)

ds

and letting ε2 be small enough, one obtains for any t ∈ [0, T ],

(3.10)

E
[

sup
s∈[t,T ]

‖us‖2
H 1,2([0,b])

]
+ E

∫ T

t

(‖us‖2
H 2,2([0,b]) + ‖ψs‖2

H 1,2([0,b])
)
ds

≤ CE

[
‖G‖2

H 1,2([0,b]) +
∫ T

t

(∣∣〈hs, us〉
∣∣ + ∣∣〈hs,D

2us

〉∣∣)ds

]

≤ CE

[
‖G‖2

H 1,2([0,b]) +
∫ T

t
‖hs‖2 ds

]
with the constants Cs depending on κ , K and T . The uniqueness follows as an
immediate consequence of the estimates and the linearity of the concerned BSPDE.

�

When λσ ≡ 0, estimate (3.4) is not needed and we have the following.

COROLLARY 3.1. Let (A0), (A1) and (A2) hold with λσ ≡ 0, and h ∈
L2

F (0, T ;L2([0, b])), G ∈ L2(�,FT ;L2([0, b])). Suppose (u,ψ) is a weak solu-
tion of the Neumann problem (3.3). Then the weak solution is unique and it holds
that ∥∥(u,ψ)

∥∥2
H ≤ C1

{
‖G‖2

L2(�,FT ;L2([0,b])) + E

[∫ T

0

∣∣〈ht , ut 〉
∣∣dt

]}

≤ C2
{‖G‖2

L2(�,FT ;L2([0,b])) + ‖h‖2
L2

F (0,T ;L2([0,b]))
}
,

where the constants C1 and C2 depend only on κ , K and T .
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REMARK 3.2. When σ is not vanishing, for a weak solution (u,ψ), the esti-
mate (3.4) makes no sense. In fact, the term

∫ T
t 〈us,2σsDψs〉ds is not well defined.

Even when we apply the integration-by-parts formula, the function ψ has no in-
trinsic meaning on the boundary, nor does the term uσψ , because they are just
restrictions to the boundary of L2([0, b]) functions. Thus, for the Neumann prob-
lems like (1.5) and (3.3), Itô’s formula for the square norm is not applicable to the
weak solutions when σ is not vanishing, and this makes the existing methods for
weak solutions inapplicable here.

REMARK 3.3. If we explore in more detail the calculations from (3.7) through
(3.9), we may see how the assumptions (A0) and (A1), respectively, on adapt-
edness and super-parabolicity contribute to the gradient estimates ((3.10) for in-
stance), and thus the improved regularity of solutions that is in demand to apply
the Itô–Kunita–Wentzell formula of Lemma 4.1 for the verification in the proof
of Theorem 2.1. In particular, if there is only one Wiener process W in the orig-
inal control problem (see (1.1) and (1.2)) and we assume all the coefficients are
adapted to the filtration F generated by W , then the control problem turns out to
be equivalent to the case when σ̄ ≡ 0 and this will make calculations (3.7)–(3.9)
and the gradient estimates in (3.10) invalid. In this sense, it also explains why we
have two Wiener processes W and B and use the coefficients associated with B to
construct the super-parabolicity.

3.2. Existence and uniqueness of a strong solution (proof of Theorem 3.1).
First, we consider the following Neumann problem with Laplacian operator:

(3.11)

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

−dut (x) = [
D2ut (x) + ht (x)

]
dt − ψt(x) dWt,

(t, x) ∈ [0, T ] × [0, b];
Dut(0) = 0, Dut (b) = 0;
uT (x) = G(x), x ∈ [0, b].

PROPOSITION 3.2. Let

h ∈ L2
F

(
0, T ;L2([0, b])) and G ∈ L2(

�,FT ;H 1,2([0, b])).
BSPDE (3.11) admits a unique strong solution (u,ψ).

PROOF. The uniqueness of strong solution follows directly from Proposi-
tion 3.1. We need only to prove the existence. Step 1. Suppose further h ∈
L2

F (0, T ;H 1,2([0, b])) and DG ∈ L2(�,FT ;H 1,2
0 ([0, b])). By the theory on the

Neumann problem of deterministic parabolic PDEs (see [19], Theorem 7.20), there
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exists a unique strong solution û to PDE:

(3.12)

⎧⎪⎪⎨
⎪⎪⎩

−∂t ût (x) = D2ût (x) + ht (x), (t, x) ∈ [0, T ] × [0, b];
Dût (0) = 0, Dût (b) = 0;
ûT (x) = G(x), x ∈ [0, b],

such that û,Dû,D2û, ∂t û ∈ L2(�,FT ;L2([0, T ] × [0, b])). Taking conditional
expectations in Hilbert spaces (see [4]), set

ut = E[ût |Ft ] a.s., for each t ∈ [0, T ],
which admits a version in S2

F (0, T ;L2([0, b])) ∩ L2
F (0, T ;H 2,2([0, b])) that to-

gether with ψ ∈ L2
F (0, T ;L2([0, b])) satisfies L2([0, b])-valued BSDE:

(3.13)

{−dut (x) = [
D2ut(x) + ht (x)

]
dt − ψt(x) dWt ;

uT (x) = G(x), x ∈ [0, b].
In view of the definition of u, u satisfies the zero-Neumann boundary condition.
By Definition 2.1 and Corollary 3.1, it is easy to check that (u,ψ) is the weak
solution to BSPDE (3.11).

Step 2. We now prove that the constructed weak solution (u,ψ) is in fact the
unique strong solution of BSPDE (3.11). In a similar way to Step 1, it is easy to
check that Dû would be the strong solution of Dirichlet problem:

(3.14)

⎧⎪⎪⎨
⎪⎪⎩

−∂t v̂t (x) = D2v̂t (x) + Dht(x), (t, x) ∈ [0, T ] × [0, b];
v̂t (0) = 0, v̂t (b) = 0;
v̂T (x) = DG(x), x ∈ [0, b],

and (Du,Dψ) satisfies L2([0, b])-valued BSDE (3.13) associated to the coeffi-
cients (Dh,DG). In particular, we have

(Du,Dψ) ∈ S2
F

(
0, T ;L2([0, b])) ×L2

F

(
0, T ;L2([0, b]))

and thus (u,ψ) is the strong solution to BSPDE (3.11). For general h ∈
L2

F (0, T ;L2([0, b])) and G ∈ L2(�,FT ;H 1,2([0, b])), we may choose a se-
quence{(

hn,Gn)}
n∈N+ ⊂ L2

F

(
0, T ;H 1,2([0, b])) × L2(

�,FT ;H 1,2([0, b]))
with {DGn}n∈N+ ⊂ L2(�,FT ;H 1,2

0 ([0, b])) such that (hn,Gn) converges to
(h,G) in L2

F (0, T ;L2([0, b]))×L2(�,FT ;H 1,2([0, b])). For each (hn,Gn), we
get the corresponding strong solution (un,ψn). Then the estimates in Proposi-
tion 3.1 yield the convergence of (un,ψn) as well as the existence of strong solu-
tion. �
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Now, we may use the continuity method to prove Theorem 3.1.

PROOF OF THEOREM 3.1. Step 1. For each h ∈ L2
F (0, T ;L2([0, b])) and λ ∈

[0,1], consider the following BSPDE:

(3.15)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−dut (x) =
{
λ

[
1

2

(∣∣σt (x)
∣∣2 + ∣∣σ̄t (x)

∣∣2)
D2ut(x)

+ σt (x)Dψt(x) + �t

(
x,u,Du,D2u,ψ,Dψ

)]

+ (1 − λ)D2ut (x) + ht (x)

}
dt − ψt(x) dWt,

(t, x) ∈ [0, T ] × [0, b];
Dut(0) = 0, Dut (b) = 0;
uT (x) = G(x), x ∈ [0, b].

Note that BSPDE (3.1) corresponds to the special case when λ = 1 and h ≡ 0.
We will generalize the a priori estimates from the linear case of Proposition 3.1 to
nonlinear equation (3.15). Suppose (u,ψ) is a strong solution of BSPDE (3.15).
Applying Proposition 3.1 to each t ∈ [0, T ] (see also estimates (3.5) and (3.10)),
we have by (A3)

(3.16)

E
[

sup
s∈[t,T ]

‖us‖2
]
+ E

∫ T

t
‖ψs‖2 + ‖Dus‖2 ds

≤ CE

[
‖G‖2 +

∫ T

t

∣∣〈hs + λ�s

(·, u,Du,D2u,ψ,Dψ
)
, us

〉∣∣ds

+ 1

ε

∫ T

t
‖us‖2 ds + ε

∫ T

t
‖Dψs‖2 ds

]

≤ CE

[
‖G‖2 + ε

∫ T

t

(‖hs‖2 + ∥∥�s

(·, u,Du,D2u,ψ,Dψ
)∥∥2

+ ‖Dψs‖2)
ds + 3

ε

∫ T

t
‖us‖2 ds

]

≤ C1E

[
‖G‖2

+ ε

∫ T

t

(∥∥�0
s

∥∥2 + ‖hs‖2 + ‖us‖2 + ‖Dus‖2 + ‖ψs‖2)
ds

+ 3

ε

∫ T

t
‖us‖2 ds +

∫ T

t
ε
(
1 + μ2)‖Dψs‖2 + εμ2∥∥D2us

∥∥2
ds

]
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and

(3.17)

E
[

sup
s∈[t,T ]

‖us‖2
H 1,2([0,b])

]
+ E

∫ T

t

(‖us‖2
H 2,2([0,b]) + ‖ψs‖2

H 1,2([0,b])
)
ds

≤ CE

[
‖G‖2

H 1,2([0,b]) +
∫ T

t

∣∣〈hs + λ�s

(·, u,Du,D2u,ψ,Dψ
)
, us

〉∣∣ds

+
∫ T

t

∣∣〈hs + λ�s

(·, u,Du,D2u,ψ,Dψ
)
,D2us

〉∣∣ds

]

≤ CE

[
‖G‖2

H 1,2([0,b])

+
(

1 + 1

ε

)∫ T

t

(∥∥�0
s

∥∥2 + ‖hs‖2 + ‖us‖2 + ‖Dus‖2 + ‖ψs‖2)
ds

]

+
∫ T

t
E

[(
μ2 + ε

)∥∥D2us

∥∥2 + (
μ2 + ε

)‖Dψs‖2]
ds,

with Cs depending on κ,K,L and T . Letting ε < 1
2C1+1 , we have by (3.16),

(3.18)

E
[

sup
s∈[t,T ]

‖us‖2
]
+ E

∫ T

t

(‖ψs‖2 + ‖Dus‖2)
ds

≤ C2E

[
‖G‖2

+
∫ T

t

(∥∥�0
s

∥∥2 + ‖hs‖2 + 2

ε
‖us‖2

+ ε
(
1 + μ2)‖Dψs‖2 + εμ2∥∥D2us

∥∥2
)

ds

]
,

with C2 independent of (ε,μ). From (3.18) and (3.17), it follows that, there exists
μ0 depending on κ , K , L and T such that when μ < μ0, letting ε be small enough
and using Gronwall inequality yield

(3.19)

∥∥(u,ψ)
∥∥
H1

≤ C
(‖G‖L2(�,FT ;H 1,2([0,b]))

+ ∥∥�0∥∥
L2

F (0,T ;L2([0,b])) + ‖h‖L2
F (0,T ;L2([0,b]))

)
,

with the constant C depending on μ, L, κ , K and T .
Step 2. Suppose (u1,ψ1) and (u2,ψ2) are two strong solutions of BSPDE

(3.15). Then the pair (δu, δψ) = (u1 − u2,ψ1 − ψ2) satisfies the following



NEUMANN PROBLEM FOR BACKWARD SPDES 2839

BSPDE:

(3.20)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−dδut (x) =
{
λ

[
1

2

(∣∣σt (x)
∣∣2 + ∣∣σ̄t (x)

∣∣2)
D2δut (x) + σt (x)Dδψt(x)

+ �t

(
x,u1,Du1,D

2u1,ψ1,Dψ1
)

− �t

(
x,u2,Du2,D

2u2,ψ2,Dψ2
)]

+ (1 − λ)D2δut (x)

}
dt − δψt(x) dWt ;

Dδut(0) = 0, Dδut (b) = 0;
δuT (x) = 0.

Recalling (A3), we have∥∥�t

(·, u1,Du1,D
2u1,ψ1,Dψ1

) − �t

(·, u2,Du2,D
2u2,ψ2,Dψ2

)∥∥
≤ μ

(∥∥D2(u1 − u2)
∥∥ + ∥∥D(ψ1 − ψ2)

∥∥)
+ L

(‖u1 − u2‖H 1,2([0,b]) + ‖ψ1 − ψ2‖L2([0,b])
)
,

a.s. for any t ∈ [0, T ]. In a similar way to Step 1, applying Itô’s formula
(Lemma A.1 in Appendix A) to square norms of (δu, δψ), one gets estimates
(3.16), (3.17) and (3.18), and further (3.19) but with (G,�0, h) being replaced by
zero values. This indicates the uniqueness of strong solution to BSPDE (3.15) as
well as to BSPDE (3.1).

Step 3. First, notice that the a priori estimate (3.19) holds with the constant C

being independent of λ ∈ [0,1]. When λ = 0, Proposition 3.2 implies that BSPDE
(3.15) admits a unique strong solution (u,ψ). Noticing that when λ = 1, BSPDE
(3.15) coincides with (3.1), we then expect to extend the well-posedness of BSPDE
(3.15) through the interval [0,1] starting from λ = 0.

Assume that for some λ = λ0, BSPDE (3.15), satisfying assumptions (A0) −
(A3), admits a unique strong solution (u,ψ), which is true when λ0 = 0 (by
Proposition 3.2 as above). Then, for each (ǔ, ψ̌) ∈ H1, the following BSPDE:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−dut (x) =
{
λ0

[
1

2

(∣∣σt (x)
∣∣2 + ∣∣σ̄t (x)

∣∣2)
D2ut (x) + σt (x)Dψt(x)

+ �t

(
x,u,Du,D2u,ψ,Dψ

)]

+ (λ − λ0)

[
1

2

(∣∣σt (x)
∣∣2 + ∣∣σ̄t (x)

∣∣2)
D2ǔt (x) + σt (x)Dψ̌t (x)

+ �t

(
x, ǔ,Dǔ,D2ǔ, ψ̌,Dψ̌

) − D2ǔt (x)

]

+ (1 − λ0)D
2ut(x)

}
dt − ψt(x) dWt,

(t, x) ∈ [0, T ] × [0, b];
Dut(0) = 0, Dut (b) = 0;
uT (x) = G(x), x ∈ [0, b],
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is a special case of BSDPE (3.15) with λ = λ0 and

ht (x) = (λ − λ0)

[
1

2

(∣∣σt (x)
∣∣2 + ∣∣σ̄t (x)

∣∣2)
D2ǔt (x) + σt (x)Dψ̌t (x)

+ �t

(
x, ǔ,Dǔ,D2ǔ, ψ̌,Dψ̌

) − D2ǔt (x)

]
,

and it has a unique strong solution (u,ψ), and we can define the solution map as
follows:

Mλ0 : H1 → H1, (ǔ, ψ̌) �→ (u,ψ).

Then for any (ui,ψi) ∈ H1, i = 1,2, in a similar way to Step 2, we have∥∥(u1 − u2,ψ1 − ψ2)
∥∥
H1

≤ C|λ − λ0|
∥∥∥∥1

2

(|σ |2 + |σ̄ |2)
D2(ǔ1 − ǔ2) − D2(ǔ1 − ǔ2)

+ σD(ψ̌1 − ψ̌2) + �·
(·, ǔ1,Dǔ1,D

2ǔ1, ψ̌1,Dψ̌1
)

− �·
(·, ǔ2,Dǔ2,D

2ǔ2, ψ̌2,Dψ̌2
)∥∥∥∥

L2
F (0,T ;L2([0,b]))

≤ C̃|λ − λ0|
∥∥(ǔ1 − ǔ2, ψ̌1 − ψ̌2)

∥∥
H1,

where the constant C̃ does not depend on (λ,λ0). If |λ − λ0| < 1
C̃

, Mλ0 is

a contraction mapping and it has a unique fixed point (u,ψ) ∈ H1 which
is a strong solution of BSPDE (3.15). In this way, if BSPDE (3.15) has a
strong solution for λ0, so does it for any λ satisfying |λ − λ0| < 1/C̃. In fi-
nite steps starting from λ = 0, we can reach λ = 1, which together with the
estimate (3.19) and the uniqueness obtained in Step 2 completes the proof.

�

4. Proof of Theorem 2.1. We introduce an Itô–Kunita–Wentzell formula for
the composition of random fields and stochastic differential systems.

LEMMA 4.1. Let

(4.1) Xt = x +
∫ t

0
ξr dr +

∫ t

0
dAs +

∫ t

0
ρr dWr +

∫ t

0
ρ̄r dBr, 0 ≤ t ≤ T ,

with (ξ, ρ, ρ̄) ∈ L2
F̄

(0, T ;R)×L2
F̄

(0, T ;Rd)×L2
F̄

(0, T ;Rd) and A being a F̄t -
adapted continuous bounded variation process satisfying A0 = 0. Suppose 0 ≤
Xt ≤ b a.s. and

ut (x) = u0(x) +
∫ t

0
qr(x) dr +

∫ t

0
ψr(x) dWr for (t, x) ∈ [0, T ] × [0, b],
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holds in the weak sense with (u, q,ψ) in(
S2(

0, T ;H 2,2([0, b])) ∩L2(
0, T ;H 3,2([0, b]))) ×L2(

0, T ;H 1,2([0, b]))
×L2(

0, T ;H 2,2([0, b])).
Then, for each x ∈ [0, b], it holds almost surely that, for all t ∈ [0, T ],

(4.2)

ut

(
X

0,x
t

) − u0(x)

=
∫ t

0

[
qr

(
X0,x

r

) + ξrDur

(
X0,x

r

)

+ 1

2

(|ρ|2 + |ρ̄|2)
D2ur

(
X0,x

r

) + ρDψr

(
X0,x

r

)]
dr

+
∫ t

0
Dur

(
X0,x

r

)
dAr +

∫ t

0

(
ψr

(
X0,x

r

) + Dur

(
X0,x

r

)
ρr

)
dWr

+
∫ t

0
Dur

(
X0,x

r

)
ρ̄r dBr .

By Sobolev’s embedding theorem, Hm,2(R) is continuously embedded into
continuous function space Cm−1. Thus, equation (4.2) makes sense for each
x ∈ [0, b] and in this way, Lemma 4.1 is similar to the first formula of Kunita [17],
pp. 118–119, if we replace the bounded domain [0, b] by the whole real line R.
To eliminate the affects of the boundary of the bounded domain, we extend the
Sobolev spaces to the whole line, and the sketch of the proof is provided in the
Appendix. We would note that in Lemma 4.1, we consider the one-dimensional
case for simplicity and that there is no essential difficulty in extending it to multi-
dimensional cases.

A result on the Dirichlet problem of BSPDEs is introduced below, whose proof
is the same to that of [6], Theorem 3.1, under our assumptions.

LEMMA 4.2. Consider the following Dirichlet problem of BSPDE:

(4.3)

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

−dvt (x) =
[

1

2

(|σt |2 + |σ̄t |2)
D2vt (x) + σtDψt(x) + ht (x)

]
dt

− ψt(x) dWt, (t, x) ∈ [0, T ] × [0, b];
vt (0) = 0, vt (b) = 0;
vT (x) = G(x), x ∈ [0, b],

with G ∈ L2(�,FT ;H 1,2
0 ([0, b])) and h ∈ L2(0, T ;L2([0, b])). Under assump-

tions (A0), (A1) and (A2) with σt (0) = σt (b) = 0 a.s. for any t ∈ [0, T ], BSPDE
(4.3) admits a unique weak solution (v,ψ) which is also the unique strong solution
with ∥∥(v,ψ)

∥∥
H1 ≤ C

(‖G‖L2(�,FT ;H 1,2([0,b])) + ‖h‖L2(0,T ;L2([0,b]))
)

(4.4)

with the constant Cs depending on κ , K and T .
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PROOF OF THEOREM 2.1. We first reduce the Neumann problem (1.5) to the
case with zero Neumann boundary condition. In view of assumption (i) of (A∗)
and Definition 2.1, setting

(ĝt , Ĝt , Ĝt )(x) =
∫ x

0
(gt ,Gt ,Gt )(y) dy for each (t, x) ∈ [0, T ] × [0, b],

we have (ĝ, Ĝ) is the strong solution of the following BSPDE:

(4.5)

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

−dĝt (x) =
[

1

2

(|σ |2 + |σ̄ |2)
D2ĝt (x) + σDψ̂t (x) + f̂t (x)

]
dt

− ψ̂t (x) dWt, (t, x) ∈ [0, T ] × [0, b];
Dĝt (0) = gt (0), Dĝt (b) = gt (b);
ĝT (x) =

∫ x

0
gT (y) dy, x ∈ [0, b],

with f̂ ∈ L2(0, T ;H 1,2([0, b])) being defined

f̂t (x) = −1

2

(|σ |2 + |σ̄ |2)
D2ĝt (x) − σDψ̂t (x) + Ĝt (x).

Thus, the existence and uniqueness of strong solution (u,ψ) to BSPDE (1.5) is
equivalent to that of the strong solution (ũ, ψ̃) = (u − ĝ,ψ − Ĝ) to the following
BSPDE:

(4.6)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−dũt (x) =
[

1

2

(|σ |2 + |σ̄ |2)
D2ũt (x) + σDψ̃t (x)

+Ht

(
x,Dũt (x) + Dĝt (x)

) − f̂t (x)

]
dt

− ψ̃t (x) dWt, (t, x) ∈ [0, T ] × [0, b];
Dũt (0) = 0, Dũt (b) = 0;
ũT (x) = G(x) − ĝT (x), x ∈ [0, b].

By Theorem 3.1, BSPDE (4.6) has a unique strong solution (ũ, ψ̃). Taking
derivatives, one can easily check that

(v, ζ )� (Dũ,Dψ̃) = (Du − Dĝ,Dψ − DĜ) = (Du − g,Dψ − G)

is a weak solution of the following Dirichlet problem:

(4.7)

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

−dvt (x) =
[

1

2

(|σ |2 + |σ̄ |2)
D2vt (x) + σDζt (x) + Ft(x)

]
dt

− ζt (x) dWt, (t, x) ∈ [0, T ] × [0, b];
vt (0) = 0, vt (b) = 0;
vT (x) = DG(x) − gT (x), x ∈ [0, b],



NEUMANN PROBLEM FOR BACKWARD SPDES 2843

with

Ft(x) = −Df̂t (x) + (
Dσσ ′ + Dσ̄σ ′)D2ũt (x) + DσDψ̃t (x)

+ (DH)t
(
x,Dũt (x) + gt (x)

)
+ (∂vH)t

(
x,Dũt (x) + gt (x)

)(
D2ũt (x) + Dgt(x)

)
.

By assumption (ii) of (A∗), one has F ∈ L2(0, T ;L2([0, b])). Then one can
conclude from Lemma 4.2 that (v, ζ ) turns out to be a strong solution. Thus,
(Dũ,Dψ̃) = (v, ζ ) ∈ H1 and, moreover, (Du,Dψ) = (Dũ + g,Dψ̃ + G) ∈ H1.
Hence, (u,ψ) ∈ H2. This regularity and assumption (iii) of (A∗) indicate the ad-
missibility of the control θ∗

t = �t(X
∗
t , ut (X

∗
t )). For each admissible control θ ,

applying the generalized Itô–Kunita–Wentzell formula to ut (X
0,x;θ
t ) indicates that

for each x ∈ [0, b], there holds almost surely

(4.8)

ut

(
X

0,x;θ
t

)
= E

[∫ T

t
ess inf
θ̃∈�

{
βr

(
X0,x;θ

r , θ̃
)
Dur

(
X0,x;θ

r

) + fr

(
X0,x;θ

r , θ̃
)}∣∣∣F̄t

]

+ E

[
−

∫ T

0
βr

(
X0,x;θr

r , θr

)
Dur

(
X0,x;θ

r

)
dr + G

(
X

0,x;θ
T

)∣∣∣F̄t

]

≤ E

[
G

(
X

0,x;θ
T

) +
∫ T

t
fr

(
X0,x;θ

r , θr

)
dr

∣∣∣F̄t

]
, ∀t ∈ [0, T ].

Thus, for any admissible control θ , it holds almost surely,

ut

(
X

0,x;θ
t

) ≤ Jt

(
X

0,x;θ
t ; θ)

, ∀t ∈ [0, T ].(4.9)

On the other hand, in a similar way to (4.8), for each x ∈ [0, b],

ut

(
X∗

t

) = E

[
G

(
X∗

T

) +
∫ T

t
fr

(
X∗

r , θ
∗
r

)
dr

∣∣∣F̄t

]
= Jt

(
X∗

t ; θ∗)
(4.10)

holds for all t ∈ [0, T ] with probability 1. Hence, in view of relations (4.9) and
(4.10), ut(x) coincides with the value function and the optimal control is given by
θ∗
t = �t(X

∗
t ,Dut(X

∗
t )) with the optimal state process X∗

t satisfying RSDE (2.3).
We complete the proof. �

REMARK 4.1. It is worth noting that when the dimension is bigger than one,
simply taking derivatives does not arrive at a Dirichlet problem for the gradients.
In other words, the method used in the above proof cannot be directly extended to
multi-dimensional cases.
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APPENDIX A: AN ITÔ FORMULA FOR THE SQUARE NORM OF
SOLUTIONS OF SPDES

Let (V ,‖ · ‖V ) be a real reflexive and separable Banach space, and H a real
separable Hilbert space. With a little notational confusion, the inner product and
norm in H is denoted by 〈·, ·〉 and ‖ · ‖, respectively. Assume that V is densely and
continuously imbedded in H . Thus, the dual space H ′ is also continuously imbed-
ded in V ′ which is the dual space of V . Simply, we denote the above framework
by

V ↪→ H ∼= H ′ ↪→ V ′.

We denote by ‖ · ‖∗ the norm in V ′. The dual product between V and V ′ is denoted
by 〈·, ·〉V ′,V . (V ,H,V ′) is called a Gelfand triple.

The Itô formula plays a crucial role in the theory of SPDEs (see [16, 33] for in-
stance). In the following, we introduce a backward version; see [30], Theorem 3.2,
for the proof for general cases.

LEMMA A.1. Let ξ ∈ L2(�,FT ,H), F ∈ L2(0, T ;V ′) and (u,ψ) ∈
L2(0, T ;V ) ×L2(0, T ;L(Rd,H)) with (L(Rd,H),‖ · ‖1, 〈·, ·〉1) being the space
of Hilbert–Schmidt operators from Rd to H . Assume that the following backward
SDE:

(A.1) ut = ξ +
∫ T

t
Fs ds −

∫ T

t
ψs dWs, t ∈ [0, T ],

holds in the weak sense, that is, for any φ ∈ V , it holds almost surely that

〈ut , φ〉 = 〈ξ,φ〉 +
∫ T

t
〈Fs,φ〉V ′,V ds −

∫ T

t
〈φ,ψs dWs〉, t ∈ [0, T ].

Then we assert that u ∈ S2(0, T ;H) and the following Itô formula holds almost
surely:

(A.2)
‖ut‖2 = ‖ξ‖2 +

∫ T

t

(
2〈Fs,us〉V ′,V − ‖ψs‖2

1
)
ds

−
∫ T

t
2〈us,ψs dWs〉, t ∈ [0, T ].

REMARK A.1. In Lemma A.1, suppose additionally ξ̃ ∈ L2(�,FT ,H), F̃ ∈
L2(0, T ;V ′), (ũ, ψ̃) ∈ L2(0, T ;V ) ×L2(0, T ;L(Rd,H)) and

(A.3) ũt = ξ +
∫ T

t
F̃s ds −

∫ T

t
ψ̃s dWs, t ∈ [0, T ],
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holds in the weak sense. Then ũ ∈ S2(0, T ;H), and applying the parallelogram
rule yields that the following holds almost surely:

(A.4)
〈ut , ũt 〉 = 〈ξ, ξ̃〉 +

∫ T

t

(〈Fs, ũs〉V ′,V + 〈F̃s, us〉V ′,V − 〈ψs, ψ̃〉2
1
)
ds

−
∫ T

t
〈ũs,ψs dWs〉 −

∫ T

t
〈us, ψ̃s dWs〉 ∀t ∈ [0, T ].

APPENDIX B: PROOF OF LEMMA 4.1

SKETCH OF THE PROOF OF LEMMA 4.1. The Sobolev space theory allows us
to extend Hk,2([0, b]) to Hk,2(R) for integers k ≥ 1. In particular, when k = 1,2,
the bounded linear extension operator can be constructed (as in [9], pp. 254–257)
as follows: for each ζ ∈ H 1,2([0, b]) or ζ ∈ H 2,2([0, b]),

Eζ(x) �

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ζ(x) if x ∈ [0, b];
γ (x)

[−3ζ(−x) + 4ζ(−x/2)
]

if x ∈ [−b,0];
γ (x)

[−3ζ(2b − x) + 4ζ
(
(2b − x)/2

)]
if x ∈ [b,2b];

0 if x ∈ (−∞,−b) ∪ (2b,∞),

where γ ∈ C∞
c (R) satisfying γ (x) = 1 for x ∈ [0, b] while γ (x) = 0 for x ∈

(−∞,−b/2] ∪ [3b/2,∞). Eζ is called an extension of ζ to R. Then it is easy
to check that

(B.1)
Eut (x) = Eu0(x) +

∫ t

0
Eqr(x) dr

+
∫ t

0
Eψr(x) dWr for (t, x) ∈ [0, T ] ×R,

holds in the weak sense.
Define

(B.2) φ(x) =
⎧⎨
⎩c̃e

1
x2−1 if |x| ≤ 1;

0 otherwise; with c̃ :=
(∫ 1

−1
e

1
x2−1 dx

)−1
,

and for l ∈N, set φl(x) = lφ(lx), x ∈ R. Itô’s formula yields that, for each y ∈R,

φl

(
X

0,x
t − y

)
= φl(x − y) +

∫ t

0
Dφl

(
X0,x

r − y
)
ρr dWr +

∫ t

0
Dφl

(
X0,x

r − y
)
ρ̄r dBr

+
∫ t

0

[
Dφl

(
xs,x
r − y

)
ξr + 1

2

(|ρr |2 + |ρ̄r |2)
D2φl

(
xs,x
r − y

)]
dr

+
∫ t

0
Dφl

(
xs,x
r − y

)
dAr, t ∈ [s, T ].
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In view of (B.1), we have by Itô’s formula of Remark A.1,∫
R

φl

(
X

0,x
t − y

)
Eut(y) dy −

∫
R

φl(x − y)Eu0(y) dy

−
∫ t

0

∫
R

DEur(y)φl

(
X0,x

r − y
)
dy dAr

=
∫ t

0

∫
R

[
DEur(y)ξr + Eqr(y) + 1

2

(|ρr |2 + |ρ̄r |2)
D2Eur(y)

+ ρrDEur(y)

]
φl

(
X0,x

r − y
)
dy dr

+
∫ t

0

∫
R

φl

(
X0,x

r − y
)(

ρrDEur(y) + ψr(y)
)
dy dWr

+
∫ t

0

∫
R

φl

(
X0,x

r − y
)
ρ̄rDEur(y) dy dBr,

a.s. for all t ∈ [0, T ]. We note that as Xs,x· ∈ S2
F̄

(0, T ; [0, b]), all the above in-
tegrals on R are taken on a compact set for almost every ω ∈ �, and thus make
sense. Since the sequence of convolutions indexed by l approximates to the iden-
tity and 0 ≤ Xt ≤ b a.s., letting l → ∞ and recalling that Eut (x) = ut(x) for
(t, x) ∈ [0, T ] × [0, b], we obtain that for each x ∈ [0, b], it holds almost surely
that, for all t ∈ [0, T ],

ut

(
X

0,x
t

)
= u0(x) +

∫ t

0

[
qr

(
X0,x

r

) + ξrDur

(
X0,x

r

) + 1

2

(|ρr |2 + |ρ̄r |2)
D2ur

(
X0,x

r

)

+ ρrDψr

(
X0,x

r

)]
dr +

∫ t

0
Dur

(
X0,x

r

)
dAr

+
∫ t

0

(
ψr

(
X0,x

r

) + Dur

(
X0,x

r

)
ρr

)
dWr +

∫ t

0
Dur

(
X0,x

r

)
ρ̄r dBr . �
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[16] KRYLOV, N. V. and ROZOVSKIĬ, B. L. (1981). Stochastic evolution equations. J. Sov. Math.
16 1233–1277.

[17] KUNITA, H. (1981). Some extensions of Itô’s formula. In Seminar on Probability, XV (Univ.
Strasbourg, Strasbourg, 1979/1980) (French). Lecture Notes in Math. 850 118–141.
Springer, Berlin. MR0622557

[18] KUSHNER, H. (1971). Introduction to Stochastic Control. Holt, Rinehart and Winston, Inc.,
New York. MR0280248

[19] LIEBERMAN, G. M. (1996). Second Order Parabolic Differential Equations. World Scientific,
River Edge, NJ. MR1465184

[20] LIONS, P.-L. and SZNITMAN, A.-S. (1984). Stochastic differential equations with reflecting
boundary conditions. Comm. Pure Appl. Math. 37 511–537. MR0745330

[21] MA, J., YIN, H. and ZHANG, J. (2012). On non-Markovian forward-backward SDEs and
backward stochastic PDEs. Stochastic Process. Appl. 122 3980–4004. MR2971722

[22] MA, J. and YONG, J. (1999). On linear, degenerate backward stochastic partial differential
equations. Probab. Theory Related Fields 113 135–170. MR1676768

[23] ØKSENDAL, B., SULEM, A. and ZHANG, T. (2014). Singular control and optimal stopping of
SPDEs, and backward SPDEs with reflection. Math. Oper. Res. 39 464–486. MR3205556

[24] PARDOUX, E. (1979). Stochastic partial differential equations and filtering of diffusion pro-
cesses. Stochastics 3 127–167. MR0553909

[25] PENG, S. and WU, Z. (1999). Fully coupled forward-backward stochastic differential equations
and applications to optimal control. SIAM J. Control Optim. 37 825–843. MR1675098

[26] PENG, S. G. (1990). A general stochastic maximum principle for optimal control problems.
SIAM J. Control Optim. 28 966–979. MR1051633

[27] PENG, S. G. (1992). Stochastic Hamilton–Jacobi–Bellman equations. SIAM J. Control Optim.
30 284–304. MR1149069

http://www.ams.org/mathscinet-getitem?mr=2891221
http://www.ams.org/mathscinet-getitem?mr=2981424
http://www.ams.org/mathscinet-getitem?mr=3531674
http://www.ams.org/mathscinet-getitem?mr=2486081
http://www.ams.org/mathscinet-getitem?mr=0454768
http://www.ams.org/mathscinet-getitem?mr=2179357
http://www.ams.org/mathscinet-getitem?mr=3319844
http://www.ams.org/mathscinet-getitem?mr=1918539
http://www.ams.org/mathscinet-getitem?mr=1133858
http://www.ams.org/mathscinet-getitem?mr=1121940
http://www.ams.org/mathscinet-getitem?mr=0622557
http://www.ams.org/mathscinet-getitem?mr=0280248
http://www.ams.org/mathscinet-getitem?mr=1465184
http://www.ams.org/mathscinet-getitem?mr=0745330
http://www.ams.org/mathscinet-getitem?mr=2971722
http://www.ams.org/mathscinet-getitem?mr=1676768
http://www.ams.org/mathscinet-getitem?mr=3205556
http://www.ams.org/mathscinet-getitem?mr=0553909
http://www.ams.org/mathscinet-getitem?mr=1675098
http://www.ams.org/mathscinet-getitem?mr=1051633
http://www.ams.org/mathscinet-getitem?mr=1149069


2848 E. BAYRAKTAR AND J. QIU

[28] QIU, J. (2018). Hörmander-type theorem for Itô processes and related backward SPDEs.
Bernoulli 24 956–970. MR3706782

[29] QIU, J. and TANG, S. (2012). Maximum principle for quasi-linear backward stochastic partial
differential equations. J. Funct. Anal. 262 2436–2480. MR2876411

[30] QIU, J. and TANG, S. (2013). On backward doubly stochastic differential evolutionary system.
Available at arXiv:1309.4152 [math.FA].

[31] QIU, J., TANG, S. and YOU, Y. (2012). 2D backward stochastic Navier–Stokes equations with
nonlinear forcing. Stochastic Process. Appl. 122 334–356. MR2860452

[32] QIU, J. and WEI, W. (2014). On the quasi-linear reflected backward stochastic partial differ-
ential equations. J. Funct. Anal. 267 3598–3656. MR3266242

[33] REN, J., RÖCKNER, M. and WANG, F.-Y. (2007). Stochastic generalized porous media and
fast diffusion equations. J. Differential Equations 238 118–152. MR2334594

[34] TANG, S. and WEI, W. (2016). On the Cauchy problem for backward stochastic partial differ-
ential equations in Hölder spaces. Ann. Probab. 44 360–398. MR3456341

[35] TESSITORE, G. (1996). Existence, uniqueness and space regularity of the adapted solutions of
a backward SPDE. Stoch. Anal. Appl. 14 461–486. MR1402690

[36] ZHOU, X. Y. (1993). On the necessary conditions of optimal controls for stochastic partial
differential equations. SIAM J. Control Optim. 31 1462–1478. MR1242211

DEPARTMENT OF MATHEMATICS

UNIVERSITY OF MICHIGAN

530 CHURCH STREET

ANN ARBOR, MICHIGAN 48109-1109
USA
E-MAIL: erhan@umich.edu

DEPARTMENT OF MATHEMATICS

AND STATISTICS

UNIVERSITY OF CALGARY

2500 UNIVERSITY DRIVE NW
CALGARY, ALBERTA T2N 1N4
CANADA

E-MAIL: jinniao.qiu@ucalgary.ca

http://www.ams.org/mathscinet-getitem?mr=3706782
http://www.ams.org/mathscinet-getitem?mr=2876411
http://arxiv.org/abs/arXiv:1309.4152
http://www.ams.org/mathscinet-getitem?mr=2860452
http://www.ams.org/mathscinet-getitem?mr=3266242
http://www.ams.org/mathscinet-getitem?mr=2334594
http://www.ams.org/mathscinet-getitem?mr=3456341
http://www.ams.org/mathscinet-getitem?mr=1402690
http://www.ams.org/mathscinet-getitem?mr=1242211
mailto:erhan@umich.edu
mailto:jinniao.qiu@ucalgary.ca

	Introduction
	Preliminaries and main result
	Notation and deﬁnition of solutions to BSPDEs
	Assumptions and main result

	Existence and uniqueness of a strong solution for general nonlinear BSPDEs
	The a priori estimates
	Existence and uniqueness of a strong solution (proof of Theorem 3.1)

	Proof of Theorem 2.1
	Appendix A: An Itô formula for the square norm of solutions of SPDEs
	Appendix B: Proof of Lemma 4.1
	References
	Author's Addresses

