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IMPROVED FRÉCHET–HOEFFDING BOUNDS ON d-COPULAS
AND APPLICATIONS IN MODEL-FREE FINANCE

BY THIBAUT LUX1,2 AND ANTONIS PAPAPANTOLEON2

TU Berlin

We derive upper and lower bounds on the expectation of f (S) under de-
pendence uncertainty, that is, when the marginal distributions of the random
vector S = (S1, . . . , Sd ) are known but their dependence structure is partially
unknown. We solve the problem by providing improved Fréchet–Hoeffding
bounds on the copula of S that account for additional information. In partic-
ular, we derive bounds when the values of the copula are given on a compact
subset of [0,1]d , the value of a functional of the copula is prescribed or dif-
ferent types of information are available on the lower dimensional marginals
of the copula. We then show that, in contrast to the two-dimensional case,
the bounds are quasi-copulas but fail to be copulas if d > 2. Thus, in order
to translate the improved Fréchet–Hoeffding bounds into bounds on the ex-
pectation of f (S), we develop an alternative representation of multivariate
integrals with respect to copulas that admits also quasi-copulas as integra-
tors. By means of this representation, we provide an integral characteriza-
tion of orthant orders on the set of quasi-copulas which relates the improved
Fréchet–Hoeffding bounds to bounds on the expectation of f (S). Finally, we
apply these results to compute model-free bounds on the prices of multi-
asset options that take partial information on the dependence structure into
account, such as correlations or market prices of other traded derivatives. The
numerical results show that the additional information leads to a significant
improvement of the option price bounds compared to the situation where only
the marginal distributions are known.

1. Introduction. In recent years, model uncertainty and uncertainty quantifi-
cation have become ever more important topics in many areas of applied math-
ematics. Where traditionally the focus was on computing quantities of interest
given a certain model, one today faces more frequently the challenge of estimat-
ing quantities in the absence of a fully specified model. In a probabilistic setting,
one is interested in the expectation of f (S), where f : Rd → R is a function

Received March 2016; revised January 2017.
1Supported by the DFG Research Training Group 1845 “Stochastic Analysis with Applications in

Biology, Finance and Physics.”
2Supported by the PROCOPE project “Financial markets in transition: mathematical models and

challenges.”
MSC2010 subject classifications. 62H05, 60E15, 91G20.
Key words and phrases. Improved Fréchet–Hoeffding bounds, quasi-copulas, stochastic domi-

nance for quasi-copulas, model-free option pricing.

3633

http://www.imstat.org/aap/
https://doi.org/10.1214/17-AAP1292
http://www.imstat.org
http://www.ams.org/mathscinet/msc/msc2010.html


3634 T. LUX AND A. PAPAPANTOLEON

and S = (S1, . . . , Sd) is a random vector whose probability distribution is par-
tially unknown. In this paper, we consider the problem of finding upper and lower
bounds on the expectation of f (S) when the marginal distributions Fi of Si are
known while the dependence structure of S is partially unknown. This setting is
referred to in the literature as dependence uncertainty. The problem has an ex-
tensive history and several approaches to its solution have been developed. In the
two-dimensional case, Makarov [14] solved the problem for the quantile function
of f (x1, x2) = x1 + x2, while Rüschendorf [24] considered more general func-
tions f fulfilling some monotonicity requirements. Both focused on the situation
of complete dependence uncertainty, that is, when no information on the depen-
dence structure of S is available. Since then, solutions to this problem have evolved
predominantly along the lines of optimal transportation, optimization theory and
Fréchet–Hoeffding bounds.

In this paper we take the latter approach to solving the problem in d ≥ 2 dimen-
sions and for functions f satisfying certain monotonicity properties. Assuming
that the marginal distributions Fi of Si are known and applying Sklar’s theorem,
the problem can be reformulated as a minimization or maximization problem over
the class of copulas that are compatible with the available information on S. Us-
ing results from the theory of multivariate stochastic orders, bounds on the set of
copulas can then be translated into bounds on the expectation of f (S).

In the case of complete dependence uncertainty, that is, when only the marginals
are known and no information on the joint behavior of the constituents of S is
available, the bounds on the set of copulas are given by the well-known Fréchet–
Hoeffding bounds. They can, however, be improved in the presence of additional
information on the copula. In case d = 2, Nelsen [17] derived improved Fréchet–
Hoeffding bounds if the copula of S is known at a single point. Similar improve-
ments of the bivariate Fréchet–Hoeffding bounds were provided by Rachev and
Rüschendorf [21] when the copula is known on an arbitrary set and by Nelsen,
Quesada-Molina, Rodríguez-Lallena and Úbeda-Flores [18] for the case in which
a measure of association such as Kendall’s τ or Spearman’s ρ is prescribed.
Tankov [28] recently generalized these results by improving the bivariate Fréchet–
Hoeffding bounds if the copula is known on a compact set or the value of a mono-
tonic functional of the copula is prescribed. Since the bounds are in general not
copulas but quasi-copulas, Tankov also provided sufficient conditions under which
the improved bounds are copulas.

In Sections 3 and 4, we establish improved Fréchet–Hoeffding bounds on the set
of d-dimensional copulas whose values are known on an arbitrary compact sub-
set of [0,1]d . Moreover, we provide analogous improvements when the value of a
functional of the copula is prescribed or different types of information are avail-
able on the lower-dimensional margins of the copula. We further show that the
improved bounds are quasi-copulas but fail to be copulas under fairly general as-
sumptions. This constitutes a significant difference between the high-dimensional
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and the bivariate case, in which Tankov [28] and Bernard, Jiang and Vanduffel [1]
showed that the improved bounds are copulas under quite relaxed conditions.

Since our improved Fréchet–Hoeffding bounds are merely quasi-copulas, re-
sults from stochastic order theory which translate bounds on the copula of S into
bounds on the expectation of f (S) do not apply. Even worse, the integrals with
respect to quasi-copulas are not well defined. Therefore, we derive in Section 5 an
alternative representation of multivariate integrals with respect to copulas, which
admits also quasi-copulas as integrators, and establish integrability and continuity
properties of this representation. Moreover, we provide an integral characteriza-
tion of the lower and upper orthant order on the set of quasi-copulas, analogous to
previous results on integral stochastic orders for copulas. These orders generalize
the concept of first order stochastic dominance for multvariate distributions. Our
results show that the representation of multivariate integrals is monotonic with re-
spect to the upper or lower orthant order on the set of quasi-copulas for a large
class of integrands. This enables us to compute bounds on the expectation of f (S)

that account for the available information on the marginal distributions and the
copula of S.

Finally, we apply our results in order to compute bounds on the prices of Euro-
pean, path-independent options in the presence of dependence uncertainty. These
bounds are typically called model-free or model-independent in the literature, since
no probabilistic model is assumed for the marginals or the dependence structure.
More specifically, we assume that S models the terminal value of financial as-
sets whose risk-free marginal distributions can be inferred from market prices of
traded vanilla options on its constituents. Moreover, we suppose that additional in-
formation on the dependence structure of S can be obtained from prices of traded
derivatives on S or a subset of its components. This could be, for instance, in-
formation about the pairwise correlations of the components or prices of traded
multi-asset options. Then the improved Fréchet–Hoeffding bounds and the inte-
gral characterization of orthant orders allow us to efficiently compute bounds on
the set of arbitrage-free prices of f (S) that are compatible with the available in-
formation on the distribution of S. The payoff function f should satisfy certain
monotonicity conditions that hold for a plethora of options, such as digitals and
options on the mininum or maximum of several assets; however, basket options
are excluded. In addition, the obtained bounds are not sharp in general. However,
the numerical results show that the improved Fréchet–Hoeffding bounds that take
additional dependence information into account lead to a significant improvement
of the option price bounds compared to the ones obtained from the “standard”
Fréchet–Hoeffding bounds.

2. Notation and preliminary results. In this section, we introduce the nota-
tion and some basic results that will be used throughout this work. Let d ≥ 2 be an
integer. In the sequel, I denotes the unit interval [0,1], 1 denotes the vector with
all entries equal to one, that is, 1 = (1, . . . ,1), while boldface letters, for example,
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u, v or x, denote vectors in Id , Rd or R
d = [−∞,∞]d . Moreover, ⊆ denotes the

inclusion between sets and ⊂ the proper inclusion, while we refer to functions as
increasing when they are not decreasing.

The finite difference operator � will be used frequently. It is defined for a func-
tion f : Rd →R and a, b ∈ R with a ≤ b via

�i
a,bf (x1, . . . , xd) = f (x1, . . . , xi−1, b, xi+1, . . . , xd)

− f (x1, . . . , xi−1, a, xi+1, . . . , xd).

DEFINITION 2.1. A function f : Rd →R is called d-increasing if for all rect-
angular subsets H = (a1, b1] × · · · × (ad, bd ] ⊂ Rd it holds that

(2.1) Vf (H) := �d
ad,bd

◦ · · · ◦ �1
a1,b1

f ≥ 0.

Analogously, a function f is called d-decreasing if −f is d-increasing. Moreover,
Vf (H) is called the f -volume of H .

DEFINITION 2.2. A function Q : Id → I is a d-quasi-copula if the following
properties hold:

(QC1) Q satisfies, for all i ∈ {1, . . . , d}, the boundary conditions

Q(u1, . . . , ui = 0, . . . , ud) = 0 and Q(1, . . . ,1, ui,1, . . . ,1) = ui.

(QC2) Q is increasing in each argument.
(QC3) Q is Lipschitz continuous, that is, for all u,v ∈ Id

∣∣Q(u1, . . . , ud) − Q(v1, . . . , vd)
∣∣≤ d∑

i=1

|ui − vi |.

Moreover, Q is a d-copula if:

(QC4) Q is d-increasing.

We denote the set of all d-quasi-copulas by Qd and the set of all d-copulas by
Cd . Obviously, Cd ⊂ Qd . In the sequel, we will simply refer to a d-(quasi-)copula
as (quasi-)copula if the dimension is clear from the context. Furthermore, we refer
to elements in Qd \ Cd as proper quasi-copulas.

Let C be a d-copula and consider d univariate probability distribution func-
tions F1, . . . ,Fd . Then F(x1, . . . , xd) := C(F1(x1), . . . ,Fd(xd)), for all x ∈ Rd ,
defines a d-dimensional distribution function with univariate margins F1, . . . ,Fd .
The converse also holds by Sklar’s theorem (cf. Sklar [27]), that is, for each d-
dimensional distribution function F with univariate marginals F1, . . . ,Fd , there
exists a copula C such that F(x1, . . . , xd) = C(F1(x1), . . . ,Fd(xd)) for all x ∈ Rd .
In this case, the copula C is unique if the marginals are continuous. A simple and
elegant proof of Sklar’s theorem based on the distributional transform can be found
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in Rüschendorf [26]. Sklar’s theorem establishes a fundamental link between cop-
ulas and multivariate distribution functions. Thus, given a random vector we will
refer to its copula, that is, the copula corresponding to the distribution function of
this random vector.

Let Q be a copula. We define its survival function as follows:

Q̂(u1, . . . , ud) := VQ

(
(u1,1] × · · · × (ud,1]), u ∈ Id .

The survival function is illustrated for d = 3 below:

Q̂(u1, u2, u3) = 1 − Q(u1,1,1, ) − Q(1, u2,1) − Q(1,1, u3)

+ Q(u1, u2,1) + Q(u1,1, u3) + Q(1, u2, u3) − Q(u1, u2, u3).

A well-known result states that if C is a copula then the function u 
→ Ĉ(1 −
u), u ∈ Id , is again a copula, namely the survival copula of C; see, for example,
Georges, Lamy, Nicolas, Quibel and Roncalli [10]. In contrast, if Q is a quasi-
copula then u 
→ Q̂(1 − u) is not a quasi-copula in general; see Example 2.5 for a
counterexample. We will refer to functions Q̂ : Id → I as quasi-survival functions
when u 
→ Q̂(1 − u) is a quasi-copula. Let us point out that for a distribution
function F of a random vector S = (S1, . . . , Sd) with marginals F1, . . . ,Fd and a
corresponding copula C such that F(x1, . . . , xd) = C(F1(x1), . . . ,Fd(xd)) it holds
that

(2.2) P(S1 > x1, . . . , Sd > xd) = Ĉ
(
F1(x1), . . . ,Fd(xd)

)
.

DEFINITION 2.3. Let Q1,Q2 be d-quasi-copulas. Q2 is larger than Q1 in
the lower orthant order, denoted by Q1 �LO Q2, if Q1(u) ≤ Q2(u) for all u ∈
Id . Analogously, Q2 is larger than Q1 in the upper orthant order, denoted by
Q1 �UO Q2 if Q̂1(u) ≤ Q̂2(u) for all u ∈ Id . Moreover, the concordance order is
defined via �UO and �LO, namely Q2 is larger than Q1 in concordance order if
Q1 �UO Q2 and Q1 �LO Q2.

REMARK 2.4. The lower and the upper orthant orders coincide when d = 2.
Hence they also coincide with the concordance order.

The well-known Fréchet–Hoeffding theorem establishes the minimal and max-
imal bounds on the set of copulas or quasi-copulas in the lower orthant order. In
particular, for each Q ∈ Cd or Q ∈ Qd , it holds that

Wd(u) := max

{
0,

d∑
i=1

ui − d + 1

}
≤ Q(u) ≤ min{u1, . . . , ud} =: Md(u),

for all u ∈ Id , that is, Wd �LO Q �LO Md , where Wd and Md are the lower and
upper Fréchet–Hoeffding bounds, respectively. The upper bound is a copula for all
d ≥ 2, whereas the lower bound is a copula only if d = 2 and a proper quasi-copula
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otherwise. A proof of this theorem can be found in Genest, Quesada-Molina,
Rodríguez-Lallena and Sempi [9].

A bound over a set of copulas, respectively, quasi-copulas, is called sharp if it
belongs again to this set. Thus the upper Fréchet–Hoeffding bound is sharp for
the set of copulas and quasi-copulas. Although the lower bound is not sharp for
the set of copulas unless d = 2, it is (pointwise) best-possible for all d ∈ N in the
following sense:

Wd(u) = inf
C∈Cd

C(u), u ∈ Id;
cf. Theorem 6 in Rüschendorf [25].

Since the properties of the Fréchet–Hoeffding bounds carry over to the set of
survival copulas in a straightforward way, one obtains similarly for any C ∈ Cd

bounds with respect to the upper orthant order as follows:

Wd(1 − u1, . . . ,1 − ud) ≤ Ĉ(u1, . . . , ud)

≤ Md(1 − u1, . . . ,1 − ud) for all u ∈ Id .

EXAMPLE 2.5. Consider the lower Fréchet–Hoeffding bound in dimension 3,
that is, W3. Then W3 is a quasi-copula; however, u 
→ W3(1 − u) is not a quasi-
copula again. To this end, notice that quasi-copulas take values in [0,1], while

Ŵ3

(
1

2
,

1

2
,

1

2

)
= −1

2
.

3. Improved Fréchet–Hoeffding bounds under partial information on the
dependence structure. In this section, we develop bounds on d-copulas that im-
prove the classical Fréchet–Hoeffding bounds by assuming that partial information
on the dependence structure is available. This information can be the knowledge
either of the copula on a subset of Id , or of a measure of association, or of some
lower-dimensional marginals of the copula. Analogous improvements can be ob-
tained for the set of survival copulas in the presence of additional information and
the respective results are presented in Appendix A. The first result provides im-
proved Fréchet–Hoeffding bounds assuming that the copula is known on a subset
of Id . The corresponding bounds for d = 2 have been provided by Rachev and
Rüschendorf [21], Nelsen [17] and Tankov [28].

THEOREM 3.1. Let S ⊂ Id be a compact set and Q∗ be a d-quasi-copula.
Consider the set

QS,Q∗ := {
Q ∈ Qd : Q(x) = Q∗(x) for all x ∈ S

}
.

Then, for all Q ∈ QS,Q∗
, it holds that

QS,Q∗
(u) ≤ Q(u) ≤ Q

S,Q∗
(u) for all u ∈ Id,

QS,Q∗
(u) = Q(u) = Q

S,Q∗
(u) for all u ∈ S,

(3.1)
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where the bounds QS,Q∗
and Q

S,Q∗
are provided by

QS,Q∗
(u) = max

(
0,

d∑
i=1

ui − d + 1,max
x∈S

{
Q∗(x) −

d∑
i=1

(xi − ui)
+
})

,

Q
S,Q∗

(u) = min

(
u1, . . . , ud,min

x∈S

{
Q∗(x) +

d∑
i=1

(ui − xi)
+
})

.

(3.2)

Furthermore, the bounds QS,Q∗
,Q

S,Q∗
are d-quasi-copulas, hence they are

sharp.

PROOF. We start by considering a prescription at a single point, that is,

we let S = {x} for x ∈ Id , and show that Q{x},Q∗
and Q

{x},Q∗
, provided

by (3.2) for S = {x}, satisfy (3.1) for all Q ∈ Q{x},Q∗
. In this case, anal-

ogous results were provided by Rodríguez-Lallena and Úbeda-Flores [22].
We present below a simpler, direct proof. Let Q ∈ Q{x},Q∗

be arbitrary and
(u1, . . . , ud), (u1, . . . , ui−1, xi, ui+1, . . . , ud) ∈ Id , then it follows from the Lip-
schitz property of Q and the fact that Q is increasing in each coordinate that

−(ui − xi)
+ ≤ Q(u1, . . . , ui−1, xi, ui+1, . . . , ud) − Q(u1, . . . , ud) ≤ (xi − ui)

+.

Using the telescoping sum,

Q(x1, . . . , xd) − Q(u1, . . . , ud)

= Q(x1, . . . , xd) − Q(u1, x2, . . . , xd) + Q(u1, x2, . . . , xd)

− Q(u1, u2, x3, . . . , xd) + · · · + Q(u1, . . . , ud−1, xd) − Q(u1, . . . , ud)

we arrive at

−
d∑

i=1

(ui − xi)
+ ≤ Q(x1, . . . , xd) − Q(u1, . . . , ud) ≤

d∑
i=1

(xi − ui)
+

which is equivalent to

Q(x1, . . . , xd)−
d∑

i=1

(xi −ui)
+ ≤ Q(u1, . . . , ud) ≤ Q(x1, . . . , xd)+

d∑
i=1

(ui −xi)
+.

The prescription yields further that Q(x1, . . . , xd) = Q∗(x1, . . . , xd), from which
follows that

Q∗(x1, . . . , xd) −
d∑

i=1

(xi − ui)
+

≤ Q(u1, . . . , ud) ≤ Q∗(x1, . . . , xd) +
d∑

i=1

(ui − xi)
+,
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while incorporating the Fréchet–Hoeffding bounds yields

max

{
0,

d∑
i=1

ui − d + 1,Q∗(x1, . . . , xd) −
d∑

i=1

(xi − ui)
+
}

≤ Q(u1, . . . , ud)

≤ min

{
u1, . . . , ud,Q∗(x1, . . . , xd) +

d∑
i=1

(ui − xi)
+
}
,

(3.3)

showing that the inequalities in (3.1) are valid for S = {x}. Moreover, since
Wd(x) ≤ Q∗(x) ≤ Md(x) it holds that

Q{x},Q∗
(x) = max

{
0,

d∑
i=1

xi − d + 1,Q∗(x1, . . . , xd)

}
= Q∗(x),

Q
{x},Q∗

(x) = min
{
x1, . . . , xd,Q∗(x1, . . . , xd)

}= Q∗(x),

showing that the equalities in (3.1) are valid for S = {x}.
Next, let S be a compact set which is not a singleton and consider a Q ∈ QS,Q∗

.
We know from the arguments above that Q(u) ≥ Q{x},Q∗

(u) for all x ∈ S , there-
fore,

(3.4) Q(u) ≥ max
x∈S

{
Q{x},Q∗

(u)
}= QS,Q∗

(u).

Analogously, we get for the upper bound that

(3.5) Q(u) ≤ min
x∈S

{
Q

{x},Q∗
(u)
}= Q

S,Q∗
(u),

hence the inequalities in (3.1) are valid. Moreover, if u ∈ S then Q(u) = Q∗(u)

for all Q ∈ QS,Q∗
and using the Lipschitz property of quasi-copulas we obtain

max
x∈S

{
Q∗(x) −

d∑
i=1

(xi − ui)
+
}

= Q∗(u) and

min
x∈S

{
Q∗(x) +

d∑
i=1

(ui − xi)
+
}

= Q∗(u).

Hence, using again that Q∗ satisfies the Fréchet–Hoeffding bounds we arrive at

QS,Q∗
(u) = Q(u) = Q

S,Q∗
(u).

Finally, it remains to show that both bounds are d-quasi-copulas:

• In order to show that (QC1) holds, first consider the case S = {x}. Let

(u1, . . . , ud) ∈ Id with ui = 0 for one i ∈ {1, . . . , d}. Then Q
S,Q∗

(u) is obvi-
ously zero, and QS,Q∗

(u) = max{0,Q∗(x) − xi −∑
j =i(xj − uj )

+} = 0 be-
cause Q∗(x) ≤ min{x1, . . . , xd}, that is, Q∗(x) − xi −∑j =i (xj − uj )

+ ≤ 0 for
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all x ∈ S . Moreover, for (u1, . . . , ud) ∈ Id with ui = 1 for all i ∈ {1, . . . , d}\{j},
the upper bound equals Q

S,Q∗
(u) = min{uj ,Q

∗(x) + ∑d
i=1(ui − xi)

+} and
since

Q∗(x) +
d∑

i=1

(ui − xi)
+ = Q∗(x) + ∑

i∈{1,...,d}\{j }
(1 − xi) + (uj − xj )

+

= Q∗(x) + d − 1 − ∑
i∈{1,...,d}\{j}

xi + (uj − xj )
+

≥ Wd(x) + d − 1 − ∑
i∈{1,...,d}\{j}

xi + (uj − xj )
+

≥ xj + (uj − xj )
+ ≥ uj ,

it follows that Q∗(u) = uj , hence Q
S,Q∗

(u) = uj . Similarly, the lower bound
amounts to QS,Q∗

(u) = max{0, uj ,Q
∗(x) − (xj − uj )

+} which equals uj be-
cause Q∗(x) − (xj − uj )

+ ≤ Md(x) − (xj − uj )
+ ≤ uj . The boundary con-

ditions hold analogously for S containing more than one element due to the
continuity of the maximum and minimum functions and relationships (3.4) and
(3.5).

• Both bounds are obviously increasing in each variable, thus (QC2) holds.
• Finally, taking the pointwise minimum and maximum of Lipschitz functions

preserves the Lipschitz property, thus both bounds satisfy (QC3). �

REMARK 3.2. The bounds in Theorem 3.1 hold analogously for prescriptions
on copulas, that is, for all C in CS,Q∗ = {C ∈ Cd : C(x) = Q∗(x) for all x ∈ S}
where Q∗ and S are as above, it holds that QS,Q∗

(u) ≤ C(u) ≤ Q
S,Q∗

(u) for all
u ∈ Id . Let us point out that the set CS,Q∗

may possibly be empty, depending on
the prescription. We will not investigate the requirements on the prescription for
CS,Q∗

to be nonempty. A detailed discussion of this issue in the two-dimensional
case can be found in Mardani-Fard, Sadooghi-Alvandi and Shishebor [15].

Next, we derive improved bounds on d-quasi-copulas when values of real-
valued functionals of the quasi-copulas are prescribed. Examples of such func-
tionals are the multivariate generalizations of Spearman’s rho and Kendall’s tau
given in Taylor [29]. Moreover, in the context of multi-asset option pricing, exam-
ples of such functionals are prices of spread or digital options. Analogous results
for d = 2 are provided by Nelsen [17] and Tankov [28].

THEOREM 3.3. Let ρ : Qd → R be increasing with respect to the lower or-
thant order on Qd and continuous with respect to the pointwise convergence of
quasi-copulas. Define

Qρ,θ := {
Q ∈Qd : ρ(Q) = θ

}
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for θ ∈ (ρ(Wd), ρ(Md)). Then the following bounds hold:

Qρ,θ (u) := min
{
Q(u) : Q ∈ Qρ,θ}

=
{
ρ−1+ (u, θ) θ ∈ [ρ(Q{u},Wd(u))

, ρ(Md)
]
,

Wd(u) else,

and

Q
ρ,θ

(u) := max
{
Q(u) : Q ∈Qρ,θ}

=
{
ρ−1− (u, θ) θ ∈ [ρ(Wd), ρ

(
Q{u},Md(u))],

Md(u) else,

and these are again quasi-copulas. Here,

ρ−1− (u, θ) = max
{
r : ρ

(
Q{u},r)= θ

}
and

ρ−1+ (u, θ) = min
{
r : ρ

(
Q

{u},r)= θ
}
,

while the quasi-copulas Q{u},r and Q
{u},r

are given in Theorem 3.1 for r ∈ I.

PROOF. We will show that the upper bound is valid, while the proof for the
lower bound follows analogously. First, note that due to the continuity of ρ w.r.t.
the pointwise convergence of quasi-copulas and the compactness of Qd , we get
that the set {Q(u) : Q ∈ Qρ,θ } is compact, hence

sup
{
Q(u) : Q ∈ Qρ,θ}= max

{
Q(u) : Q ∈ Qρ,θ}.

Next, let θ ∈ [ρ(Wd), ρ(Q{u},Md(u))], then Q
ρ,θ

(u) ≤ ρ−1− (u, θ) due to the con-

struction of ρ−1− (u, θ). Moreover, it holds that ρ(Q{u},ρ−1− (u,θ)) = θ since r 
→
ρ(Q{u},r ) is increasing and continuous, therefore, Q

ρ,θ
(u) ≥ ρ−1− (u, θ). Hence

we can conclude that Q
ρ,θ

(u) = ρ−1− (u, θ) whenever θ ∈ [ρ(Wd), ρ(Q{u},Md(u))].
Now, let θ > ρ(Q{u},Md(u)), then θ ∈ (ρ(Q{u},Md(u)), ρ(Md)]. Consider Qα =

αMd + (1 − α)Q{u},Md(u), for α ∈ [0,1], then ρ(Q0) < θ and ρ(Q1) ≥ θ . Since
α 
→ ρ(Qα) is continuous there exists an α with ρ(Qα) = θ . Since Qα(u) =
Md(u) for all α ∈ [0,1] it follows that Md(u) ≤ max{Q(u) : Q ∈ Qρ,θ }, while
the reverse inequality holds due to the upper Fréchet–Hoeffding bound.

Finally, using Theorem 2.1 in Rodríguez-Lallena and Úbeda-Flores [22] we get
immediately that the bounds are again quasi-copulas. �

REMARK 3.4. The bounds in Theorem 3.3 hold analogously for copulas, that
is, for ρ and θ as in Theorem 3.3 we have Qρ,θ �LO C �LO Q

ρ,θ
for all C ∈ {C ∈

Cd : ρ(C) = θ}.
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REMARK 3.5. The bounds Qρ,θ and Q
ρ,θ

do not belong to the set Qρ,θ in
general. A counterexample in dimension 2 is provided by combining Tankov [28],
Theorem 2, with Nelsen et al. [18], Corollary 3(h). Indeed, from the first reference
we get that

Qρ,θ (u) = min
{
Q(u) : Q ∈ Qρ,θ ∩ C2} and

Q
ρ,θ

(u) = max
{
Q(u) : Q ∈ Qρ,θ ∩ C2},

while the second one shows that neither of these bounds belongs to Qρ,θ when
θ ∈ (−1,1), where ρ stands for Kendall’s tau in this case.

In the next theorem we construct improved Fréchet–Hoeffding bounds assum-
ing that information only on some lower-dimensional marginals of a quasi-copula
is available. This result corresponds to the situation where one is interested in a
high-dimensional random vector, however, information on the dependence struc-
ture is only available for lower-dimensional vectors thereof. As an example, in
mathematical finance one is interested in options on several assets, however, in-
formation on the dependence structure—stemming, for example, from other liquid
option prices—is typically available only on pairs of those assets.

Let us introduce a convenient subscript notation for the lower-dimensional
marginals of a quasi-copula. Consider a subset I = {i1, . . . , in} ⊂ {1, . . . , d} and
define the projection of a vector u ∈ Rd to the lower-dimensional space Rn via
uI := (ui1, . . . , uin) ∈ Rn. Moreover, define the lift of the vector uI ∈ Rn to the
higher-dimensional space Rd by u′

I =: v ∈ Rd where vi = ui if i ∈ I and vi = 1 if
i /∈ I . Then we can define the I -margin of the d-quasi-copula Q via QI : In → I

with uI 
→ Q(u′
I ).

REMARK 3.6. Let u ∈ Id and I ⊂ {1, . . . , d}. Then, by first projecting u and
then lifting it back, we get that u ≤ u′

I (where ≤ denotes the componentwise or-
der). Hence, by (QC2) we get that Q(u) ≤ QI(uI ) = Q(u′

I ).

THEOREM 3.7. Let I1, . . . , Ik be subsets of {1, . . . , d} with |Ij | ≥ 2 for j ∈
{1, . . . , k} and |Ii ∩ Ij | ≤ 1 for i, j ∈ {1, . . . , k}, i = j . Let Q

j
, Qj be |Ij |-quasi-

copulas with Q
j
�LO Qj for j = 1, . . . , k, and consider the set:

QI = {
Q ∈Qd : Q

j
�LO QIj

�LO Qj, j = 1, . . . , k
}
,

where QIj
are the Ij -margins of Q. Then QI is nonempty and the following

bounds hold:

QI(u) := min
{
Q(u) : Q ∈ QI }

= max
(

max
j∈{1,...,k}

{
Q

j
(uIj

) + ∑
l∈{1,...,d}\Ij

(ul − 1)

}
,Wd(u)

)
,
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Q
I
(u) := max

{
Q(u) : Q ∈ QI }

= min
(

min
j∈{1,...,k}

{
Qj(uIj

)
}
,Md(u)

)
.

Moreover QI,Q
I ∈ QI , hence the bounds are sharp.

PROOF. Let Q ∈ QI and u ∈ Id . We first show that the upper bound Q
I

is
valid. It follows directly from Remark 3.6 that

Q(u) ≤ Q
(
u′

Ij

)= QIj
(uIj

) ≤ Qj(uIj
) for all j = 1, . . . , k,

hence Q(u) ≤ minj∈{1,...,k}{Qj(uIj
)}. Incorporating the upper Fréchet–Hoeffding

bound yields Q
I
. Moreover, (QC1) and (QC2) follow immediately since Qj are

quasi-copulas for j = 1, . . . , k, while Q
I

is a composition of Lipschitz functions,

and hence Lipschitz itself, that is, (QC3) also holds. Thus Q
I

is indeed a quasi-
copula.

As for the lower bound, using once more the projection and lift operations and
the Lipschitz property of quasi-copulas we have

Q(u) ≥ Q
(
u′

Ij

)+ ∑
l∈{1,...,d}\Ij

(ul − 1) = QIj
(uIj

) + ∑
l∈{1,...,d}\Ij

(ul − 1)

≥ Q
j
(uIj

) + ∑
l∈{1,...,d}\Ij

(ul − 1) for all j = 1, . . . , k.

Therefore,

(3.6) Q(u) ≥ max
j∈{1,...,k}

{
Q

j
(uIj

) + ∑
l∈{1,...,d}\Ij

(ul − 1)

}
,

and including the lower Fréchet–Hoeffding bound yields QI . In order to verify
that QI is a quasi-copula, first consider u ∈ Id with ui = 0 for at least one i ∈
{1, . . . , d}. Then Wd(u) = 0,

Q
j
(uIj

) + ∑
l∈{1,...,d}\Ij

(ul − 1) ≤ Q
j
(uIj

) − 1 ≤ 0 if i ∈ {1, . . . , d} \ Ij ,

and

Q
j
(uIj

) + ∑
l∈{1,...,d}\Ij

(ul − 1) = ∑
l∈{1,...,d}\Ij

(ul − 1) ≤ 0 if i ∈ Ij ,

for all j = 1, . . . , k. Hence QI(u) = 0. In addition, for u ∈ Id with u = u′{i}, it
follows that Wd(u) = ui and

Q
j
(uIj

) + ∑
l∈{1,...,d}\Ij

(ul − 1) = 1 + (ui − 1) = ui if i ∈ {1, . . . , d} \ Ij ,
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while clearly Q
j
(uIj

) = ui if i ∈ Ij , for all j = 1, . . . , d . Hence QI(u) = ui ,

showing that QI fulfills (QC1). (QC2) is immediate, while noting that QI is a
composition of Lipschitz functions, and hence Lipschitz itself shows that the lower
bound is also a d-quasi-copula.

Finally, knowing that QI , Q
I

are quasi-copulas it remains to show that both
bounds are in QI , that is, we need to show that Q

j
� (QI )Ij

, (Q
I
)Ij

� Qj for

all j = 1, . . . , k. For the upper bound, it holds by definition that (Q
I
)Ij

� Qj for
j = 1, . . . , k. Moreover, since |Ii ∩ Ij | ≤ 1 it follows that (Q

I
)Ij

= Qj , hence

Q
j
� (Q

I
)Ij

� Qj for j = 1, . . . , k and Q
I ∈ QI . By the same argument, it holds

for the lower bound that (QI )Ij
= Q

j
for j = 1, . . . , d , thus Q

j
� (QI )Ij

� Qj

for j = 1, . . . , k, showing that Q
j
� (QI )Ij

, (Q
I
)Ij

� Qj holds indeed. �

REMARK 3.8. The bounds in Theorem 3.7 hold analogously for copulas. That
is, for subsets I1, . . . , Ik and quasi-copulas Q

j
, Qj as in Theorem 3.7 and defining

CI := {
C ∈ Cd : Q

j
�LO CIj

�LO Qj, j = 1, . . . , k
}

it follows that QI �LO C �LO Q
I

for all C ∈ CI .

4. Are the improved Fréchet–Hoeffding bounds copulas? An interesting
question arising now is under what conditions the improved Fréchet–Hoeffding
bounds are copulas and not merely quasi-copulas. This would allow us, for exam-
ple, to translate those bounds on the copulas to bounds on the expectations with
respect to the underlying random variables. Tankov [28] showed that if d = 2, then

QS,Q∗
and Q

S,Q∗
are copulas under certain constraints on the set S . In particular,

if S is increasing (also called comonotone), that is, if (u1, u2), (v1, v2) ∈ S then
(u1 −v1)(u2 −v2) ≥ 0 holds, then the lower bound QS,Q∗

is a copula. Conversely,
if S is decreasing (also called countermonotone), that is, if (u1, u2), (v1, v2) ∈ S
then (u1 − v1)(u2 − v2) ≤ 0 holds, then the upper bound Q

S,Q∗
is a copula.

Bernard et al. [1] relaxed these constraints and provided minimal conditions on
S such that the bounds are copulas. The situation, however, is more complicated
for d > 2. On the one hand, the notion of a decreasing set is not clear. On the
other hand, the following counterexample shows that the condition of S being an
increasing set is not sufficient for QS,Q∗

to be a copula.

EXAMPLE 4.1. Let S = {(u,u,u) : u ∈ [0, 1
2 ] ∪ [3

5 ,1]} ⊂ I3 and Q∗ be the
independence copula, that is, Q∗(u1, u2, u3) = u1u2u3 for (u1, u2, u3) ∈ I3. Then
S is clearly an increasing set, however QS,Q∗

is not a copula. To this end, it suf-

fices to show that the QS,Q∗
-volume of some subset of I3 is negative. Indeed, for
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[ 56
100 , 3

5 ]3 ⊂ I3 after some straightforward calculations we get that

V
QS,Q∗

([
56

100
,

3

5

]3)
=
(

3

5

)3
− 3

[(
3

5

)3
−
(

3

5
− 56

100

)]

+ 3
[(

3

5

)3
− 2

(
3

5
− 56

100

)]
−
(

1

2

)3
= −0.029 < 0.

In the trivial case where S = Id and Q∗ is a d-copula, then both bounds from
Theorem 3.1 are copulas for d > 2 since they equate to Q∗. Moreover, the up-
per bound is a copula for d > 2 if it coincides with the upper Fréchet–Hoeffding
bound. The next result shows that essentially only in these trivial situations are
the bounds copulas for d > 2. Out of instructive reasons, we first discuss the case
d = 3, and defer the general result for d > 3 to Appendix B.

THEOREM 4.2. Consider the compact subset S of I3

(4.1)
S = ([0,1] \ (s1, s1 + ε1)

)× ([0,1] \ (s2, s2 + ε2)
)

× ([0,1] \ (s3, s3 + ε3)
)
,

for εi > 0, i = 1,2,3 and let C∗ be a 3-copula (or a 3-quasi-copula) such that
3∑

i=1

εi > C∗(s + ε) − C∗(s) > 0,(4.2)

C∗(s) ≥ W3(s + ε),(4.3)

where s = (s1, s2, s3),ε = (ε1, ε2, ε3). Then QS,C∗
is a proper quasi-copula.

PROOF. Assume that C∗ is a d-copula and choose u = (u1, u2, u3) ∈ (s, s+ε)

such that

C∗(s + ε) − C∗(s) <

3∑
i=1

(si + εi − ui) and(4.4)

C∗(s + ε) − C∗(s) >
∑
i∈J

(si + εi − ui) for J = (1,2), (2,3), (1,3);(4.5)

such a u exists due to (4.2). In order to show that QS,C∗
is not 3-increasing, and

thus not a (proper) copula, it suffices to prove that V
QS,C∗ ([u, s + ε]) < 0. By the

definition of V
QS,C∗ we have

V
QS,C∗

([u, s + ε])= QS,C∗
(s + ε) − QS,C∗

(u1, s2 + ε2, s3 + ε3)

− QS,C∗
(s1 + ε1, u2, s3 + ε3) − QS,C∗

(s1 + ε1, s2 + ε2, u3)

+ QS,C∗
(u1, u2, s3 + ε3) + QS,C∗

(u1, s2 + ε2, u3)

+ QS,C∗
(s1 + ε1, u2, u3) − QS,C∗

(u).
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Analyzing the summands, we see that:

• QS,C∗
(s + ε) = C∗(s + ε) because (s + ε) ∈ S .

• The expression maxx∈S{C∗(x) −∑3
i=1(xi − vi)

+} where v = (u1, s2 + ε2, s3 +
ε3) attains its maximum either at x = s or at x = s + ε, thus equals max{C∗(s),
C∗(s+ε)− (s1 + ε1 −u1)}, while (4.5) yields that C∗(s+ε)− (s1 + ε1 −u1) >

C∗(s). Moreover, (4.3) yields C∗(s) ≥ W3(s + ε) ≥ W3(v), since u ∈ (s, s + ε).
Hence

QS,C∗
(u1, s2 + ε2, s3 + ε3) = C∗(s + ε) − (s1 + ε1 − u1),

while the expressions for the terms involving (s1 + ε1, u2, s3 + ε3) and (s1 +
ε1, s2 + ε2, u3) are analogous.

• Using the same argumentation, it follows that

QS,C∗
(u1, u2, s3 + ε3) = C∗(s + ε) − ∑

i=1,2

(si + εi − ui),

while the expressions for the terms involving (u1, s2 + ε2, u3) and (s1 +
ε1, u2, u3) are analogous.

• Moreover, QS,C∗
(u) = C∗(s), which follows from (4.3).

Therefore, putting the pieces together and using (4.4) we get that

V
QS,C∗

([u, s + ε])= C∗(s + ε) − 3C∗(s + ε) +
3∑

i=1

(si + εi − ui)

+ 3C∗(s + ε) − 2
3∑

i=1

(si + εi − ui) − C∗(s)

= C∗(s + ε) − C∗(s) −
3∑

i=1

(si + εi − ui) < 0.

Hence QS,C∗
is indeed a proper quasi-copula. �

The following result shows that the requirements in Theorem 4.2 are minimal,
in the sense that if the prescription set S is contained in a set of the form (4.1) then
the lower bound is indeed a proper quasi-copula.

COROLLARY 4.3. Let C∗ be a 3-copula and S ⊂ I3 be compact. If there exists
a compact set S ′ ⊃ S such that S ′ and Q∗ := QS,C∗

satisfy the assumptions of

Theorem 4.2, then QS,C∗
is a proper quasi-copula.

PROOF. Since Q∗ and S ′ fulfill the requirements of Theorem 4.2, it follows
that QS ′,Q∗

is a proper quasi-copula. Now, in order to prove that QS,C∗
is also a
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proper quasi-copula we will show that QS ′,Q∗ = QS,C∗
. Note first that QS,C∗

is
the pointwise lower bound of the set QS,C∗

, that is,

QS,C∗
(u) = min

{
Q(u) : Q ∈ QS,C∗}

= min
{
Q(u) : Q ∈ Q3,Q(x) = C∗(x) for all x ∈ S

}
for all u ∈ I3. Analogously, QS ′,Q∗

is the pointwise lower bound of QS ′,Q∗
. Using

the properties of the bounds and the fact that S ⊂ S ′, it follows that QS ′,Q∗
(x) =

Q∗(x) = QS,C∗
(x) = C∗(x) for all x ∈ S . Hence QS ′,Q∗ ∈ QS,C∗

, therefore, it

holds that QS,C∗
(u) ≤ QS ′,Q∗

(u) for all u ∈ I3. For the reverse inequality, note

that for all x ∈ S ′ it follows from the definition of Q∗ that QS,C∗
(x) = Q∗(x),

hence QS,C∗ ∈ QS ′,Q∗
such that QS,C∗

(u) ≥ QS ′,Q∗
(u) for all u ∈ I3. Therefore,

QS,C∗ = QS ′,Q∗
and QS,C∗

is indeed a proper quasi-copula. �

The next example illustrates Corollary 4.3 in the case where S is a singleton.

EXAMPLE 4.4. Let d = 3, C∗ be the independence copula, that is, C∗(u1,

u2, u3) = u1u2u3, and S = {1
2}3. Then the bound QS,C∗

is a proper quasi-copula
since its volume is negative, for example, V

QS,C∗ ([ 5
10 − 1

20 , 5
10 ]3) = − 1

40 < 0.

However, Theorem 4.2 does not apply since S is not of the form (4.1). Nev-
ertheless, using Corollary 4.3, we can embed S in a compact set S ′ such that
S ′ and Q∗ := QS,C∗

fulfill the conditions of Theorem 4.2. To this end, let
S ′ = ([0,1] \ (s, s + ε))3 = ([0,1] \ ( 4

10 , 5
10))3, then it follows

3∑
i=1

ε = 3

10
> Q∗

(
5

10
,

5

10
,

5

10

)
− Q∗

(
4

10
,

4

10
,

4

10

)
=
(

5

10

)3
> 0 and

Q∗
(

4

10
,

4

10
,

4

10

)
= 0 ≥ W3

(
5

10
,

5

10
,

5

10

)
= 0.

Hence Q∗ and S ′ fulfill conditions (4.2) and (4.3) of Theorem 4.2, thus it follows
from Corollary 4.3 that QS,C∗

is a proper quasi-copula.

REMARK 4.5. Analogously to Theorem 4.2 and Corollary 4.3, one obtains

that the upper bound Q
S,C∗

is a proper quasi-copula if the set S is of the form
(4.1) and the copula C∗ satisfies

3∑
i=1

εi > C∗(s + ε) − C∗(s) > 0 and C∗(s + ε) ≤ M3(s),

or if S is contained in a compact set S ′ for which the above hold. The respective
details and proofs are provided in Appendix B.
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5. Stochastic dominance for quasi-copulas. The aim of this section is to es-
tablish a link between the upper and lower orthant order on the set of quasi-copulas
and expectations of the associated random variables. Let S = (S1, . . . , Sd) be an
Rd+-valued random vector with joint distribution F and marginals F1, . . . ,Fd .
Using Sklar’s theorem, there exists a d-copula C such that F(x1, . . . , xd) =
C(F1(x1), . . . ,Fd(xd)) for all (x1, . . . , xd) ∈ Rd+. Consider a function f : Rd+ →
R; we are interested in the expectation E[f (S)], in particular in its monotonicity
properties with respect to the lower and upper orthant order on the set of quasi-
copulas. Assuming that the marginals are given, the expectation becomes a func-
tion of the copula C and the expectation operator is defined via

πf (C) := E
[
f (S)

]= ∫
Rd

f (x1, . . . , xd)dC
(
F1(x1), . . . ,Fd(xd)

)
=
∫
Id

f
(
F−1

1 (u1, ), . . . ,F
−1
d (ud)

)
dC(u1, . . . , ud).

(5.1)

This definition, however, no longer applies when C is merely a quasi-copula
since the integral in (5.1), and in particular the term dC, are no longer well de-
fined. This is due to the fact that a quasi-copula C does not necessarily induce a
(signed) measure dC to integrate against. Therefore, we will establish a multivari-
ate integration-by-parts formula, which allows for an alternative representation of
πf (C) that is suitable for quasi-copulas. Similar representations were obtained by
Rüschendorf [24] for �-monotonic functions f fulfilling certain boundary con-
ditions, and by Tankov [28] for general �-monotonic functions f : R2+ → R. In
addition, we will establish properties of the function f such that the extended map
Qd � Q 
→ πf (Q) is monotonic with respect to the lower and upper orthant order
on the set of quasi-copulas.

Rüschendorf [24] and Müller and Stoyan [16] showed that for f being �-
antitonic, respectively, �-monotonic, the map Cd � C 
→ πf (C) is increasing with
respect to the lower, respectively, upper, orthant order on the set of copulas. �-
antitonic and �-monotonic functions are defined as follows.

DEFINITION 5.1. A function f : Rd+ → R is called �-antitonic if for every
subset {i1, . . . , in} ⊆ {1, . . . , d} with n ≥ 2 and every hypercube

Śn
j=1[aj , bj ] ⊂

Rn+ with aj < bj for j = 1, . . . , n it holds that

(−1)n�
i1
a1,b1

◦ · · · ◦ �
in
an,bn

f (x) ≥ 0 for all x ∈ Rd+.

Analogously, f is called �-monotonic if for every subset {i1, . . . , in} ⊆ {1, . . . , d}
with n ≥ 2 and every hypercube

Śn
j=1[aj , bj ] ⊂ Rn+ with aj < bj for j = 1, . . . , n

it holds

�
i1
a1,b1

◦ · · · ◦ �
in
an,bn

f (x) ≥ 0 for all x ∈ Rd+.

REMARK 5.2. If f is �-monotonic, then it also d-increasing, while if −f is
�-monotonic then it is also d-decreasing.
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As a consequence of Theorem 3.3.15 in [16] we have that for C,C ∈ Cd

with C �LO C it follows that πf (C) ≤ πf (C) for all bounded �-antitonic func-
tions f . Moreover, if C �UO C it follows that πf (C) ≤ πf (C) for all bounded
�-monotonic functions f .

In order to formulate analogous results for the case when C,C are quasi-
copulas, let us recall that a function f : Rd+ → R is called measure inducing if its
volume Vf induces a measure on the Borel σ -algebra of Rd+. Each (component-
wise) right-continuous �-monotonic or �-antitonic function f : Rd+ →R induces
a signed measure on the Borel σ -Algebra of Rd+, which we denote by μf ; see
Lemma 3.5 and Theorem 3.6 in Gaffke [8]. In particular, it holds that

(5.2) μf

(
(a1, b1] × · · · × (ad, bd ])= Vf

(
(a1, b1] × · · · × (ad, bd ]),

for every hypercube (a1, b1] × · · · × (ad, bd ] ⊂ Rd+.
Next, we define for a subset I = {i1, . . . , in} ⊂ {1, . . . , d} the I -margin of f via

fI : Rn+ � (xi1, . . . , xin) 
→ f (x1, . . . , xd) with xk = 0 for all k /∈ I,

and the associated I -marginal measure by

μfI

(
(ai1, bi1] × · · · × (ain, bin]

)= VfI

(
(ai1, bi1] × · · · × (ain, bin]

)
.

Note that if I = {1, . . . , d} then μfI
equals μf , while if I ⊂ {1, . . . , d} then μfI

can be viewed as a marginal measure of μf . Now, we define iteratively

for |I | = 1: ϕI
f (C) :=

∫
R+

f{i1}(xi1)dFi1(xi1);

for |I | = 2: ϕI
f (C) := −f (0,0) + ϕ

{i1}
f (C) + ϕ

{i2}
f (C)

+
∫
R2+

ĈI

(
Fi1(xi1),Fi2(xi2)

)
dμfI

(xi1, xi2);

for |I | = n > 2:

ϕI
f (C) :=

∫
R

|I |
+

ĈI

(
Fi1(xi1), . . . ,Fin(xin)

)
dμfI

(xi1, . . . , xin)

+ ∑
J⊂I,J =∅

(−1)n+1−|J |ϕJ
f (C),

(5.3)

where ĈI denotes the survival function of the I -margin of C. The following propo-
sition shows that ϕ

{1,...,d}
f is an alternative representation of the map πf , in the

sense that πf (C) = ϕ
{1,...,d}
f (C) for all copulas C.

PROPOSITION 5.3. Let f : Rd+ → R be measure inducing and C be a d-

copula. Then πf (C) = ϕ
{1,...,d}
f (C).
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PROOF. Assume first that f (x1, . . . , xd) = Vf ((0, x1] × · · · × (0, xd ]) for all
(x1, . . . , xd) ∈ Rd+. An application of Fubini’s theorem yields directly that

πf (C) =
∫
Rd+

f (x1, . . . , xd)dC
(
F1(x1), . . . ,Fd(xd)

)
=
∫
Rd+

Vf

(
(0, x1] × · · · × (0, xd ])dC

(
F1(x1), . . . ,Fd(xd)

)
=
∫
Rd+

μf

(
(0, x1] × · · · × (0, xd ])dC

(
F1(x1), . . . ,Fd(xd)

)
=
∫
Rd+

(∫
Rd+

1x′
1<x1

· · ·1x′
d<xd

dμf

(
x′

1, . . . , x
′
d

))
dC
(
F1(x1), . . . ,Fd(xd)

)
=
∫
Rd+

(∫
Rd+

1x′
1>x1

· · ·1x′
d>xd

dC
(
F1
(
x′

1
)
, . . . ,Fd

(
x′
d

)))
dμf (x1, . . . , xd)

=
∫
Rd+

Ĉ
(
F1(x1), . . . ,Fd(xd)

)
dμf (x1, . . . , xd),

(5.4)

where the last equality follows from (2.2). Next, we drop the assumption
f (x1, . . . , xd) = Vf ((0, x1] × · · · × (0, xd ]) and show that the general statement
holds by induction over the dimension d . By Proposition 2 in [28], we know that
the statement is valid for d = 2. Now, assume it holds true for d = n − 1, then for
d = n we have that

f (x1, . . . , xn) = Vf

(
(0, x1] × · · · × (0, xn])

− [Vf

(
(0, x1] × · · · × (0, xn])− f (x1, . . . , xn)

]
.

Noting that Vf ((0, x1] × · · · × (0, xn]) − f (x1, . . . , xn) is a sum of functions each
with domain Rk+ with k ≤ n − 1, it follows

πf (C) =
∫

f (x1, . . . , xn)dC
(
F1(x1), . . . ,Fn(xn)

)
=
∫

Vf

(
(0, x1] × · · · × (0, xn])dC

(
F1(x1), . . . ,Fn(xn)

)
−
∫ [

Vf

(
(0, x1] × · · · × (0, xn])

− f (x1, . . . , xn)
]
dC
(
F1(x1), . . . ,Fn(xn)

)
=
∫

Ĉ
(
F1(x1), . . . ,Fn(xn)

)
dμf (x1, . . . , xn)

+
∫ [−Vf

(
(0, x1] × · · · × (0, xn])

+ f (x1, . . . , xn)
]
dC
(
F1(x1), . . . ,Fn(xn)

)
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=
∫

Ĉ
(
F1(x1), . . . ,Fn(xn)

)
dμf (x1, . . . , xn)

+ ∑
J⊂{1,...,n}

J =∅

(−1)n+1−|J |ϕJ
f (C),

where we have applied equation (5.4) to
∫

Vf ((0, x1] × · · · × (0, xn])dC(F1(x1),

. . . ,Fn(xn)) to obtain the third equality, and used the induction hypothesis for the
last equality as for each J ⊂ {1, . . . , n} the domain of fJ is R|J | with |J | ≤ n − 1.

�

Proposition 5.3 enables us to extend the notion of the expectation operator πf to
quasi-copulas and establish monotonicity properties for the generalized mapping.

DEFINITION 5.4. Let f : Rd+ → R be measure inducing. Then the quasi-
expectation operator for Q ∈ Qd is defined via

πf (Q) :=
∫
Rd+

Q̂
(
F1(x1), . . . ,Fd(xd)

)
dμf (x1, . . . , xd)

+ ∑
J⊂{1,...,d}

J =∅

(−1)d+1−|J |ϕJ
f (Q).

THEOREM 5.5. Let Q,Q ∈ Qd , then it holds:

(i) Q �LO Q =⇒ πf (Q) ≤ πf (Q) for all �-antitonic f : Rd+ →R

s.t. the integrals exist;

(ii) Q �UO Q =⇒ πf (Q) ≤ πf (Q) for all �-monotonic f : Rd+ →R

s.t. the integrals exist.

Moreover, if F1, . . . ,Fd are continuous then the converse statements are also true.

PROOF. We prove the statements assuming that the condition f (x1, . . . , xd) =
Vf ((0, x1] × · · · × (0, xd ]) holds. The general case follows then by induction as in
the proof of Proposition 5.3. Let f be �-antitonic and Q �LO Q, then it follows

πf (Q) =
∫
Rd+

Q̂
(
F1(x1), . . . ,Fd(xd)

)
dμf (x1, . . . , xd)

=
∫
Rd+

VQ

((
F1(x1),1

]× · · · × (Fd(xd),1
])

dμf (x1, . . . , xd)

=
∫
Rd+

{
Q(1, . . . ,1) − Q

(
F1(x1),1, . . . ,1

)− · · · − Q
(
1, . . . ,1,Fd(xd)

)
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+ Q
(
F1(x1),F2(x2),1, . . . ,1

)+ · · ·
+ Q

(
1, . . . ,1,Fd−1(xd−1),Fd(xd)

)
− · · · + (−1)dQ

(
F1(x1), . . . ,Fd(xd)

)}
dμf (x1, . . . , xd)

=
∫
Rd+

{
Q(1, . . . ,1) + Q

(
F1(x1),1, . . . ,1

)+ · · · + Q
(
1, . . . ,1,Fd(xd)

)
+ Q

(
F1(x1),F2(x2),1, . . . ,1

)+ · · ·
+ Q

(
1, . . . ,1,Fd−1(xd−1),Fd(xd)

)
+ · · · + Q

(
F1(x1), . . . ,Fd(xd)

)}
d|μf |(x1, . . . , xd),

where for the last equality we used that f is �-antitonic, hence μf has alternating
signs. A similar representation holds for πf (Q), thus

πf (Q) − πf (Q)

=
∫
Rd

{[
Q
(
F1(x1),1, . . . ,1

)− Q
(
F1(x1),1, . . . ,1

)]+ · · ·
+ [Q(1, . . . ,1,Fd(xd)

)− Q
(
1, . . . ,1,Fd(xd)

)]
+ [Q(F1(x1),F2(x2),1, . . . ,1

)− Q
(
F1(x1),F2(x2),1, . . . ,1

)]+ · · ·
+ [Q(1, . . . ,1,Fd−1(xd−1),Fd(xd)

)
− Q

(
1, . . . ,1,Fd−1(xd−1),Fd(xd)

)]
+ · · · + [Q(F1(x1), . . . ,Fd(xd)

)
− Q

(
F1(x1), . . . ,Fd(xd)

)]}
d|μf |(x1, . . . , xd) ≥ 0,

since Q �LO Q. Hence assertion (i) is true. Regarding (ii), we have directly that

πf (Q) − πf (Q)

=
∫
Rd

{
Q̂
(
F1(x1), . . . ,Fd(xd)

)− Q̂
(
F1(x1), . . . ,Fd(xd)

)}
dμf (x1, . . . , xd)

≥ 0,

where we used that f is �-monotonic, hence μf is a positive measure, as well as
Q �UO Q.

As for the converse statements, assume that F1, . . . ,Fd are continuous. If
πf (Q) ≤ πf (Q) holds for all �-antitonic f , then it holds in particular for func-
tions of the form f (x1, . . . , xd) = 1x1≤u1,...,xd≤ud

, for arbitrary (u1, . . . , ud) ∈
(0,∞]d . For such f and any quasi-copula Q, it holds that πf (Q) = Q(F1(u1), . . . ,

Fd(ud)); cf. Lux [13], Lemma 3.1.4. Hence

πf (Q) ≤ πf (Q) =⇒ Q
(
F1(u1), . . . ,Fd(ud)

)≤ Q
(
F1(u1), . . . ,Fd(ud)

)
,
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while from the fact that πf (Q) ≤ πf (Q) holds for all choices of (u1, . . . , ud) and
the continuity of the marginals it follows that (i) holds. Assertion (ii) follows by
an analogous argument. Note that if πf (Q) ≤ πf (Q) holds for all �-monotonic
f , it holds in particular for functions of the form f (x1, . . . , xd) = 1x1≥u1,...,xd≥ud

for arbitrary (u1, . . . , ud) ∈ (0,∞]d . For such f and any quasi-copula Q, it holds
that πf (Q) = Q̂(F1(u1), . . . ,Fd(ud)) and so (ii) follows as above. �

REMARK 5.6. Consider the setting of Theorem 5.5 and assume that −f is �-
antitonic, respectively, �-monotonic. Then the inequalities on the right-hand side
of (i) and (ii) are reversed, that is,

Q �LO Q =⇒ πf (Q) ≥ πf (Q) and

Q �UO Q =⇒ πf (Q) ≥ πf (Q).

REMARK 5.7. Let us point out that the class of �-antitonic functions is the
maximal generator of the lower orthant order on the set of copulas, that is, every
f : Rd+ →R such that

C �LO C =⇒ πf (C) ≤ πf (C)

is �-antitonic; see [16], Theorem 3.3.15. Hence statement (i) in the theorem above
cannot be further weakened. Conversely, the set of �-monotonic functions is the
maximal generator of the upper orthant order, thus statement (ii) in the theorem
can also not be further relaxed.

Finally, we provide an integrability condition for the extended map πf (·) based
on the marginals F1, . . . ,Fd and the properties of the function f . In particular, the
finiteness of πf (C) is independent of C being a copula or a proper quasi-copula.

PROPOSITION 5.8. Let f : Rd+ → R be right-continuous, �-antitonic or �-
monotonic such that

(5.5)
∑

J⊂{1,...,d}

d∑
i=1

{∫
R

|J |
+

∣∣fJ (x, . . . , x)
∣∣dFi(x)

}
< ∞.

Then the map πf is well defined and continuous with respect to the pointwise
convergence of quasi-copulas.

PROOF. First we show that for C ∈ Cd the expectation
∫

f (x1, . . . , xd)

dC(F1(x1), . . . ,Fd(xd)) is finite by induction over the dimension d . By Propo-
sition 2 in [28], we know that the statement is true for d = 2. Assume that the
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statement holds for d = n − 1, then for d = n we have∣∣f (x1, . . . , xn)
∣∣

= ∣∣Vf

(
(0, x1] × · · · × (0, xn])− (Vf

(
(0, x1] × · · · × (0, xn])

− f (x1, . . . , xn)
)∣∣

≤ ∣∣Vf

(
(0, x1] × · · · × (0, xn])∣∣

+ ∣∣Vf

(
(0, x1] × · · · × (0, xn])− f (x1, . . . , xn)

∣∣
≤ ∣∣Vf

(
(0, x1]n)∣∣+ · · · + ∣∣Vf

(
(0, xn]n)∣∣

+ ∣∣Vf

(
(0, x1] × · · · × (0, xn])− f (x1, . . . , xn)

∣∣
≤

n∑
i=1

∑
J⊂{1,...,n}

∣∣fJ (xi, . . . , xi)
∣∣

+ ∣∣Vf

(
(0, x1] × · · · × (0, xn])− f (x1, . . . , xn)

∣∣
≤

n∑
i=1

∑
J⊂{1,...,n}

∣∣fJ (xi, . . . , xi)
∣∣+ const · ∑

J⊂{1,...,n}

∣∣fJ (x1, . . . , xn)
∣∣,

(5.6)

where the second inequality follows from the definition of Vf and
Śn

i=1(0, xi] ⊆⋃n
i=1(0, xi]n. Now, note that for J ⊂ {1, . . . , n} f is a function with domain R

|J |
+

where |J | < n, hence by the induction hypothesis and (5.5) we get that∫
R

|J |
+

∣∣fJ (x1, . . . , xn)
∣∣dCJ

(
F1(x1), . . . ,Fn(xn)

)
< ∞

for each J ⊂ {1, . . . , n}, where |J | ≤ n − 1. Hence

b := const · ∑
J⊂{1,...,n}

{∫
R

|J |
+

∣∣fJ (x1, . . . , xn)
∣∣dCJ

(
F1(x1), . . . ,Fn(xn)

)}
< ∞.

Finally, from (5.5) and (5.6) we obtain∫
Rn+

∣∣f (x1, . . . , xn)
∣∣dC

(
F1(x1), . . . ,Fn(xn)

)
≤ ∑

J⊂{1,...,n}

n∑
i=1

{∫
R

|J |
+

∣∣fJ (x, . . . , x)
∣∣dFi(x)

}
+ b < ∞.

Hence the assertion is true for Cd � C 
→ πf (C). Now for the extended map, let
Q be a proper quasi-copula and assume that f is �-antitonic. Then it follows
from Theorem 5.5 and the properties of the upper Fréchet–Hoeffding bound that
0 ≤ πf (Q) ≤ πf (Md) < ∞, where the finiteness of πf (Md) follows from the
fact that Md ∈ Cd . By the same token, since all quasi-copulas are bounded from
above by the upper Fréchet–Hoeffding bound Md and the integrals with respect
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to Md exist, the dominated convergence theorem yields that πf is continuous with
respect to the pointwise convergence of quasi-copulas. The well-definedness of πf

for �-monotonic f follows analogously. �

6. Applications in model-free finance. A direct application of our results is
the computation of bounds on the prices of multi-asset options assuming that the
marginal distributions of the assets are fully known while the dependence struc-
ture between them is only partially known. This situation is referred to in the lit-
erature as dependence uncertainty and the resulting bounds as model-free bounds
for the option prices. The literature on model-free bounds for multi-asset option
prices focuses almost exclusively on basket options; see, for example, Hobson,
Laurence and Wang [11, 12], d’Aspremont and El Ghaoui [5], Chen, Deelstra,
Dhaene and Vanmaele [4] and Peña, Vera and Zuluaga [19], while Tankov [28]
considers general payoff functions in a two-dimensional setting. See also Dhaene,
Denuit, Goovaerts, Kaas and Vyncke [6, 7] for applications of model-free bounds
in actuarial science.

We consider European-style options whose payoff depends on a positive ran-
dom vector S = (S1, . . . , Sd). The constituents of S represent the values of the
option’s underlyings at the time of maturity. In the absence of arbitrage opportu-
nities, the existence of a risk-neutral probability measure Q for S is guaranteed
by the fundamental theorem of asset pricing. Then the price of an option on S
equals the discounted expectation of its payoff under a risk-neutral probability
measure. We assume that all information about the risk-neutral distribution of S or
its constituents comes from prices of traded derivatives on these assets, and that
single-asset European call options with payoff (Si − K)+ for i = 1, . . . , d and for
all strikes K > 0 are liquidly traded in the market. Assuming zero interest rates,
the prices of these options are given by �i

K = EQ[(Si − K)+]. Using these prices,
one can fully recover the risk neutral marginal distributions Fi of Si as shown by
Breeden and Litzenberger [2].

Let f : Rd+ → R be the payoff of a European-style option on S. Given the
marginal risk-neutral distributions F1, . . . ,Fd of S1, . . . , Sd , the price of f (S) be-
comes a function of the copula C of S and is provided by the expectation operator
as defined in (5.1), that is,

EQ

[
f (S1, . . . , Sd)

]= πf (C).

Assuming that the only available information about the risk-neutral distribution of
S is the marginal distributions, the set of all arbitrage-free prices for f (S) equals
� := {πf (C) : C ∈ Cd}. Moreover, if additional information on the copula C is
available, one can narrow the set of arbitrage-free prices by formulating respec-
tive constraints on the copula. Let therefore C∗ represent any of the constrained
sets of copulas from Section 3 or Appendix A, and define the set of arbitrage-
free prices compatible with the respective constraints via �∗ := {πf (C) : C ∈ C∗}.
Since C∗ ⊂ C, we have immediately that �∗ ⊂ �.
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Theorem 5.5 yields that if the payoff f is �-antitonic, then πf (C) is mono-
tonically increasing in C with respect to the lower orthant order. Conversely, if f

is �-monotonic, then πf (C) is monotonically increasing in C with respect to the
upper orthant order. In the following result, we exploit this fact to compute bounds
on the sets � and �∗. Let us first define the dual π̂ of the operator π on the set of
survival functions, via π̂(Ĉ) := π(C).

PROPOSITION 6.1. Let f be �-antitonic and Q∗,Q∗ ∈ Qd be a lower and an
upper bound on the constrained set of copulas C∗ with respect to the lower orthant
order. Then

πf (Wd) ≤ πf

(
Q∗)≤ inf�∗ ≤ πf (C) ≤ sup�∗

≤ πf

(
Q

∗)≤ πf (Md) = sup�

for all C ∈ C∗, in case the respective integrals exist, while inf� = πf (Wd) if
d = 2. In this setting, if −f is �-antitonic, then all inequalities in the above equa-
tion are reversed.

Moreover, if f is �-monotonic, C∗ is a constrained set of copulas and Q∗,Q∗ ∈
Qd are a lower and an upper bound on C∗ with respect to the upper orthant order,
then

π̂f

(
Wd(1 − ·))≤ π̂f

(
Q̂

∗)≤ inf�∗ ≤ πf (C) ≤ sup�∗

≤ π̂f

(
Q̂

∗)≤ π̂f

(
Md(1 − ·))= sup�

for all C ∈ C∗, if the respective integrals exist, while inf� = π̂f (Wd(1 − ·)) holds
if d = 2. In this setting, if −f is �-monotonic, then all inequalities in the equation
above are reversed.

PROOF. Let C ∈ C∗, then it holds that

Wd �LO Q∗ �LO C �LO Q
∗ �LO Md,

and the result follows from Theorem 5.5(i) for a �-antitonic function f . Note
that sup� = πf (Md) since the upper Fréchet–Hoeffding bound is again a cop-
ula. The second statement follows analogously from the properties of the im-
proved Fréchet–Hoeffding bounds on survival functions, which are provided in
Appendix A, and an application of Theorem 5.5(ii). The statements for −f be-
ing �-antitonic or �-monotonic follow using the same arguments combined with
Remark 5.6. �

REMARK 6.2. Let us point out that πf (Md) is an upper bound on the set
of prices � even under weaker assumptions on the payoff function f than �-
motonocity or �-antitonicity. This is due to the fact that the upper Fréchet–
Hoeffding bound is a copula, thus a sharp bound on the set of all copulas. Hobson
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et al. [11], for example, derived upper bounds on basket options and showed that
these bounds are attained by a comonotonic random vector having copula Md .
Moreover, Carlier [3] obtained bounds on � for f being monotonic of order 2
using an optimal transport approach. He further showed that these bounds are at-
tained for a monotonic rearrangement of a random vector, which in turn leads to
the upper Fréchet–Hoeffding bound.

REMARK 6.3. Let Q∗ be any of the improved Fréchet–Hoeffding bounds
from Section 3. Then the inequality

(6.1) inf� ≤ πf

(
Q∗)

does not hold in general. In particular, the sharp bound inf� without additional
dependence information might exceed the price bound obtained using Q∗. A suf-
ficient condition for (6.1) to hold is the existence of a copula C ∈ Cd such that
C ≤ Q∗. This condition is, however, difficult to verify in practice. In many cases,
inf� cannot be computed analytically, hence a direct comparison of the bounds
is usually not possible. On the other hand, one can resort to computational ap-
proaches in order to check whether (6.1) is satisfied. A numerical method to com-
pute inf� for continuous payoff functions f fulfilling a minor growth condition,
based on the assignment problem, is presented in Preischl [20]. This approach thus
lends itself to a direct comparison of the bounds.

Let us recall that by Proposition 5.3 the computation of πf amounts to an inte-
gration with respect to the measure μf that is induced by the function f . Table 1
provides some examples of measure inducing payoff functions f along with ex-
plicit representations of the integrals with respect to μf . More specifically, for
a �-motononic or �-antitonic function f , the expression

∫
g(xi1, . . . , xin)dμfI

refers to the summands of πf for I = {i1, . . . , in}; see again Definition 5.4 and
(5.3). An important observation here is that the multidimensional integrals with
respect to the copula reduce to one-dimensional integrals with respect to the in-
duced measure, which makes the computation of option prices very fast and effi-
cient.

REMARK 6.4 (Differentiable payoffs). Assume that the payoff function is dif-
ferentiable, that is, the partial derivatives of the function f exist. Then we obtain
the following representation for the integral with respect to μf :∫

Rd+
g(x1, . . . , xd)dμf (x1, . . . , xd)

=
∫
Rd+

g(x1, . . . , xd)
∂df (x1, . . . , xd)

∂x1 · · · ∂xd

dx1 · · · dxd.
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TABLE 1
Examples of payoff functions for multi-asset options and the respective representation of the

integral with respect to the measure μf . The formulas for the digital call on the maximum and the
digital put on the minimum can be obtained by a put-call parity

Payoff f (x1, . . . , xd) �-tonicity
∫

g(xi1, . . . , xin)dμf

Digital put on maximum
1max{x1,...,xd }≤K

f antitonic
{g(K, . . . ,K), |I | even,

−g(K, . . . ,K), |I | odd

Digital call on minimum
1min{x1,...,xd }≥K

f monotonic
{g(K, . . . ,K), I = {1, . . . , d},

0, else

Call on minimum
(min{x1, . . . , xd } − K)+

f monotonic
{∫∞

K g(x, . . . , x)dx, I = {1, . . . , d},
0, else

Put on minimum
(K − min{x1, . . . , xd })+

−f monotonic
{∫K

0 g(x, . . . , x)dx, I = {1, . . . , d},
0, else

Call on maximum
(max{x1, . . . , xd } − K)+

−f antitonic
{− ∫∞

K g(x, . . . , x)dx, |I | even,∫∞
K g(x, . . . , x)dx, |I | odd

Put on maximum
(K − max{x1, . . . , xd })+

f antitonic
{∫K

0 g(x, . . . , x)dx, |I | even,

− ∫K
0 g(x, . . . , x)dx, |I | odd

The formula holds, because from the definition of the volume Vf we get that

Vf (H) =
∫
H

∂df (x1, . . . , xd)

∂x1 · · · ∂xd

dx1 · · · dxd,

for every H -box in Rd+. Differentiable �-antitonic functions occur in problems
related to utility maximization; see, for example, the definition of Mixex utility
functions in Tsetlin and Winkler [30].

REMARK 6.5 (Basket and spread options). Although basket options on two
underlyings are �-monotonic, their higher-dimensional counterparts, that is,
f : Rd+ � (x1, . . . , xd) 
→ (

∑d
i=1 αixi − K)+ for αi, . . . , αd ∈ R+, are neither �-

monotonic nor �-antitonic in general. However, from the monotonicity of bivari-
ate basket options it follows that their expectation is monotonic with respect to
the lower and upper orthant order on the set of 2-copulas. Therefore, prices of
bivariate basket options provide information that can be accounted for by Theo-
rems 3.3 or 3.7. In particular, if f : R2+ � (x1, x2) 
→ (α1x1 + α2x2 − K)+ then f

is �-monotonic for α1α2 > 0, thus ρ(C) := πf (C) is increasing with respect to
the lower and upper orthant order on C2. Analogously, if f is a spread option, that
is, α1α2 < 0, then ρ(C) := −πf (C) is increasing with respect to the lower and up-
per orthant order on C2. Thus, by means of Theorem 3.3 one can translate market
prices of basket or spread options into improved Fréchet–Hoeffding bounds for
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2-copulas which may then serve as information to compute higher-dimensional
bounds by means of Theorem 3.7.

An interesting question arising naturally is under what conditions the bounds in
Proposition 6.1 are sharp, in the sense that

(6.2) inf�∗ = πf

(
Q∗) and sup�∗ = πf

(
Q

∗)
,

and similarly for πf (Q̂
∗
) and πf (Q̂

∗
). In Section 4, we showed that the improved

Fréchet–Hoeffding bounds fail to be copulas, hence they are not sharp in general.
However, by introducing rather strong conditions on the function f , we can obtain
the sharpness of the integral bounds in the sense of (6.2) when Q∗ and Q

∗
are the

improved Fréchet–Hoeffding bounds. In order to formulate such conditions, we
introduce the notion of an increasing d-track as defined by Genest et al. [9].

DEFINITION 6.6. Let G1, . . . ,Gd be continuous, univariate distribution func-
tions on R, such that Gi(−∞) = 0 and Gi(∞) = 1 for i = 1, . . . , d . Then
T d := {(G1(x), . . . ,Gd(x)) : x ∈R} ⊂ Id is an (increasing) d-track in Id .

The following result establishes sharpness of the option price bounds, under
conditions which are admittedly rather strong for practical applications.

PROPOSITION 6.7. Let f : Rd+ → R be a right-continuous, �-monotonic
function that satisfies f (x1, . . . , xd) = Vf ((0, x1] × · · · × (0, xd ]). Assume that

B := {(
F1(x1), . . . ,Fd(xd)

) : x ∈ suppμf

}⊂ T d,

for some d-track T d . Moreover, consider the upper and lower bounds Q̂
S,C∗

,

Q̂
S,C∗

from Corollary A.1. Then, if S ⊂ T d it follows that

inf
{
πf (C) : C ∈ ĈS,C∗}= π̂

(
Q̂

S,C∗)
and

sup
{
πf (C) : C ∈ ĈS,C∗}= π̂

(
Q̂

S,C∗)
.

PROOF. Since u 
→ Q̂
S,C∗

(1 − u) and u 
→ Q̂
S,C∗

(1 − u) are quasi-copulas
and B is a subset of a d-track T d , it follows from the properties of a quasi-copula
(see Rodríguez-Lallena and Úbeda-Flores [23]) that there exist survival copulas

Ĉ
S,C∗

and Ĉ
S,C∗

, which coincide with Q̂
S,C∗

and Q̂
S,C∗

, respectively, on T d .
Hence it follows for the lower bound:

π̂
(
Q̂

S,C∗)= ∫
Rd

Q̂
S,C∗(

F1(x1), . . . ,Fd(xd)
)

dμf (x1, . . . , xd)

=
∫
B

Q̂
S,C∗

(u1, . . . , ud)dμf

(
F−1

1 (u1), . . . ,F
−1
d (ud)

)
=
∫
B

Ĉ
S,C∗

(u1, . . . , ud)dμf

(
F−1

1 (u1), . . . ,F
−1
d (ud)

)= π̂f

(
Ĉ

S,C∗)
,
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where we used the fact that f (x1, . . . , xd) = Vf ((0, x1]× · · ·× (0, xd ]) for the first
equality and that suppμf = B for the second one. The third equality follows from

Q̂
S,Q∗

and Ĉ
S,Q∗

being equal on T d , and thus also on B.

In addition, using that Ĉ
S,C∗

is a copula that coincides with Q̂
S,C∗

on T d and

Q̂
S,C∗

(x) = Ĉ∗(x) for x ∈ S ⊂ T d , it follows that Ĉ
S,C∗ ∈ ĈS,C∗

, hence by the

�-monotonicity of f we get that π̂f (Ĉ
S,C∗

) = inf{πf (C) : C ∈ ĈS,C∗}. The proof
for the upper bound can be obtained in the same way. �

Finally, we are ready to apply our results in order to compute bounds on prices
of multi-asset options when additional information on the dependence structure of
S is available. The following examples illustrate this approach for different payoff
functions and different kinds of additional information.

EXAMPLE 6.8. Consider an option with payoff f (S) on three assets S =
(S1, S2, S3). We are interested in computing bounds on the price of f (S) assuming
that partial information on the dependence structure of S is available. In particular,
we assume that the marginal distributions Si ∼ Fi are implied by the market prices
of European call options. Moreover, we assume that partial information on the de-
pendence structure stems from market prices of liquidly traded digital options of
the form 1max{Si ,Sj }<K for (i, j) = (1,2), (1,3), (2,3) and K ∈ R+. The prices of
such options are immediately related to the copula C of S since

EQ[1max{S1,S2}<K ] = Q(S1 < K,S2 < K,S3 < ∞) = C
(
F1(K),F2(K),1

)
,

and analogously for (i, j) = (1,3), (2,3), for some martingale measure Q.
Considering a set of strikes K := {K1, . . . ,Kn}, one can recover the values of

the copula of S at several points. Let �
(i,j)
K denote the market price of a digital

option on (Si, Sj ) with strike K . These market prices imply then the following
prescription on the copula of S:

C
(
F1(K),F2(K),1

)= �
(1,2)
K ,

C
(
F1(K),1,F3(K)

)= �
(1,3)
K ,(6.3)

C
(
1,F2(K),F3(K)

)= �
(2,3)
K ,

for K ∈K. Therefore, the collection of strikes induces a prescription on the copula
on a compact subset of I3 of the form

S = ⋃
K∈K

(
F1(K),F2(K),1

)∪ (F1(K),1,F3(K)
)∪ (1,F2(K),F3(K)

)
.

The set of copulas that are compatible with this prescription is provided by

CS,� = {
C ∈ C3 : C(x) = �

(i,j)
K for all x ∈ S

};
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see again (6.3). Hence we can now employ Theorem 3.1 in order to compute the
improved Fréchet–Hoeffding bounds on the set CS,� as follows:

Q
S,�

(u) = min
(
u1, u2, u3, min

(i,j),K

{
�

(i,j)
K + ∑

l=i,j

(
ul − Fl(K)

)+})

QS,�(u) = max

(
0,

3∑
i=1

ui − 2, max
(i,j),K,

k∈{1,2,3}\{i,j }

{
�

(i,j)
K

− ∑
l=i,j

(
Fl(K) − ul

)+ + (1 − uk)

})
.

Observe that the minimum and maximum in the equations above are taken over
the set S , using simply a more convenient parametrization. Using these im-
proved Fréchet–Hoeffding bounds, we can now apply Proposition 6.1 and com-
pute bounds on the price of an option with payoff f (S) depending on all three
assets. That is, we can compute bounds on the set of arbitrage-free option prices
{πf (C) : C ∈ CS,�} which are compatible with the information stemming from
pairwise digital options.

As an illustration of our results, we derive bounds on a digital option depending
on all three assets, that is, f (S) = 1max{S1,S2,S3}<K . In order to generate prices of
pairwise digital options, we use the multivariate Black–Scholes model, therefore,
S = (S1, S2, S3) is multivariate log-normally distributed with Si = si exp(−1

2 +Xi)

where (X1,X2,X3) ∼ N (0,) with

 =
⎛⎝ 1 ρ1,2 ρ1,3

ρ1,2 1 ρ2,3
ρ1,3 ρ2,3 1

⎞⎠ .

Let us point out that this model is used to generate “traded” prices of pairwise
digital options, but does not enter into the bounds. The bounds are derived solely
on the basis of the “traded” prices.

Figure 1 shows the improved price bounds on the 3-asset digital option as a
function of the strike K as well as the price bounds using the “standard” Fréchet–
Hoeffding bounds, where we have fixed the initial values to si = 10. As a bench-
mark, we also include the prices in the Black–Scholes model. We consider two sce-
narios for the pairwise correlations: in the left plot ρi,j = 0.3 and in the right plot
ρ1,2 = 0.5, ρ1,3 = −0.5, ρ2,3 = 0. Observe that the improved Fréchet–Hoeffding
bounds that account for the additional information from market prices of pairwise
digital options lead in both cases to a considerable improvement of the option price
bounds compared to the ones obtained with the “standard” Fréchet–Hoeffding
bounds. The improvement seems to be particularly pronounced if there are neg-
ative and positive correlations among the constituents of S; see the right plot in
Figure 1.
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FIG. 1. Bounds on the prices of 3-asset digital options as functions of the strike.

EXAMPLE 6.9. As a second example, we assume that digital options on
S = (S1, S2, S3) of the form 1min{S1,S2,S3}≥Ki

for only two strikes K1,K2 ∈ R+
are observed in the market. Their market prices are denoted by �1, �2 and imme-
diately imply a prescription on the survival copula Ĉ of S as follows:

�i = Q(S1 ≥ Ki,S2 ≥ Ki,S3 ≥ Ki) = Ĉ
(
F1(Ki),F2(Ki),F3(Ki)

)
for i = 1,2. This is a prescription on two points, hence S = {(F1(Ki),F2(Ki),

F3(Ki)) : i = 1,2} ⊂ I3, and we can employ Proposition A.1 to compute the lower

and upper bounds Q̂
S,� and Q̂

S,�
on the set of copulas ĈS,� = {C ∈ C3 : Ĉ(x) =

�i,x ∈ S} which are compatible with this prescription. We have that

Q̂
S,�

(u) = min

(
1 − u1,1 − u2,1 − u3, min

i=1,2

{
�i +

3∑
l=1

(
Fl(Ki) − ul

)+})
,

Q̂
S,�

(u) = max

(
0,

3∑
i=1

(1 − ui) − 2, max
i=1,2

{
�i −

3∑
l=1

(
ul − Fl(Ki)

)+})
.

Using these bounds we can now apply Proposition 6.1 and compute improved
bounds on the set of arbitrage-free prices for a call option on the minimum of
S, whose payoff is f (S) = (min{S1, S2, S3} − K)+. The set of prices for f (S)

that are compatible with the market prices of given digital options is denoted by
�∗ = {π̂f (Ĉ) : C ∈ ĈS,�} and, since f is �-monotonic, it holds that π̂f (Q̂

S,�
) ≤

π ≤ π̂f (Q̂
S,�

) for all π ∈ �∗. The computation of π̂f (Q) reduces to

π̂f (Q) =
∫ ∞
K

Q
(
F1(x),F2(x),F3(x)

)
dx;

see Table 1, which is an integral over a subset of the 3-track{(
F1(x),F2(x),F3(x)

) : x ∈R+
}⊃ {(

F1(x),F2(x),F3(x)
) : x ∈ [K,∞)

}⊃ S.
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FIG. 2. Bounds on the prices of options on the minimum of S as functions of the strike.

Hence Lemma 6.7 yields that the price bounds π̂f (Q̂
S,�

) and π̂f (Q̂
S,�

) are sharp,
that is,

π̂f

(
Q̂

S,�)= inf
{
π : π ∈ �∗} and π̂f

(
Q̂

S,�)= sup
{
π : π ∈ �∗}.

Analogously to the previous example we assume, for the sake of a numerical
illustration, that S follows the multivariate Black–Scholes model and the pairwise
correlations are denoted by ρi,j . The parameters of the model remain the same as in
the previous example. We then use this model to generate prices of digital options
that determine the prescription. Figure 2 depicts the bounds on the prices of a call
on the minimum of S stemming from the improved Fréchet–Hoeffding bounds as
a function of the strike K , as well as those from the “standard” Fréchet–Hoeffding
bounds. The price from the multivariate Black–Scholes model is also included as
a benchmark. Again we consider two scenarios for the pairwise correlations: in
the left plot ρi,j = 0 and in the right one ρi,j = 0.5. We can observe once again,
that the use of the additional information leads to a significant improvement of the
bounds relative to the “standard” situation, although in this example the additional
information is just two prices.

7. Conclusion. This paper provides upper and lower bounds on the expecta-
tion of f (S) where f is a function and S is a random vector with known marginal
distributions and partially unknown dependence structure. The partial information
on the dependence structure can be incorporated via improved Fréchet–Hoeffding
bounds that take this into account. These bounds are typically quasi-copulas, and
not (proper) copulas. Therefore, we provide an alternative representation of mul-
tivariate integrals with respect to copulas that allows for quasi-copulas as inte-
grators, and new integral characterizations of orthant orders on the set of quasi-
copulas. As an application of these results, we derive model-free bounds on the
prices of multi-asset options when partial information on the dependence structure
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between the assets is available. Numerical results demonstrate the improved per-
formance of the price bounds that utilize the improved Fréchet–Hoeffding bounds
on copulas.

APPENDIX A: IMPROVED FRÉCHET–HOEFFDING BOUNDS FOR
SURVIVAL COPULAS

In this section we establish improved Fréchet–Hoeffding bounds in the presence
of additional information for survival copulas, analogous to those derived in Sec-
tion 3 for copulas. The first proposition establishes improved bounds if the survival
copula is prescribed on a compact set.

PROPOSITION A.1. Let S ⊂ Id be a compact set and Q̂∗ be a quasi-survival
function. Consider the set

ĈS,Q̂∗ := {
C ∈ Cd : Ĉ(x) = Q̂∗(x) for all x ∈ S

}
.

Then, for all C ∈ ĈS,Q̂∗
, it holds that

Q̂
S,Q̂∗

(u) ≤ Ĉ(u) ≤ Q̂
S,Q̂∗

(u) for all u ∈ Id,

Q̂
S,Q̂∗

(u) = Ĉ(u) = Q̂
S,Q̂∗

(u) for all u ∈ S,

(A.1)

where the bounds are provided by

Q̂
S,Q̂∗

(u) := QŜ,Q̂∗
(1 − u1, . . . ,1 − ud) and

Q̂
S,Q̂∗

(u) := Q
Ŝ,Q̂∗

(1 − u1, . . . ,1 − ud)

with Ŝ = {(1 − x1, . . . ,1 − xd) : (x1, . . . , xd) ∈ S}.

PROOF. Let C ∈ ĈS,Q̂∗
. Since C is a copula, we know that Ĉ(1 − u1, . . . ,1 −

ud) is also a copula. Defining vi := 1−xi , the prescription Ĉ(1−v1, . . . ,1−vd) =
Q̂∗(x1, . . . , xd) holds for all x ∈ S by assumption. Thus by Theorem 3.1 we obtain

QŜ,Q̂∗
(u1, . . . , ud) ≤ Ĉ(1 − u1, . . . ,1 − ud) ≤ Q

Ŝ,Q̂∗
(u1, . . . , ud)

which by a transformation of variables equals

QŜ,Q̂∗
(1 − u1, . . . ,1 − ud) ≤ Ĉ(u1, . . . , ud)

≤ Q
Ŝ,Q̂∗

(1 − u1, . . . ,1 − ud). �

The next result establishes improved bounds if the value of a functional which
is increasing with respect to the upper orthant order is prescribed. The proof is
analogous to the proof of Theorem 3.3 and is therefore omitted.
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PROPOSITION A.2. Let C(Id) denote the set of continuous functions on Id ,
ρ : C(Id) → R be increasing with respect to the upper orthant order on Cd and
continuous with respect to the pointwise convergence of copulas. Define

Ĉρ,θ := {
C ∈ C

(
Id
) : ρ(Ĉ) = θ

}
.

Then for all C ∈ Ĉρ,θ it holds

Q̂
ρ,θ

(u) ≤ Ĉ(u) ≤ Q̂
ρ,θ

(u) for all u ∈ Id,

where the bounds are provided by

Q̂
ρ,θ

(u) :=
⎧⎨⎩ρ−1+ (u, θ) θ ∈ [ρ(Q̂{u},Wd(1−u))

, ρ
(
Md(1 − ·))],

Wd(1 − u) else,

and

Q̂
ρ,θ

(u) :=
{
ρ−1− (u, θ) θ ∈ [ρ(Wd(1 − ·)), ρ(Q̂{u},Md(1−u))]

,

Md(1 − u) else,

where

ρ−1− (u, θ) = max
{
r : ρ

(
Q̂

{u},r)= θ
}

and

ρ−1+ (u, θ) = min
{
r : ρ

(
Q̂

{u},r)= θ
}
,

while the quasi-copulas Q̂
{u},r

and Q̂
{u},r

are given in Proposition A.1 for r ∈ I.

Finally, the subsequent Proposition is a version of Theorem 3.7 for survival
copulas. Its proof is analogous to the proof of Theorem 3.7 and is therefore also
omitted. Recall the definitions of the projection and lift operations on a vector and
the definition of the I -margin of a copula. Moreover, recall that Q̂I denotes the
survival function of QI .

PROPOSITION A.3. Let I1, . . . , Ik be subsets of {1, . . . , d} with |Ij | ≥ 2 for
j ∈ {1, . . . , k} and |Ii ∩ Ij | ≤ 1 for i, j ∈ {1, . . . , k}, i = j . Let Q

j
,Qj be |Ij |-

quasi-copulas with Q
j
�UO Qj for j = 1, . . . , k and consider the set

ĈI = {
C ∈ Cd : Q

j
�UO CIj

�UO Qj, j = 1, . . . , k
}
,

where CIj
is the Ij -margin of C. Then it holds for all C ∈ ĈI

Q̂
I
(u) ≤ Ĉ(u) ≤ Q̂

I
(u) for all u ∈ Id,

where

Q̂
I
(u1, . . . , ud) := Q

I
(1 − u1, . . . ,1 − ud),

Q̂
I
(u1, . . . , ud) := QI(1 − u1, . . . ,1 − ud),

while QI,Q
I

are provided by Theorem 3.7.
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APPENDIX B: THE IMPROVED FRÉCHET–HOEFFDING BOUNDS ARE
NOT COPULAS: THE GENERAL CASE

The following theorem is a generalization of Theorem 4.2 for d > 3.

THEOREM B.1. Consider the compact subset S of Id :

S = [0,1] × · · · × [0,1] × ([0,1] \ (si, si + εi)
)︸ ︷︷ ︸

ith component

× [0,1] × · · ·

× [0,1] × ([0,1] \ (sj , sj + εj )
)︸ ︷︷ ︸

j th component

× [0,1] × · · · × [0,1] × ([0,1] \ (sk, sk + εk)
)︸ ︷︷ ︸

kth component

× [0,1] × · · · × [0,1],

(B.1)

for s = (si, sj , sk), s = (si + εi, sj + εj , sk + εk) ∈ I3 and εi, εj , εk > 0. Moreover,
let C∗ be a d-copula (or a d-quasi-copula) such that

3∑
i=1

εi > C∗(s′
I

)− C∗(s′
I

)
> 0,(B.2)

C∗(s′
I

)≥ Wd

(
s′
I

)
,(B.3)

where I := {i, j, k} and s′
I , s′

I are defined by the lift operation. Then QS,C∗
is a

proper quasi-copula.

PROOF. From Theorem 4.2, we know already that the statement holds if
d = 3. For the general case, that is, d > 3, choose ul ∈ [0,1] with ul ∈ (sl, sl + εl)

for l ∈ I = {i, j, k}, such that

C∗(s′
I

)− C∗(s′
I

)
<
∑
l∈I

(sl + εl − ul) and

C∗(s′
I

)− C∗(s′
I

)
>
∑
l∈J

(sl + εl − ul) for J = (i, j), (j, k), (i, k);

this exists due to (B.2). Then, considering the set

H = [0,1] × · · · × [0,1] × [ui, si + εi] × [0,1] × · · ·
× [0,1] × [uj , sj + εj ] × [0,1] × · · ·
× [0,1] × [uj , sj + εj ] × [0,1] × · · · × [0,1]
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and using similar argumentation as in the case d = 3 together with property (QC1),
it follows that

V
QS,C∗ (H) = QS,C∗(

s′)− QS,C∗(
(ui, sj + εj , sk + εk)

′)− · · ·
+ QS,C∗(

(ui, uj , sk + εk)
′)+ · · · − QS,C∗(

u′
I

)
= C∗(s′

I

)− 3C∗(s′
I

)+∑
l∈I

(sl + εl − ul)

+ 3C∗(s′
I

)− 2
∑
l∈I

(sl + εl − ul) − C∗(s′
I

)
= C∗(s′

I

)− C∗(s′
I

)−∑
l∈I

(sl + εl − ul) < 0.

Hence QS,C∗
is a proper-quasi-copula. �

A general version of Corollary 4.3 also holds.

COROLLARY B.2. Let C∗ be a d-copula and S ⊂ Id be compact. If there
exists a compact set S ′ ⊃ S such that S ′ and Q∗ := QS,C∗

satisfy the assumptions

of Theorem B.1, then QS,C∗
is a proper quasi-copula.

The next result establishes similar conditions for the upper bound to be a proper-
quasi copula.

THEOREM B.3. Consider the compact subset S of Id in (B.1) for s =
(si, sj , sk), s = (si + εi, sj + εj , sk + εk) ∈ I3 and εi, εj , εk > 0. Let C∗ be a d-
copula (or d-quasi-copula) such that

3∑
i=1

εi > C∗(s′
I

)− C∗(s′
I

)
> 0,(B.4)

C∗(s′
I

)≤ Md

(
s′
I

)
,(B.5)

where I = {i, j, k} and s′
I and s′

I are defined by the lift operation. Then Q
S,C∗

is
a proper quasi-copula.

PROOF. We show that the result holds for d = 3. The general case for d > 3
follows as in the proof of Theorem B.1. Let C∗ be a 3-copula and S = I3 \(s, s+ε)

for some s ∈ [0,1]3 and εi > 0, i = 1,2,3. Moreover, choose u = (u1, u2, u3) ∈
(s, s + ε) such that

C∗(s + ε) − C∗(s) <

3∑
i=1

(si + εi − ui) and(B.6)

C∗(s + ε) − C∗(s) >
∑
i∈I

(si + εi − ui) for I = (1,2), (2,3), (1,3);(B.7)
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such a u exists due to (B.4). Now, in order to show that Q
S,C∗

is not d-increasing,
and thus a proper quasi-copula, it suffices to prove that V

Q
S,C∗ ([s,u]) < 0. By the

definition of V
Q

S,C∗ we have

V
Q

S,C∗
([s,u])= Q

S,C∗
(u) − Q

S,C∗
(s1, u2, u3) − Q

S,C∗
(u1, s2, u3)

− Q
S,C∗

(u1, u2, s3) + Q
S,C∗

(s1, s2, u3) + Q
S,C∗

(s1, u2, s3)

+ Q
S,C∗

(u1, s2, s3) − Q
S,C∗

(s).

Analyzing the summands, we see that

• Q
S,C∗

(u) = minx∈S{C∗(x) + ∑3
i=1(xi − ui)

+} = C∗(s + ε), where the first
equality holds due to (B.5) and the second one due to (B.6).

• Q
S,C∗

(s1, u2, u3) = minx∈S{C∗(x)+ (s1 − x1)
+ + (u2 − x2)

+ + (u3 − x3)
+} =

minx∈S{C∗(s + ε),C∗(s) + (u2 − x2)
+ + (u3 − x3)

+} = C∗(s) + (u2 − s2) +
(u3 − s3), where the first equality holds due to (B.5) and the third one due to
(B.7). The second equality holds since the minimum is only attained at either s

or s + ε. Analogously, it follows that Q
S,C∗

(u1, s2, u3) = C∗(s) + (u1 − s1) +
(u3 − s3) and Q

S,C∗
(u1, u2, s3) = C∗(s) + (u1 − s1) + (u2 − s2).

• Using similar argumentation, it follows that Q
S,C∗

(s1, s2, u3) = C∗(s) + (u3 −
s3), Q

S,C∗
(u1, s2, s3) = C∗(s) + (u1 − s1) and Q

S,C∗
(s1, u2, s3) = C∗(s) +

(u2 − s2).

• In addition, Q
S,C∗

(s) = C∗(s) because s ∈ S .

Therefore, putting the pieces together and using (B.6), we get

V
QS,C∗

([s,u])= C∗(s + ε) − 3C∗(s) − 2
3∑

i=1

(ui − si)

+ 3C∗(s) +
3∑

i=1

(ui − si) − C∗(s)

= C∗(s + ε) − C∗(s) −
3∑

i=1

(ui − si) < 0.

Thus QS,C∗
is indeed a proper quasi-copula. �

The following corollary shows that the requirements in Theorem B.3 are mini-
mal in the sense that if the prescription set is contained in a set of the form (B.1)
then the upper bound is a proper-quasi-copula. Its proof is analogous to the proof
of Corollary 4.3 and, therefore, omitted.
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COROLLARY B.4. Let C∗ be a d-copula and S ⊂ Id be compact. If there

exists a compact set S ′ ⊃ S such that S ′ and Q∗ := Q
S,C∗

satisfy the assumptions

of Theorem B.3, then Q
S,C∗

is a proper quasi-copula.
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