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My student Y. Dolinsky noticed that the inequalities (5.33) needed to obtain the estimate (5.34) in the proof of Theorem 2.3 hold true only for hedging strategies without short selling of bonds and stocks, that is, when the amounts of bonds and stocks in the portfolio are always nonnegative. Since the existence of such hedging strategies cannot be guaranteed, in general, if their initial capital equals the option price, the proof should be corrected and we start with an argument due to Dolinsky which serves this purpose. In the notation of [1] set

$$
\begin{equation*}
\Psi=\sup _{0 \leq t \leq T}\left(Q_{z}^{B}\left(\theta_{\varphi}^{(n)}, t\right)-Q_{z}^{B, n}\left(\frac{\varphi T}{n}, \frac{v_{t} T}{n}\right)\right)^{+} \tag{1}
\end{equation*}
$$

From (5.29)-(5.32) of [1], we obtain that there exists a constant $C>0$ such that

$$
\begin{equation*}
E^{B} \Psi \leq C\left(F_{0}(z)+\Delta_{0}(z)+z+1\right) n^{-1 / 4} . \tag{2}
\end{equation*}
$$

Let $\tau \in \mathcal{T}_{0 T}^{B}$ be a stopping time. Then $\nu_{\tau}=\min \left\{k \in \mathbb{N}: \theta_{k}^{(n)} \geq \tau\right\} \in \mathcal{T}^{B, n}$, and so $\theta_{\nu_{\tau}}^{(n)} \in \mathcal{T}^{B}$ is a stopping time (see beginning of proofs of Lemmas 3.1 and 3.6 in [1]). As any self-financing discounted portfolio $\check{Z}^{B}$ (see (5.21) in [1]) is a martingale, and so taking into account (5.24) in [1] and the optional sampling theorem, we derive that

$$
\begin{align*}
\check{Z}_{\theta_{\varphi}^{(n)} \wedge \tau}^{B} & =E^{B}\left(\check{Z}_{\theta_{\varphi}^{(n)} \wedge \theta_{\nu \tau}^{(n)}}^{B} \mid \mathcal{F}_{\theta_{\varphi}^{(n)} \wedge \tau}\right) \\
& \geq E^{B}\left(\left.Q_{z}^{B, n}\left(\frac{\varphi T}{n}, \frac{\nu_{\tau} T}{n}\right) \right\rvert\, \mathcal{F}_{\theta_{\varphi}^{(n)} \wedge \tau}\right)  \tag{3}\\
& \geq E^{B}\left(Q_{z}^{B}\left(\theta_{\varphi}^{(n)}, \tau\right)-\Psi \mid \mathcal{F}_{\theta_{\varphi}^{(n)} \wedge \tau}\right) \\
& =Q_{z}^{B}\left(\theta_{\varphi}^{(n)}, \tau\right)-E^{B}\left(\Psi \mid \mathcal{F}_{\theta_{\varphi}^{(n)} \wedge \tau}\right) .
\end{align*}
$$

Finally, (3) yields that

$$
\sup _{\tau \in \mathcal{T}_{0 T}^{B}} E^{B}\left(Q_{z}^{B}\left(\theta_{\varphi}^{(n)}, \tau\right)-\check{Z}_{\theta_{\varphi}^{(n)} \wedge \tau}^{B}\right)^{+} \leq E^{B} \Psi,
$$
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which together with (2) provides the required estimate for the expectation of the left-hand side of (5.26) in [1] and (2.22) there follows.

There is another way to fix (5.33) in [1] which is interesting by itself. Since the main point of Theorem 2.3 in [1] is to show how to construct in an explicit way some "nearly" hedging strategies for the Black-Scholes market using hedging strategies in approximating Cox, Ross, Rubinstein (CRR) markets, it suffices, essentially, to consider only hedging strategies in CRR markets which are given by standard explicit formulas via the Doob decomposition and the discrete martingale representation in CRR models. Thus, we modify (5.33) in [1] by writing first (in notation of [1]),

$$
\begin{equation*}
\left(\check{Z}_{\theta_{\varphi}^{(n)} \wedge \theta_{v_{t}}^{(n)}}^{B}-\check{Z}_{\theta_{\varphi}^{(n)} \wedge t}^{B}\right)^{+} \mathbb{I}_{A_{t}} \leq \max _{1 \leq k \leq n}\left|\gamma_{\theta_{k}^{(n)}}^{\varphi}\right|\left(\check{S}_{\theta_{\varphi}^{(n)} \wedge \theta_{v_{t}}^{(n)}}^{B}(z)-\check{S}_{\theta_{\varphi}^{(n)} \wedge t}^{B}(z)\right)^{+} \tag{4}
\end{equation*}
$$

and then estimating $\gamma_{\theta_{k}^{(n)}}^{\varphi}$ via explicit formulas. Namely (see, e.g., (2.28) in Theorem 1 of [3]),

$$
\begin{equation*}
\gamma_{\theta_{k}}^{\varphi}=\frac{\alpha_{k} e^{r T k / n}}{S_{(k-1) T / n}^{B, n}(z)} \tag{5}
\end{equation*}
$$

where $S^{B, n}$ is defined in (3.1) of [1] and $\alpha_{k}$ comes from the explicit martingale representation formula (see Section 3 in [3] or Section 4d, Chapter V in [2])

$$
\begin{equation*}
M_{k}=M_{0}+\sum_{j=1}^{k} \alpha_{j}\left(\rho_{j}^{(n)}-r^{(n)}\right) \tag{6}
\end{equation*}
$$

Here $\rho_{j}^{(n)}$ and $r^{(n)}$ are given by (1.8) in [1] as

$$
r^{(n)}=e^{r T / n}-1 \quad \text { and } \quad \rho_{j}^{(n)}=\exp \left(r T / n+\kappa\left(B_{\theta_{j}^{(n)}}^{*}-B_{\theta_{j-1}^{(n)}}^{*}\right)\right), \quad j \geq 1
$$

and $\left\{M_{k}\right\}_{0 \leq k \leq n}$ is the martingale emerging from the Doob decomposition of the supermartingale

$$
\begin{equation*}
U_{k}=U_{k}^{\zeta}=\max _{v \in \mathcal{Z}_{0, n}} E\left(Q_{z}^{B, n}\left(\zeta T / n,\left(v \circ \lambda_{B}^{(n)}\right) T / n\right) \mid \mathscr{G}_{k}^{B, n}\right), \quad \zeta \in f_{0, n}^{B, n} \tag{7}
\end{equation*}
$$

where the notation is the same as in [1]. The martingale in (3) can be written explicitly in the form (see Section 1b, Chapter II in [2])

$$
\begin{equation*}
M_{k}=U_{0}+\sum_{j=1}^{k}\left(U_{j}-E\left(U_{j} \mid \mathscr{g}_{j-1}^{B, n}\right)\right) \tag{8}
\end{equation*}
$$

Since $U_{k}$ in (7) is measurable with respect to

$$
\mathcal{G}_{k}^{B, n}=\sigma\left(B_{\theta_{1}^{(n)}}^{*}, B_{\theta_{2}^{(n)}}^{*}-B_{\theta_{1}^{(n)}}^{*}, \ldots, B_{\theta_{k}^{(n)}}^{*}-B_{\theta_{k-1}^{(n)}}^{*}\right)
$$

we can write also

$$
\begin{equation*}
U_{k}=\Psi_{k}\left(B_{\theta_{1}^{(n)}}^{*}, B_{\theta_{2}^{(n)}}^{*}-B_{\theta_{1}^{(n)}}^{*}, \ldots, B_{\theta_{k}^{(n)}}^{*}-B_{\theta_{k-1}^{(n)}}^{*}\right) \tag{9}
\end{equation*}
$$

where, in view of the assumption (2.1) from [1], the functions $\Psi_{k}$ satisfy

$$
\begin{equation*}
\left|\Psi_{k}\left(x_{1}, \ldots, x_{k}\right)-\Psi_{k}\left(y_{1}, \ldots, y_{k}\right)\right| \tag{10}
\end{equation*}
$$

$$
\leq C z \max _{0 \leq j \leq k}\left|\exp \left(\kappa \sum_{i=1}^{j} x_{i}\right)-\exp \left(\kappa \sum_{i=1}^{j} y_{i}\right)\right|
$$

for some $C=C_{T}>0$ independent of $k, n,\left\{x_{j}\right\}$ and $\left\{y_{j}\right\}$ but depending on $T$. Observe that $\alpha_{k}$ can also be written in the explicit form (see Section 3 in [3] or Section 4d, Chapter V in [2]) which in our situation amounts to

$$
\begin{align*}
\alpha_{k}= & e^{-r T / n}\left(e^{\kappa \sqrt{T / n}}-1\right)^{-1}\left(1-p_{n}\right) \\
& \times\left(\Psi_{k}\left(B_{\theta_{1}^{(n)}}^{*}, B_{\theta_{2}^{(n)}}^{*}-B_{\theta_{1}^{(n)}}^{*}, \ldots, B_{\theta_{k-1}^{(n)}}^{*}-B_{\theta_{k-2}^{(n)}}^{*}, \sqrt{T / n}\right)\right.  \tag{11}\\
& \left.-\Psi_{k}\left(B_{\theta_{1}^{(n)}}^{*}, B_{\theta_{2}^{(n)}}^{*}-B_{\theta_{1}^{(n)}}^{*}, \ldots, B_{\theta_{k-1}^{(n)}}^{*}-B_{\theta_{k-2}^{(n)}}^{*},-\sqrt{T / n}\right)\right)
\end{align*}
$$

where $p_{n}=\left(e^{\kappa \sqrt{T / n}}-1\right)^{-1}$. This together with (7) yields that

$$
\begin{equation*}
\left|\alpha_{k}\right| \leq 2 C z \exp \left(\kappa B_{\theta_{k-1}^{(n)}}^{*}\right) \tag{12}
\end{equation*}
$$

Now by (2) and (3.1) of [1],

$$
\begin{equation*}
\max _{1 \leq k \leq n}\left|\gamma_{\theta_{k}^{(n)}}^{\varphi}\right| \leq 2 C \tag{13}
\end{equation*}
$$

Finally, estimating $\left(\check{S}_{\theta_{\varphi}^{(n)} \wedge \theta_{v_{t}}^{(n)}}^{B}(z)-\check{S}_{\theta_{\varphi}^{(n)} \wedge t}^{B}(z)\right)^{+}$in the same way as in the last line of (5.33) in [1] and using (13), we arrive at (5.34) in [1] in the same way as there and Theorem 2.3 follows.

We warn the reader also about the misprint in (4.42) of [1] where $t$ before $Q_{z}^{B, n, \theta}$ should be deleted.
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