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#### Abstract

We introduce here a class of stochastic partial differential equations defined on a graph and we show how they are obtained as the limit of suitable stochastic partial equations defined in a narrow channel, as the width of the channel goes to zero.

Résumé. Nous introduisons ici une classe d'équations aux dérivées partielles stochastiques définies sur un graphe et nous montrons comme ils sont obtenus sous la limite d'équations aux dérivées partielles stochastiques appropriées définies dans un canal étroit, lorsque la largeur du canal tend vers zéro.
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## 1. Introduction

Let $G$ be a bounded domain in $\mathbb{R}^{2}$, having a smooth boundary $\partial G$. We consider here the following stochastic partial differential equation (SPDE) in $G$, with Neumann boundary conditions

$$
\left\{\begin{array}{l}
\frac{\partial u_{\varepsilon}}{\partial t}(t, x, y)=\frac{1}{2} \frac{\partial^{2} u_{\varepsilon}}{\partial x^{2}}(t, x, y)+\frac{1}{2 \varepsilon^{2}} \frac{\partial^{2} u_{\varepsilon}}{\partial y^{2}}(t, x, y)+b\left(u_{\varepsilon}(t, x, y)\right)+\frac{\partial w^{Q}}{\partial t}(t, x, y)  \tag{1.1}\\
\frac{\partial u_{\varepsilon}}{\partial v_{\varepsilon}}(t, x, y)=0, \quad(x, y) \in \partial G, \quad u_{\varepsilon}(0, x, y)=u_{0}(x, y)
\end{array}\right.
$$

Here $w^{Q}(t)$ is a cylindrical Wiener process in $L^{2}(G)$ and $v_{\varepsilon}=v_{\varepsilon}(x, y)$ is the unit interior conormal at $\partial G$, corresponding to the second order differential operator

$$
\mathcal{L}_{\varepsilon}=\frac{1}{2} \frac{\partial^{2}}{\partial x^{2}}+\frac{1}{2 \varepsilon^{2}} \frac{\partial^{2}}{\partial y^{2}}
$$

The functions $b$ and $u_{0}$ and the noise $w^{Q}(t)$ are assumed to be regular enough so that equation (1.1) admits a unique mild solution for every $\varepsilon>0$ (see below for all details).

After an appropriate change of variables, equation (1.1) can be obtained from the equation

$$
\left\{\begin{array}{l}
\frac{\partial v_{\varepsilon}}{\partial t}(t, x, y)=\frac{1}{2} \Delta v_{\varepsilon}(t, x, y)+b\left(v_{\varepsilon}(t, x, y)\right)+\sqrt{\varepsilon} \frac{\partial w^{Q_{\varepsilon}}}{\partial t}(t, x, y), \quad(x, y) \in G_{\varepsilon}  \tag{1.2}\\
\frac{\partial v_{\varepsilon}}{\partial \hat{v}_{\varepsilon}}(t, x, y)=0, \quad(x, y) \in \partial G_{\varepsilon}, \quad v_{\varepsilon}(0, x, y)=u_{0}(x, y / \varepsilon)
\end{array}\right.
$$

[^0]where $G_{\varepsilon}$ is the narrow domain $\left\{(x, y) \in \mathbb{R}^{2}:(x, y / \varepsilon) \in G\right\}$ and $\hat{v}_{\varepsilon}(x, y)$ is the inward unit normal vector at $\partial G_{\varepsilon}$. Reaction-diffusion equations of the same type as (1.2), with or without additional noise, arise, for example, in models for the motion of molecular motors. Actually, one of the possible ways to model Brownian motors/ratchets is to describe them as particles traveling along a designated track, and the designated track along which the molecule/particle is traveling can be viewed as a tubular domain with many wings added to it. To this purpose, see e.g. [4] and [5].

In this paper, we are interested in the limiting behavior of the solution $u_{\varepsilon}$ of equation (1.1), as $\varepsilon \downarrow 0$. For this purpose, suppose for a moment that the noisy term $\partial w^{Q} / \partial t$ is replaced by a regular enough function $h(t, x, y)$ and, for the sake of brevity, assume $b(u)=0$. If $\left(X^{\varepsilon}(t), Y^{\varepsilon}(t)\right)$ is the diffusion process in $G \cup \partial G$ governed by the operator $\mathcal{L}_{\varepsilon}$ inside $G$ and undergoing instantaneous reflections at $\partial G$, with respect to the co-normal associated with $\mathcal{L}_{\varepsilon}$, then, as is well known (see, for example, [3]), the solution of (1.1) can be written in the form

$$
\begin{equation*}
u_{\varepsilon}(t, x, y)=S_{\varepsilon}(t) u_{0}(x, y)+\int_{0}^{t} S_{\varepsilon}(t-s) h(s, \cdot)(x, y) d s, \tag{1.3}
\end{equation*}
$$

where, for any $\varphi \in B_{b}(G)$,

$$
S_{\varepsilon}(t) \varphi(x, y)=\mathbb{E}_{(x, y)} \varphi\left(X^{\varepsilon}(t), Y^{\varepsilon}(t)\right) .
$$

The process $\left(X^{\varepsilon}(t), Y^{\varepsilon}(t)\right)$ has a slow component $X^{\varepsilon}(t)$ and a fast component $Y^{\varepsilon}(t)$, if $0<\varepsilon \ll 1$. This means that, before $X^{\varepsilon}(t)$ changes a little, the $y$-component of the process hits the boundary many times. This leads to an additional drift in the limit of the $x$-component of the process, due to the changing width of the domain and to the averaging of the function $h\left(s, X^{\varepsilon}(t-s), Y^{\varepsilon}(t-s)\right.$ ). Moreover, for a given $x$, the intersection of the domain $G$ with the vertical line containing $(x, 0)$ can consist of several connected components (see e.g. the intervals $l_{1}(x)$ and $l_{2}(x)$ in Figure 1). This leads to the fact that the slow component of the process $\left(X^{\varepsilon}(t), Y^{\varepsilon}(t)\right)$ lives on the graph $\Gamma$ (see again Figure 1).

This graph, actually, counts all normalized ergodic invariant measures of the two-dimensional process ( $\hat{X}(t), \hat{Y}(t)$ ) in $G \cup \partial G$, where $\hat{X}(t)=\hat{X}(0)=x$ and $\hat{Y}(t)$ is the one-dimensional Wiener process with instantaneous reflection on $\partial G$. The process $(\hat{X}(t), \hat{Y}(t))$, up to a time change, is our non perturbed system. Thus, the slow component of the perturbed system (the process ( $\left.X^{\varepsilon}(t), Y^{\varepsilon}(t)\right)$ on $G \cup \partial G$ ) is the projection $\Pi^{\varepsilon}(t)=\Pi\left(X^{\varepsilon}(t), Y^{\varepsilon}(t)\right)$ of $\left(X^{\varepsilon}(t), Y^{\varepsilon}(t)\right)$ on the simplex of normalized invariant measures of the perturbed system. Moreover, the graph $\Gamma$ parametrizes extreme points of the simplex and any point of the simplex is a linear convex combination of the extreme points.


Fig. 1. The domain $G$ and the graph $\Gamma$.

In [6] it has been proven that the process $\Pi^{\varepsilon}(t)$ converges, as $\varepsilon \downarrow 0$, to a continuous Markov process $\bar{Z}(t)$ on the graph $\Gamma$. More precisely, it has been proven that for any $z \in G$ and any bounded and continuous functional $F$ on $C([0, T] ; \Gamma)$, with $T>0$,

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \mathbb{E}_{z} F\left(\Pi^{\varepsilon}(\cdot)\right)=\overline{\mathbb{E}}_{\Pi(z)} F(\bar{Z}(\cdot)) \tag{1.4}
\end{equation*}
$$

Notice that in [6] the generator $\bar{L}$ of the Markov process $\bar{Z}(t)$ is explicitly described in terms of certain second order differential operators $\mathcal{L}_{k}$, acting in the interior of each edge $I_{k}$ of $\Gamma$, and of suitable gluing conditions, given at the vertices of $\Gamma$.

Since in (1.3) the solution $u_{\varepsilon}$ of equation (1.1), with $\partial w^{Q} / \partial t$ replaced by the regular function $h$, has been represented in terms of the process $\left(X^{\varepsilon}(t), Y^{\varepsilon}(t)\right.$ ), one would like to be able to use (1.4) to study the limiting behavior of $u_{\varepsilon}$ on $[0,+\infty) \times \Gamma$, as $\varepsilon \downarrow 0$. As a matter of fact, we have shown that for any $\varphi \in C(\bar{G}), z \in G$ and $0<\tau<T$, it holds

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{t \in[\tau, T]}\left|\mathbb{E}_{z} \varphi\left(X^{\varepsilon}(t), Y^{\varepsilon}(t)\right)-\overline{\mathbb{E}}_{\Pi(z)} \varphi^{\wedge}(\bar{Z}(t))\right|=0, \tag{1.5}
\end{equation*}
$$

where

$$
\varphi^{\wedge}(x, k)=\frac{1}{l_{k}(x)} \int_{C_{k}(x)} \varphi(x, y) d y, \quad(x, k) \in \Gamma,
$$

and $l_{k}(x)$ is the length of the connected component $C_{k}(x)$ of the section $C(x)=\{(x, y) \in G\}$, corresponding to the edge $I_{k}$.

As a consequence of (1.5), we have obtained that for any $\varphi \in C(\bar{G})$

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{t \in[\tau, T]}\left|S_{\varepsilon}(t) \varphi-\bar{S}(t)^{\vee} \varphi\right|_{L^{2}(G)}=0, \tag{1.6}
\end{equation*}
$$

where $\bar{S}(t)$ is the Markov transition semigroup associate with $\bar{L}$ and, for any $A \in \mathcal{L}\left(L^{2}(G)\right)$,

$$
A^{\vee} \varphi(x, y)=A \varphi^{\wedge}(\Pi(x, y)), \quad(x, y) \in G
$$

In particular, due to (1.6), we have shown that

$$
\lim _{\varepsilon \rightarrow 0} \sup _{t \in[\tau, T]}\left|u_{\varepsilon}(t)-\bar{u}(t) \circ \Pi\right|_{L^{2}(G)}=0,
$$

where $\bar{u}$ is the solution of the partial differential equation on $\Gamma$

$$
\begin{equation*}
\frac{\partial \bar{u}}{\partial t}(t, x, k)=\bar{L} \bar{u}(t, x, k)+h^{\wedge}(t, x, k), \quad \bar{u}(0, x, k)=u_{0}^{\wedge}(x, k), \tag{1.7}
\end{equation*}
$$

endowed with suitable gluing conditions at the vertices of $\Gamma$.
We would like to stress the fact that (1.5) is not a straightforward consequence of (1.4). Actually, (1.5) is a consequence of the following two limits

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{t \in[\tau, T]}\left|\mathbb{E}_{z}\left[\varphi\left(Z^{\varepsilon}(t)\right)-\varphi^{\wedge}\left(\Pi^{\varepsilon}(t)\right)\right]\right|=0, \tag{1.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{t \in[\tau, T]}\left|\mathbb{E}_{z} \varphi^{\wedge}\left(\Pi^{\varepsilon}(t)\right)-\overline{\mathbb{E}}_{\Pi(z)} \varphi^{\wedge}(\bar{Z}(t))\right|=0 . \tag{1.9}
\end{equation*}
$$

Limit (1.9) would be an immediate consequence of (1.4), if for any $\varphi \in C(\bar{G})$, the function $\varphi^{\wedge}$ were a continuous function on $\bar{\Gamma}$. Unfortunately, in general $\varphi^{\wedge}$ is not continuous at the internal vertices of $\Gamma$, so that the proof of (1.9)
requires a thorough analysis, which also involves a few estimates of the exit times of the process $Z_{\varepsilon}(t)$ from suitable small neighborhoods of the points $(x, y) \in \partial G$ where $\nu_{2}(x, y)=0$.

Concerning limit (1.8), it follows from an averaging argument, but its proof requires a suitable localization in time in the same spirit of Khasminski's paper [7]. Here the localization procedure is more delicate than in the classical setting considered by Khasminski, as it involves a stochastic differential equation with reflection and hence requires suitable estimates for the time increments of the local time of the process $\left(X^{\varepsilon}(t), Y^{\varepsilon}(t)\right)$ at the boundary of $G$.

Now, once we have obtained (1.6), we go back to the original problem, where equation (1.1) is perturbed by a cylindrical Wiener process $w^{Q}(t)$ given by

$$
w^{Q}(t, x, y)=\sum_{k=1}^{\infty}\left(Q e_{k}\right)(x, y) \beta_{k}(t) .
$$

Here $Q$ is a bounded linear operator in $L^{2}(G),\left\{e_{k}\right\}_{k \in \mathbb{N}}$ is a complete orthonormal system in $L^{2}(G)$, and $\left\{\beta_{k}(t)\right\}_{k \in \mathbb{N}}$ is a sequence of mutually independent Brownian motions. Under standard conditions on $b$ and $Q$ (see e.g. [2] for all details), for any $\varepsilon>0$ equation (1.1) admits a unique mild solution $u_{\varepsilon}$. More precisely, there exists a unique adapted process $u_{\varepsilon}$ in $L^{p}\left(\Omega, C\left([0, T] ; L^{2}(G)\right)\right)$, for any $T>0$ and $p \geq 1$, such that

$$
u_{\varepsilon}(t)=S_{\varepsilon}(t) u_{0}+\int_{0}^{t} S_{\varepsilon}(t-s) b\left(u_{\varepsilon}(s)\right) d s+\int_{0}^{t} S_{\varepsilon}(t-s) d w^{Q}(s) .
$$

In fact, here we assume the stronger condition that the covariance $Q Q^{\star}$ of the cylindrical Wiener process $w^{Q}(t)$ is a trace class operator in $L^{2}(G)$, so that $w^{Q}(t) \in L^{2}\left(\Omega ; L^{2}(G)\right)$. In view of this, we have that the process

$$
\bar{w}^{Q}(t):=w^{Q}(t)^{\wedge}=\sum_{k=1}^{\infty}\left(Q e_{k}\right)^{\wedge} \beta_{k}(t), \quad t \geq 0
$$

is well defined in $L^{2}\left(\Omega ; L^{2}(\Gamma, \nu)\right)$, where $\nu$ is the invariant measure associated with the process $\bar{Z}(t)$. Thus, as $\bar{S}(t)$ is a contraction in $L^{2}(\Gamma, \nu)$, the process

$$
\bar{w}_{\bar{L}}(t):=\int_{0}^{t} \bar{S}(t-s) d \bar{w}^{Q}(s), \quad t \geq 0
$$

belongs to $L^{p}\left(\Omega ; C\left([0, T] ; L^{2}(\Gamma, v)\right)\right)$, for any $T>0$ and $p \geq 1$. In particular, this implies the following SPDE on the graph $\Gamma$

$$
\begin{equation*}
d \bar{u}(t)=[\bar{L} \bar{u}(t)+b(\bar{u}(t))] d t+d \bar{w}^{Q}(t), \quad \bar{u}(0)=u_{0}^{\hat{0}}, \tag{1.10}
\end{equation*}
$$

is well posed in $L^{p}\left(\Omega ; C\left([0, T] ; L^{2}(\Gamma, \nu)\right)\right)$.
Once we have obtained the well posedness of equation (1.10), we have shown that, as in the deterministic case, $\bar{u}$ can be obtained as the limit of the solution $u_{\varepsilon}$ of equation (1.1), as $\varepsilon \downarrow 0$. To this purpose, we have first shown that

$$
\lim _{\varepsilon \rightarrow 0} \mathbb{E} \sup _{t \in[0, T]}\left|\int_{0}^{t} S_{\varepsilon}(t-s) d w^{Q}(s)-\bar{w}_{\bar{L}}(t) \circ \Pi\right|_{L^{2}(G)}=0 .
$$

Then, as $b$ is assumed to be Lipschitz-continuous, we have shown that this implies that, for any $0<\tau<T$,

$$
\lim _{\varepsilon \rightarrow 0} \mathbb{E} \sup _{t \in[\tau, T]}\left|u_{\varepsilon}(t)-\bar{u}(t) \circ \Pi\right|_{L^{2}(G)}=0 .
$$

Finally, we would like to mention that some special class of SPDEs on graphs have been studied in the paper [1].

## 2. Some notations and a preliminary result

In this section we introduce some notations and recall some important results from [6].

### 2.1. The domain $G$, the narrow channel $G_{\varepsilon}$ and the graph $\Gamma$

Let $G$ be a bounded open domain in $\mathbb{R}^{2}$, having a smooth boundary $\partial G$ (of class $C^{3}$ ), and for any $(x, y) \in \partial G$ let $\nu(x, y)$ denote the unit inward normal vector at the point $(x, y)$. In what follows, we shall assume that $G$ satisfies the uniform exterior sphere condition, that is there exists $r_{0}>0$ such that for any $z \in \partial G$ there exists $z^{\prime} \in \mathbb{R}^{2}$ with $\left|z-z^{\prime}\right|=r_{0}$ and $B\left(z^{\prime}, r_{0}\right) \cap G=\varnothing$. As a consequence of this assumption, there exists some constant $\kappa_{0} \geq 0$ such that for any $z \in \partial G$ and $z^{\prime} \in \bar{G}$

$$
\begin{equation*}
\left\langle z-z^{\prime}, v(z)\right\rangle-\kappa_{0}\left|z-z^{\prime}\right|^{2} \leq 0 \tag{2.1}
\end{equation*}
$$

(for a proof see [8]).
Now, for every $\varepsilon>0$ we introduce the narrow channel associated with $G$

$$
G_{\varepsilon}:=\left\{(x, y) \in \mathbb{R}^{2}:\left(x, \varepsilon^{-1} y\right) \in G\right\},
$$

and we denote by $\nu^{\varepsilon}(x, y)$ the unit inward normal vector at the point $(x, y) \in \partial G_{\varepsilon}$. Notice that

$$
\begin{equation*}
\nu^{\varepsilon}(x, \varepsilon y)=c_{\varepsilon}(x, y)\left(\varepsilon \nu_{1}(x, y), \nu_{2}(x, y)\right), \quad(x, y) \in \partial G \tag{2.2}
\end{equation*}
$$

for some function $c_{\varepsilon}: \partial G \rightarrow[1,+\infty)$, such that

$$
\sup _{\substack{(x, y) \in \partial G \\ \varepsilon>0}} c_{\varepsilon}(x, y)=c<\infty .
$$

In what follows, we shall assume that the region $G$ satisfies the following properties.
I. There are only finitely many $x \in \mathbb{R}$ for which $\nu_{2}(x, y)=0$, for some $(x, y) \in \partial G$.
II. For every $x \in \mathbb{R}$, the cross-section $C(x)=\{(x, y) \in G\}$ consists of a finite union of intervals. Namely, when $C(x) \neq \varnothing$, there exist $N(x) \in \mathbb{N}$ and intervals $C_{1}(x), \ldots, C_{N(x)}(x)$ such that

$$
C(x)=\bigcup_{k=1}^{N(x)} C_{k}(x) .
$$

III. If $x \in \mathbb{R}$ is such that $\nu_{2}(x, y) \neq 0$, then for any $k=1, \ldots, N(x)$ we have

$$
l_{k}(x)=\left|C_{k}(x)\right|>0 .
$$

If we identify the points of each connected component $C_{k}(x)$ of each cross section $C(x)$, we obtain a graph $\Gamma$, with a finite number of vertices $O_{i}$, corresponding to the connected components containing points $(x, y) \in \partial G$ such that $\nu_{2}(x, y)=0$, and with a finite number of edges $I_{k}$, connecting the vertices. On our graph there are two different types of vertices, exterior ones, that are connected to only one edge of the graph, and interior ones, that are connected to two or more edges. See Figure 1.

On the graph $\Gamma$ a distance can be introduced in the following way. If $y_{1}=\left(x_{1}, k\right)$ and $y_{2}=\left(x_{2}, k\right)$ belong to the same edge $I_{k}$, then $d\left(y_{1}, y_{2}\right)=\left|x_{1}-x_{2}\right|$. In the case $y_{1}$ and $y_{2}$ belong to different edges, then

$$
d\left(y_{1}, y_{2}\right)=\min \left\{d\left(y_{1}, O_{i_{1}}\right)+d\left(O_{i_{1}}, O_{i_{2}}\right)+\cdots+d\left(O_{i_{n}}, y_{2}\right)\right\},
$$

where the minimum is taken over all possible paths from $y_{1}$ to $y_{2}$, through every possible sequence of vertices $O_{i_{1}}, \ldots, O_{i_{n}}$, connecting $y_{1}$ to $y_{2}$.

Now, any point $z$ on the graph $\Gamma$ can be uniquely identified by two coordinates, the horizontal coordinate $x$ and the integer $k$ which denotes the edge $I_{k}$ the point $z$ belongs to. Notice that if $z$ is one of the interior vertices $O_{i}$, this second coordinate may not be chosen in a unique way, as there are two or more edges having $O_{i}$ as their endpoint.

In what follows, we shall denote by $\Pi: G \rightarrow \Gamma$ the identification map of the domain $G$ onto the corresponding graph $\Gamma$. For any vertex $O_{i}$ on the graph $\Gamma$, we denote by $E_{i}$ the set $\Pi^{-1}\left(O_{i}\right)$ consisting of points $(x, y) \in \partial G$ such that $\nu_{2}(x, y)=0$. The set $E_{i}$ can be one point, several points or an interval. In what follows, we shall assume that $G$ satisfies the following condition:
IV. For each vertex $O_{i}$, either $\nu_{1}(x, y)>0$, for all $(x, y) \in E_{i}$, or $\nu_{1}(x, y)<0$, for all $(x, y) \in E_{i}$.

### 2.2. A limiting result

For each $\varepsilon>0$ and $z=(x, y) \in G$, we consider the stochastic system with reflecting boundary conditions on the domain $G$

$$
\left\{\begin{array}{l}
d X^{\varepsilon}(t)=d B_{1}(t)+v_{1}\left(X^{\varepsilon}(t), Y^{\varepsilon}(t)\right) d \phi^{\varepsilon}(t), \quad X^{\varepsilon}(0)=x \\
d Y^{\varepsilon}(t)=\frac{1}{\varepsilon} d B_{2}(t)+\frac{1}{\varepsilon^{2}} v_{2}\left(X^{\varepsilon}(t), Y^{\varepsilon}(t)\right) d \phi^{\varepsilon}(t), \quad Y^{\varepsilon}(0)=y
\end{array}\right.
$$

Such a system can be rewritten as

$$
\begin{equation*}
d Z^{\varepsilon}(t)=\sqrt{\sigma_{\varepsilon}} d B(t)+\sigma_{\varepsilon} v\left(Z^{\varepsilon}(t)\right) d \phi^{\varepsilon}(t), \quad Z^{\varepsilon}(0)=z \in G \tag{2.3}
\end{equation*}
$$

where $\sigma_{\varepsilon}$ is the matrix defined by

$$
\sigma_{\varepsilon}=\left(\begin{array}{cc}
1 & 0  \tag{2.4}\\
0 & \varepsilon^{-2}
\end{array}\right)
$$

Here $B(t)$ is a 2-dimensional standard Brownian motion defined on some stochastic basis $\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{t}\right\}_{t \geq 0}, \mathbb{P}\right)$ and $\phi^{\varepsilon}(t)$ is the local time of the process $Z^{\varepsilon}(t)$ on $\partial G$, that is the $\mathcal{F}_{t}$-adapted process, continuous with probability 1 , non-decreasing and increasing only when $Z^{\varepsilon}(t) \in \partial G$. More precisely, we have the following

Definition 2.1. The random pair $\left(Z^{\varepsilon}(t), \phi^{\varepsilon}(t)\right), t \geq 0$, is a solution of problem (2.3) if $Z^{\varepsilon}(t)$ is a $\bar{G}$-valued $\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$ semi-martingale and $\phi^{\varepsilon}(t)$ is a non-decreasing continuous process, such that

$$
Z^{\varepsilon}(t)=z+\sqrt{\sigma_{\varepsilon}} B(t)+\int_{0}^{t} \sigma_{\varepsilon} v\left(Z^{\varepsilon}(s)\right) d \phi^{\varepsilon}(s), \quad \phi^{\varepsilon}(t)=\int_{0}^{t} I_{\left\{Z^{\varepsilon}(s) \in \partial G\right\}} d \phi^{\varepsilon}(s)
$$

For the well posedness of the equation above, we refer to the monography [3] and the paper [8]. In [6], it has been studied the limiting behavior, as $\varepsilon \downarrow 0$, of the (non Markov) process $\Pi\left(Z^{\varepsilon}(t)\right), t \geq 0$, in the space $C([0, T]$; $\Gamma)$, for any fixed $T>0$ and $z \in G$. Namely, it has been shown that the process $\Pi\left(Z^{\varepsilon}(t)\right)$, which describes the slow motion of the process $Z^{\varepsilon}(t)$, converges, in the sense of weak convergence of distributions in the space of continuous $\Gamma$-valued functions, to a diffusion process $\bar{Z}$ on $\Gamma$.

The process $\bar{Z}$ has been described in terms of its generator $\bar{L}$, which is given by suitable differential operators $\overline{\mathcal{L}}_{k}$ within each edge $I_{k}=\left\{(x, k): a_{k} \leq x \leq b_{k}\right\}$ of the graph and by certain gluing conditions at the vertices $O_{i}$ of the graph. More precisely, for each $k$, the differential operator $\overline{\mathcal{L}}_{k}$ has the form

$$
\begin{equation*}
\overline{\mathcal{L}}_{k} f(x)=\frac{1}{2 l_{k}(x)} \frac{d}{d x}\left(l_{k} \frac{d f}{d x}\right)(x), \quad a_{k}<x<b_{k} \tag{2.5}
\end{equation*}
$$

and the operator $\bar{L}$, acting on functions $f$ defined on the graph $\Gamma$, is defined as

$$
\bar{L} f(x, k)=\overline{\mathcal{L}}_{k} f(x), \quad \text { if }(x, k) \text { is an interior point of the edge } I_{k} .
$$

The domain $D(\bar{L})$ is defined as the set of continuous functions on the graph $\Gamma$, that are twice continuously differentiable in the interior part of each edge of the graph, such that for any vertex $O_{i}=\left(x_{i}, k_{1}\right)=\cdots=\left(x_{i}, k_{N_{i}}\right)$ there exist finite

$$
\lim _{\left(x, k_{j}\right) \rightarrow O_{i}} \bar{L} f\left(x, k_{j}\right),
$$

the following one-sided limits exist

$$
\lim _{x \rightarrow x_{i}} l_{k}(x) \frac{d f}{d x}\left(x, k_{j}\right),
$$

along any edge $I_{k_{j}}$ ending at the vertex $O_{i}=\left(x_{i}, k_{j}\right)$ and the following gluing condition is satisfied

$$
\begin{equation*}
\sum_{k=1}^{N_{i}}\left( \pm \lim _{x \rightarrow x_{i}} l_{k}(x) \frac{d f}{d x}(x, k)\right)=0 \tag{2.6}
\end{equation*}
$$

where the sign + is taken for right limits and the sign - for left limits. In the case of an exterior vertex $O_{i}$, the gluing condition (2.6) reduces to

$$
\begin{equation*}
\lim _{x \rightarrow x_{i}} l_{k}(x) \frac{d f}{d x}(x, k)=0 \tag{2.7}
\end{equation*}
$$

along the only edge $I_{k}$ terminating in $O_{i}$.
In [6, Theorem 1.1] it has been proven that for any domain $G$ satisfying properties I, II and III, there exists a continuous Markov process $\bar{Z}(t), t \geq 0$, on the graph $\Gamma$ having $\bar{L}$ as its generator. In what follows we shall denote by $\overline{\mathbb{P}}_{(x, k)}$ and $\overline{\mathbb{E}}_{(x, k)}$ the probability and the expectation associated to the process $\bar{Z}(t)$, starting from the point $(x, k) \in \Gamma$. Moreover, we shall denote by $\bar{S}(t), t \geq 0$, the transition semigroup associated with $\bar{Z}(t)$, defined by

$$
\bar{S}(t) f(x, k)=\overline{\mathbb{E}}_{(x, k)} f(\bar{Z}(t)), \quad t \geq 0,(x, k) \in \Gamma,
$$

for any $f: \Gamma \rightarrow \mathbb{R}$ Borel and bounded.
As we mentioned above, in [6, Theorem 1.2] it has also been proven that the process $\Pi\left(Z^{\varepsilon}\right)$ is weakly convergent to $\bar{Z}$ in $C([0, T] ; \Gamma)$, for any $T>0$ and $z \in G$. Namely, for any bounded and continuous functional $F$ on $C([0, T] ; \Gamma)$ and $z \in G$ it holds

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \mathbb{E}_{z} F\left(\Pi\left(Z^{\varepsilon}(\cdot)\right)\right)=\overline{\mathbb{E}}_{\Pi(z)} F(\bar{Z}(\cdot)) \tag{2.8}
\end{equation*}
$$

## 3. Functions and operators on the graph $\Gamma$

In what follows, for every $\varepsilon>0$ we denote $H_{\varepsilon}:=L^{2}\left(G_{\varepsilon}\right)$. In the special case $\varepsilon=1$, we denote $H_{1}=: H$. Moreover, we shall denote by $\bar{H}$ the space of measurable functions $f: \Gamma \rightarrow \mathbb{R}$ such that

$$
\sum_{k=1}^{N} \int_{I_{k}}|f(x, k)|^{2} l_{k}(x) d x<+\infty
$$

(here $N$ is the total number of edges in the graph $\Gamma$ ). The space $\bar{H}$ turns out to be a Hilbert space, endowed with the scalar product

$$
\langle f, g\rangle_{\bar{H}}=\sum_{k=1}^{N} \int_{I_{k}} f(x, k) g(x, k) l_{k}(x) d x
$$

Notice that, if we denote by $v$ the measure on $\Gamma$ defined by

$$
\begin{equation*}
\nu(A)=\sum_{k=1}^{N} \int_{I_{k}} I_{A}(x, k) l_{k}(x) d x, \quad A \in \mathcal{B}(\Gamma), \tag{3.1}
\end{equation*}
$$

we have that $\bar{H}=L^{2}(\Gamma, \nu)$.

Now, for any $u \in H$ we define

$$
\begin{equation*}
u^{\wedge}(x, k)=\frac{1}{l_{k}(x)} \int_{C_{k}(x)} u(x, y) d y, \quad(x, k) \in \Gamma, \tag{3.2}
\end{equation*}
$$

and for any $f \in \bar{H}$ we define

$$
f^{\vee}(x, y)=f(\Pi(x, y)), \quad(x, y) \in G .
$$

For any $f \in \bar{H}$ and $u \in H$ we have

$$
\begin{equation*}
\left\langle u^{\wedge}, f\right\rangle_{\bar{H}}=\left\langle u, f^{\vee}\right\rangle_{H}, \tag{3.3}
\end{equation*}
$$

as

$$
\left\langle u^{\wedge}, f\right\rangle_{\bar{H}}=\sum_{k=1}^{\infty} \int_{I_{k}} \frac{1}{l_{k}(x)} \int_{C_{k}(x)} u(x, y) d y f(x, k) l_{k}(x) d x=\sum_{k=1}^{\infty} \int_{I_{k}} \int_{C_{k}(x)} u(x, y) f^{\vee}(x, y) d y d x .
$$

Moreover, for any $f \in \bar{H}$ we have

$$
\begin{equation*}
\left(f^{\vee}\right)^{\wedge}=f . \tag{3.4}
\end{equation*}
$$

Actually, for any $(x, k) \in \Gamma$ we have

$$
\begin{aligned}
\left(f^{\vee}\right)^{\wedge}(x, k) & =\frac{1}{l_{k}(x)} \int_{C_{k}(x)} f^{\vee}(x, y) d y \\
& =\frac{1}{l_{k}(x)} \int_{C_{k}(x)} f(\Pi(x, y)) d y=\frac{1}{l_{k}(x)} \int_{C_{k}(x)} f(x, k) d y=f(x, k) .
\end{aligned}
$$

In particular, from (3.3) and (3.4), we get that for any $f, g \in \bar{H}$

$$
\begin{equation*}
\left\langle f^{\vee}, g^{\vee}\right\rangle_{H}=\left\langle\left(f^{\vee}\right)^{\wedge}, g\right\rangle_{\bar{H}}=\langle f, g\rangle_{\bar{H}} \tag{3.5}
\end{equation*}
$$

This implies the following result.
Lemma 3.1. If $\left\{f_{n}\right\}_{n \in \mathbb{N}}$ is an orthonormal system in $\bar{H}$, then the family of functions $\left\{f_{n}^{\vee}\right\}_{n \in \mathbb{N}}$ is an orthonormal system in $H$.

Moreover, we have the following result.
Lemma 3.2. The mapping $f \in \bar{H} \mapsto f^{\vee} \in H$ is an isometry and the mapping $u \in H \mapsto u^{\wedge} \in \bar{H}$ is a contraction.
Proof. Due to (3.5), we have

$$
\left|f^{\vee}\right|_{H}^{2}=\left\langle f^{\vee}, f^{\vee}\right\rangle_{H}=\langle f, f\rangle_{\bar{H}}=|f|_{\bar{H}}^{2} .
$$

Moreover, as a consequence of the Hölder inequality, we have

$$
\begin{aligned}
\left|u^{\wedge}\right|_{\bar{H}}^{2} & =\sum_{k=1}^{N} \int_{I_{k}}\left|\frac{1}{l_{k}(x)} \int_{C_{k}(x)} u(x, y) d y\right|^{2} l_{k}(x) d x \\
& \leq \sum_{k=1}^{N} \int_{I_{k}} \frac{1}{l_{k}(x)} \int_{C_{k}(x)}|u(x, y)|^{2} d y l_{k}(x) d x=\sum_{k=1}^{N} \int_{I_{k}} \int_{C_{k}(x)}|u(x, y)|^{2} d y d x=|u|_{H}^{2} .
\end{aligned}
$$

Remark 3.3. If $f \in C(\bar{\Gamma})$, then clearly $f^{\vee} \in C(\bar{G})$. On the other hand, if $\varphi \in C(\bar{G})$, it is not true, in general, that $\varphi^{\wedge} \in C(\bar{\Gamma})$. Actually, $\varphi^{\wedge}$ may fail to be continuous in correspondence of the interior vertices.

Now, let $\left\{f_{n}\right\}_{n \in \mathbb{N}}$ be a complete orthonormal system in $\bar{H}$. In what follows, we will denote by $K_{1}:=\left\langle f_{n}^{\vee}\right\rangle_{n \in \mathbb{N}}$ and by $K_{2}:=K_{1}^{\perp}$, so that $H=K_{1} \oplus K_{2}$. This means that any $u \in H$ can be written as $u_{1}+u_{2}$, with $u_{i} \in K_{i}$, for $i=1,2$.

Lemma 3.4. We have

$$
\begin{equation*}
u \in K_{2} \quad \Longleftrightarrow \quad u^{\wedge}=0 . \tag{3.6}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
u \in K_{1} \quad \Longleftrightarrow \quad\left(u^{\wedge}\right)^{\vee}=u \tag{3.7}
\end{equation*}
$$

Proof. Thanks to (3.3), for any $n \in \mathbb{N}$ we have

$$
\left\langle u^{\wedge}, f_{n}\right\rangle_{\bar{H}}=\left\langle u, f_{n}^{\vee}\right\rangle_{H} .
$$

Since $\left\{f_{n}\right\}_{n \in \mathbb{N}}$ is a complete orthonormal system in $\bar{H}$, this implies (3.6).
Next, if $u \in K_{1}$, then due to (3.3) and (3.4)

$$
u^{\wedge}=\sum_{j=1}^{\infty}\left\langle u, f_{j}^{\vee}\right\rangle_{H}\left(f_{j}^{\vee}\right)^{\wedge}=\sum_{j=1}^{\infty}\left\langle u, f_{j}^{\vee}\right\rangle_{H} f_{j} .
$$

Therefore, we get

$$
\left(u^{\wedge}\right)^{\vee}=\sum_{j=1}^{\infty}\left\langle u, f_{j}^{\vee}\right\rangle_{H} f_{j}^{\vee}=u
$$

Now, for any $Q \in \mathcal{L}(H)$ and $f \in \bar{H}$, we define

$$
\begin{equation*}
Q^{\wedge} f=\left(Q f^{\vee}\right)^{\wedge} \tag{3.8}
\end{equation*}
$$

Due to Lemma 3.2, it is immediate to check that $Q^{\wedge} \in \mathcal{L}(\bar{H})$ and

$$
\left\|Q^{\wedge}\right\|_{\mathcal{L}(\bar{H})} \leq\|Q\|_{\mathcal{L}(H)} .
$$

Moreover, thanks again to Lemma 3.2, if $\left\{f_{n}\right\}_{n \in \mathbb{N}}$ is a complete orthonormal system in $\bar{H}$, we have

$$
\sum_{n=1}^{\infty}\left|Q^{\wedge} f_{n}\right|_{\bar{H}}^{2}=\sum_{n=1}^{\infty}\left|\left(Q f_{n}^{\vee}\right)^{\wedge}\right|_{\bar{H}}^{2} \leq \sum_{n=1}^{\infty}\left|Q f_{n}^{\vee}\right|_{H}^{2},
$$

so that, thanks to Lemma 3.1, we have the following result
Lemma 3.5. If $Q \in \mathcal{L}_{2}(H)$, then $Q^{\wedge} \in \mathcal{L}_{2}(\bar{H})$ and

$$
\left\|Q^{\wedge}\right\|_{\mathcal{L}_{2}(\bar{H})} \leq\|Q\|_{\mathcal{L}_{2}(H)} .
$$

Next, for any $A \in \mathcal{L}(\bar{H})$ and $u \in H$ we define

$$
\begin{equation*}
A^{\vee} u=\left(A u^{\wedge}\right)^{\vee} \tag{3.9}
\end{equation*}
$$

Due to Lemma 3.2, we have that $A^{\vee} \in \mathcal{L}(H)$ and

$$
\left\|A^{\vee}\right\|_{\mathcal{L}_{(H)}} \leq\|A\|_{\mathcal{L}(\bar{H})} .
$$

Moreover, we have

$$
\begin{equation*}
\left(A^{\vee}\right)^{\wedge}=A \tag{3.10}
\end{equation*}
$$

Actually, due to (3.4), for any $f \in \bar{H}$ we have

$$
\left(A^{\vee}\right)^{\wedge} f=\left(A^{\vee} f^{\vee}\right)^{\wedge}=\left(\left(A\left(f^{\vee}\right)^{\wedge}\right)^{\vee}\right)^{\wedge}=A f,
$$

so that (3.10) follows. Notice that in general $\left(Q^{\wedge}\right)^{\vee} \neq Q$, for $Q \in \mathcal{L}(H)$, as in general $\left(u^{\wedge}\right)^{\vee} \neq u$, for $u \in H$. Actually, as a consequence of Lemma 3.4, we have

$$
\left(Q^{\wedge}\right)^{\vee}=Q \quad \Longleftrightarrow \quad \text { Ker } Q \subseteq K_{2}, \quad \operatorname{Im} Q \subseteq K_{1}
$$

## 4. An approximation result

We assume here that the domain $G$ has the special form

$$
G=\left\{(x, y) \in \mathbb{R}^{2}: h_{1}(x) \leq y \leq h_{2}(x), x \in \mathbb{R}\right\},
$$

for some functions $h_{1}, h_{2} \in C_{b}^{3}(\mathbb{R})$, such that

$$
\begin{equation*}
h_{2}(x)-h_{1}(x)=: l(x) \geq l_{0}>0, \quad x \in \mathbb{R} . \tag{4.1}
\end{equation*}
$$

In this case we have

$$
\partial G=\left\{\left(x, h_{1}(x)\right): x \in \mathbb{R}\right\} \cup\left\{\left(x, h_{2}(x)\right): x \in \mathbb{R}\right\},
$$

and, for any $x \in \mathbb{R}$,

$$
v\left(x, h_{i}(x)\right)=\left(1+\left|h_{i}^{\prime}(x)\right|^{2}\right)^{-1 / 2}\left((-1)^{i} h_{i}^{\prime}(x),(-1)^{i+1}\right), \quad i=1,2 .
$$

The corresponding graph $\Gamma$ consists of just one edge $I_{1}=\mathbb{R}$ and the projected process $\Pi\left(Z^{\varepsilon}(t)\right)$ is $\left(X^{\varepsilon}(t), 1\right)$. Moreover, the limiting process $\bar{Z}(t)$, described in Section 2, is the solution of the stochastic equation

$$
d \bar{Z}(t)=\frac{1}{2} \frac{l^{\prime}(\bar{Z}(t))}{l(\bar{Z}(t))} d t+d B(t), \quad \bar{Z}(0)=x .
$$

Lemma 4.1. There exists $\varepsilon_{0}>0$ such that for any $\varepsilon \leq \varepsilon_{0}, z \in G$ and $0 \leq r<t$

$$
\begin{equation*}
\phi^{\varepsilon}(t)-\phi^{\varepsilon}(r) \leq c \varepsilon^{2}(1+(t-r))+\varepsilon^{2}\left|\int_{r}^{t} F_{1}^{\varepsilon, z}(s) d B_{1}(s)\right|+\varepsilon\left|\int_{r}^{t} F_{2}^{\varepsilon, z}(s) d B_{2}(s)\right|+c(t-r), \tag{4.2}
\end{equation*}
$$

where $F_{1}^{\varepsilon, z}(t)$ and $F_{2}^{\varepsilon, z}(t)$ are two adapted processes such that

$$
\sup _{\varepsilon>0, z \in G, t \geq 0}\left(\left|F_{1}^{\varepsilon, z}(t)\right|+\left|F_{1}^{\varepsilon, z}(t)\right|\right)=: M<\infty, \quad \mathbb{P} \text {-a.s. }
$$

Proof. By proceeding as in [6, Section 3], we denote by $u(x, y)$ the solution of the problem

$$
\left\{\begin{array}{l}
\frac{\partial^{2} u}{\partial y^{2}}(x, y)=-\frac{1}{l(x)}\left(\sqrt{1+\left|h_{1}^{\prime}(x)\right|^{2}}+\sqrt{1+\left|h_{2}^{\prime}(x)\right|^{2}}\right), \quad(x, y) \in G,  \tag{4.3}\\
\frac{\partial u}{\partial y}\left(x, h_{1}(x)\right)=\sqrt{1+\left|h_{1}^{\prime}(x)\right|^{2}}, \quad \quad \frac{\partial u}{\partial y}\left(x, h_{2}(x)\right)=-\sqrt{1+\left|h_{2}^{\prime}(x)\right|^{2}} \\
u\left(x, h_{1}(x)\right)=0, \quad x \in \mathbb{R} .
\end{array}\right.
$$

It is easy to compute explicitly $u$ and it turns out that $u \in C_{b}^{2}(G)$. As a consequence of the Itô formula, we have

$$
\begin{aligned}
u\left(Z^{\varepsilon}(t)\right)-u\left(Z^{\varepsilon}(r)\right)= & \int_{r}^{t} \frac{\partial u}{\partial x}\left(Z^{\varepsilon}(s)\right) d B_{1}(s)+\frac{1}{\varepsilon} \int_{r}^{t} \frac{\partial u}{\partial y}\left(Z^{\varepsilon}(s)\right) d B_{2}(s) \\
& +\int_{r}^{t}\left[\frac{\partial u}{\partial x}\left(Z^{\varepsilon}(s)\right) \nu_{1}\left(Z^{\varepsilon}(s)\right)+\frac{1}{\varepsilon^{2}} \frac{\partial u}{\partial y}\left(Z^{\varepsilon}(s)\right) \nu_{2}\left(Z^{\varepsilon}(s)\right)\right] d \phi^{\varepsilon}(s) \\
& +\frac{1}{2} \int_{r}^{t}\left[\frac{\partial^{2} u}{\partial x^{2}}\left(Z^{\varepsilon}(s)\right)+\frac{1}{\varepsilon^{2}} \frac{\partial^{2} u}{\partial y^{2}}\left(Z^{\varepsilon}(s)\right)\right] d s,
\end{aligned}
$$

so that, thanks to (4.3), we obtain

$$
\begin{aligned}
u\left(Z^{\varepsilon}(t)\right)-u\left(Z^{\varepsilon}(r)\right)= & \int_{r}^{t} \frac{\partial u}{\partial x}\left(Z^{\varepsilon}(s)\right) d B_{1}(s)+\frac{1}{\varepsilon} \int_{r}^{t} \frac{\partial u}{\partial y}\left(Z^{\varepsilon}(s)\right) d B_{2}(s) \\
& +\int_{r}^{t} \frac{\partial u}{\partial x}\left(Z^{\varepsilon}(s)\right) v_{1}\left(Z^{\varepsilon}(s)\right) d \phi^{\varepsilon}(s)+\frac{1}{2} \int_{r}^{t} \frac{\partial^{2} u}{\partial x^{2}}\left(Z^{\varepsilon}(s)\right) d s-\frac{1}{\varepsilon^{2}} \int_{r}^{t} \alpha\left(X^{\varepsilon}(s)\right) d s \\
& +\frac{1}{\varepsilon^{2}}\left(\phi^{\varepsilon}(t)-\phi^{\varepsilon}(r)\right)
\end{aligned}
$$

where

$$
\alpha(x)=\frac{1}{l(x)}\left(\sqrt{1+\left|h_{1}^{\prime}(x)\right|^{2}}+\sqrt{1+\left|h_{2}^{\prime}(x)\right|^{2}}\right) .
$$

This implies

$$
\begin{aligned}
\phi^{\varepsilon}(t)-\phi^{\varepsilon}(r)= & \varepsilon^{2}\left(u\left(Z^{\varepsilon}(t)\right)-u\left(Z^{\varepsilon}(r)\right)\right) \\
& -\varepsilon^{2} \int_{r}^{t} \frac{\partial u}{\partial x}\left(Z^{\varepsilon}(s)\right) d B_{1}(s)-\varepsilon \int_{r}^{t} \frac{\partial u}{\partial y}\left(Z^{\varepsilon}(s)\right) d B_{2}(s) \\
& -\varepsilon^{2} \int_{r}^{t} \frac{\partial u}{\partial x}\left(Z^{\varepsilon}(s)\right) \nu_{1}\left(Z^{\varepsilon}(s)\right) d \phi^{\varepsilon}(s)-\frac{\varepsilon^{2}}{2} \int_{r}^{t} \frac{\partial^{2} u}{\partial x^{2}}\left(Z^{\varepsilon}(s)\right) d s+\int_{r}^{t} \alpha\left(X^{\varepsilon}(s)\right) d s,
\end{aligned}
$$

and then

$$
\begin{aligned}
\phi^{\varepsilon}(t)-\phi^{\varepsilon}(r) \leq & c \varepsilon^{2}(1+(t-r))+\varepsilon^{2}\left|\int_{r}^{t} \frac{\partial u}{\partial x}\left(Z^{\varepsilon}(s)\right) d B_{1}(s)\right|+\varepsilon\left|\int_{r}^{t} \frac{\partial u}{\partial y}\left(Z^{\varepsilon}(s)\right) d B_{2}(s)\right| \\
& +c \varepsilon^{2}\left(\phi^{\varepsilon}(t)-\phi^{\varepsilon}(r)\right)+\int_{r}^{t} \alpha\left(X^{\varepsilon}(s)\right) d s .
\end{aligned}
$$

In particular, if we take $\varepsilon_{0}=1 / \sqrt{c 2}$, we can conclude that

$$
\begin{aligned}
\phi^{\varepsilon}(t)-\phi^{\varepsilon}(r) \leq & c \varepsilon^{2}(1+(t-r))+c(t-r) \\
& +\varepsilon^{2}\left|\int_{r}^{t} \frac{\partial u}{\partial x}\left(Z^{\varepsilon}(s)\right) d B_{1}(s)\right|+\varepsilon\left|\int_{r}^{t} \frac{\partial u}{\partial y}\left(Z^{\varepsilon}(s)\right) d B_{2}(s)\right|, \quad \varepsilon \leq \varepsilon_{0},
\end{aligned}
$$

and this yields (4.2).
Now, for any $\varepsilon, \gamma>0$, we consider the stochastic Skorokhod problem

$$
\left\{\begin{array}{l}
d Z^{\varepsilon, \gamma}(t)=\sqrt{\hat{\sigma}_{\varepsilon}} d B(t)+\hat{\sigma}_{\varepsilon} \nu\left(Z^{\varepsilon, \gamma}(t)\right) d \phi^{\varepsilon, \gamma}(t), \quad t \in[k \gamma,(k+1) \gamma),  \tag{4.4}\\
Z^{\varepsilon, \gamma}(k \gamma)=Z^{\varepsilon}(k \gamma),
\end{array}\right.
$$

where

$$
\hat{\sigma}_{\varepsilon}=\left(\begin{array}{cc}
0 & 0  \tag{4.5}\\
0 & \varepsilon^{-2}
\end{array}\right) .
$$

Clearly, for any $t \in[k \gamma,(k+1) \gamma)$ the variable $Z^{\varepsilon, \gamma}(t)$ lives in the random interval

$$
C\left(X^{\varepsilon}(k \gamma)\right)=\left[h_{1}\left(X^{\varepsilon}(k \gamma)\right), h_{2}\left(X^{\varepsilon}(k \gamma)\right)\right] .
$$

Moreover, for any $t \in[k \gamma,(k+1) \gamma)$ we have that $Z^{\varepsilon, \gamma}(t)=\left(X^{\varepsilon}(k \gamma), Y^{\varepsilon, \gamma}(t)\right)$, where $Y^{\varepsilon, \gamma}$ solves the problem

$$
\left\{\begin{array}{l}
d Y^{\varepsilon, \gamma}(t)=\frac{1}{\varepsilon} d B_{2}(t)+\frac{1}{\varepsilon^{2}} \nu_{2}\left(X_{z}^{\varepsilon}(k \gamma), Y^{\varepsilon, \gamma}(t)\right) d \phi^{\varepsilon, \gamma}(t), \quad t \in[k \gamma,(k+1) \gamma), \\
Y^{\varepsilon, \gamma}(k \gamma)=Y_{z}^{\varepsilon}(k \gamma) .
\end{array}\right.
$$

Lemma 4.2. For any $p \geq 1$ there exists $c_{p}>0$ such that for any $\varepsilon, \gamma>0, k \in \mathbb{N}$ and $t, s \in[k \gamma,(k+1) \gamma)$

$$
\begin{equation*}
\sup _{z \in G} \mathbb{E}_{z}\left|\phi^{\varepsilon, \gamma}(t)-\phi^{\varepsilon, \gamma}(s)\right|^{p} \leq c_{p}\left(\gamma^{p}+\varepsilon^{p} \gamma^{p / 2}+\varepsilon^{2 p}\right) . \tag{4.6}
\end{equation*}
$$

Proof. We have that

$$
\left(Z^{\varepsilon, \gamma}(t+k \gamma), \phi^{\varepsilon, \gamma}(t+k \gamma)\right) \sim\left(Z_{1}^{\varepsilon}(t), \phi_{1}^{\varepsilon}(t)\right), \quad t \in[0, \gamma),
$$

where

$$
\left\{\begin{array}{l}
d Z_{1}^{\varepsilon}(t)=\sqrt{\hat{\sigma}_{\varepsilon}} d B^{1}(t)+\hat{\sigma}_{\varepsilon} v\left(Z_{1}^{\varepsilon}(t)\right) d \phi_{1}^{\varepsilon}(t), \quad t \in[0, \gamma)  \tag{4.7}\\
Z_{1}^{\varepsilon}(0)=Z^{\varepsilon}(k \gamma)
\end{array}\right.
$$

for some 2-dimensional Brownian motion $B^{1}(t)$ such that $Z^{\varepsilon}(k \gamma)$ is independent of $B^{1}(t)$, for $t \geq 0$. Moreover, we have

$$
\left(Z_{1}^{\varepsilon}(t), \phi_{1}^{\varepsilon}(t)\right) \sim\left(Z_{2}\left(t / \varepsilon^{2}\right), \varepsilon^{2} \phi_{2}\left(t / \varepsilon^{2}\right)\right),
$$

where

$$
\left\{\begin{array}{l}
d Z_{2}(t)=\sqrt{\hat{\sigma}_{1}} d \tilde{B}(t)+\hat{\sigma}_{1} v\left(Z_{2}(t)\right) d \phi_{2}(t), \quad t \in\left[0, \gamma / \varepsilon^{2}\right)  \tag{4.8}\\
Z_{2}(0)=Z^{\varepsilon}(k \gamma)
\end{array}\right.
$$

for some Brownian motion $\tilde{B}(t)$ such that $Z^{\varepsilon}(k \gamma)$ is independent of $\tilde{B}(t)$, for $t \geq 0$. In particular, this implies that for any $t, s \in[k \gamma,(k+1) \gamma)$

$$
\begin{equation*}
\mathbb{E}_{z}\left|\phi^{\varepsilon, \gamma}(t)-\phi^{\varepsilon, \gamma}(s)\right|^{p}=\varepsilon^{2 p} \tilde{\mathbb{E}}\left|\phi_{2}\left((t-k \gamma) / \varepsilon^{2}\right)-\phi_{2}\left((s-k \gamma) / \varepsilon^{2}\right)\right|^{p} . \tag{4.9}
\end{equation*}
$$

Now, if $u$ is the same function introduced in (4.3), from Itô's formula we have

$$
\begin{aligned}
u\left(Z_{2}(t)\right)-u\left(Z_{2}(s)\right)= & \frac{1}{2} \int_{s}^{t} \frac{\partial^{2} u}{\partial y^{2}}\left(Z_{2}(r)\right) d r \\
& +\int_{s}^{t} \frac{\partial u}{\partial y}\left(Z_{2}(r)\right) \nu_{2}\left(Z_{2}(r)\right) d \phi_{2}(r)+\int_{s}^{t} \frac{\partial u}{\partial y}\left(Z_{2}(r)\right) d \tilde{B}(r) \\
= & -\int_{s}^{t} \alpha\left(X^{\varepsilon}(k \gamma)\right) d r+\int_{s}^{t} \frac{\partial u}{\partial y}\left(Z_{2}(r)\right) d \tilde{B}(r)+\phi_{2}(t)-\phi_{2}(s)
\end{aligned}
$$

This implies

$$
\tilde{\mathbb{E}}\left|\phi_{2}(t)-\phi_{2}(s)\right|^{p} \leq c_{p}\left(|t-s|^{p}+|t-s|^{p / 2}+1\right)
$$

so that, thanks to (4.9), we can conclude

$$
\mathbb{E}_{z}\left|\phi^{\varepsilon, \gamma}(t)-\phi^{\varepsilon, \gamma}(s)\right|^{p} \leq c_{p} \varepsilon^{2 p}\left(\frac{|t-s|^{p}}{\varepsilon^{2 p}}+\frac{|t-s|^{p / 2}}{\varepsilon^{p}}+1\right) \leq c_{p}\left(\gamma^{p}+\varepsilon^{p} \gamma^{p / 2}+\varepsilon^{2 p}\right) .
$$

Now, we can prove the main result of this section.
Theorem 4.3. Assume that

$$
G=\left\{(x, y) \in \mathbb{R}^{2}: h_{1}(x) \leq y \leq h_{2}(x), x \in \mathbb{R}\right\},
$$

for some $h_{1}, h_{2} \in C_{b}^{3}(\mathbb{R})$, such that

$$
\inf _{x \in \mathbb{R}} h_{2}(x)-h_{1}(x):=l_{0}>0 .
$$

Then, there exists $\kappa_{1}>0$ such that, if we set $\gamma_{\varepsilon}=\varepsilon^{2} \log \varepsilon^{-\kappa_{1}}$, for any $T>0$ it holds

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{z \in G} \sup _{t \in[0, T]} \mathbb{E}_{z}\left|Z^{\varepsilon}(t)-Z^{\varepsilon, \gamma_{\varepsilon}}(t)\right|^{2}=0 . \tag{4.10}
\end{equation*}
$$

Proof. In what follows, for the sake of simplicity, we shall denote

$$
\hat{Y}^{\varepsilon}(t):=Y^{\varepsilon, \gamma_{\varepsilon}}(t), \quad \hat{Z}^{\varepsilon}(t):=Z^{\varepsilon, \gamma_{\varepsilon}}(t), \quad \hat{\phi}^{\varepsilon}(t):=\phi^{\varepsilon, \gamma_{\varepsilon}}(t), \quad \varepsilon>0 .
$$

As we are assuming the domain $G$ to be a smooth and bounded open sets of $\mathbb{R}^{2}$, by proceeding as in [8] we can introduce an extension $\Psi \in C_{b}^{1}\left(\mathbb{R}^{2}\right)$ of the distance function $d(\cdot, \partial G)$, which is defined on the restriction to $G$ of a neighborhood of $\partial G$, such that

$$
\begin{equation*}
\nabla \Psi(x, y)=v(x, y), \quad(x, y) \in \partial G . \tag{4.11}
\end{equation*}
$$

Then, for each $\varepsilon>0$ we define

$$
H_{\varepsilon}(t):=\exp \left(-\frac{1}{\alpha}\left[\Psi\left(Z^{\varepsilon}(t)\right)+\Psi\left(\hat{Z}^{\varepsilon}(t)\right)\right]\right), \quad t \geq 0,
$$

where $\alpha>0$ is some constant to be chosen later. Notice that, as $\Psi$ is bounded, for any $\alpha>0$ there exists $c_{\alpha}>0$ such that

$$
\begin{equation*}
c_{\alpha}<H_{\varepsilon}(t)<\frac{1}{c_{\alpha}}, \quad t \geq 0 . \tag{4.12}
\end{equation*}
$$

It is immediate to check that

$$
\left\{\begin{array}{l}
d\left(Z^{\varepsilon}-\hat{Z}^{\varepsilon}\right)(t)=\sigma d B(t)+\sigma_{\varepsilon} v\left(Z^{\varepsilon}(t)\right) d \phi^{\varepsilon}(t)-\hat{\sigma}_{\varepsilon} v\left(\hat{Z}^{\varepsilon}(t)\right) d \hat{\phi}^{\varepsilon}(t), \quad t \in\left[k \gamma_{\varepsilon},(k+1) \gamma_{\varepsilon}\right), \\
\left(\mathbf{Z}^{\varepsilon}-\hat{Z}^{\varepsilon, \gamma}\right)\left(k \gamma_{\varepsilon}\right)=0,
\end{array}\right.
$$

where

$$
\sigma=\sqrt{\sigma_{\varepsilon}}-\sqrt{\hat{\sigma}_{\varepsilon}}=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) .
$$

Then, if we set $\Delta Y^{\varepsilon}(t)=Y^{\varepsilon}(t)-\hat{Y}^{\varepsilon}(t)$, for $t \geq 0$, thanks to (2.3), (4.4) and (4.11), as a consequence of Itô's formula we obtain that for any $k \in \mathbb{N}$ and $t \in\left[k \gamma_{\varepsilon},(k+1) \gamma_{\varepsilon}\right)$

$$
\begin{align*}
& H_{\varepsilon}(t)\left|\Delta Y^{\varepsilon}(t)\right|^{2} \\
&= \frac{2}{\varepsilon^{2}} \int_{k \gamma_{\varepsilon}}^{t} H_{\varepsilon}(s)\left[\Delta Y^{\varepsilon}(s) \nu_{2}\left(Z^{\varepsilon}(s)\right) d \phi^{\varepsilon}(s)-\Delta Y^{\varepsilon}(s) \nu_{2}\left(\hat{Z}^{\varepsilon}(s)\right) d \hat{\phi}^{\varepsilon}(s)\right] d s \\
&-\frac{1}{\alpha} \int_{k \gamma_{\varepsilon}}^{t} H_{\varepsilon}(s)\left|\Delta Y^{\varepsilon}(s)\right|^{2}\left[\left\langle\nabla \Psi\left(Z^{\varepsilon}(s)\right), \sqrt{\sigma_{\varepsilon}} d B(s)\right\rangle+\left\langle\nabla \Psi\left(\hat{Z}^{\varepsilon}(s)\right), \sqrt{\hat{\sigma}_{\varepsilon}} d B(s)\right\rangle\right. \\
&+\left\langle\nabla \Psi\left(Z^{\varepsilon}(s)\right), \sigma_{\varepsilon} v\left(Z^{\varepsilon}(s)\right)\right\rangle d \phi^{\varepsilon}(s)+\left\langle\nabla \Psi\left(\hat{Z}^{\varepsilon}(s)\right), \hat{\sigma}_{\varepsilon} v\left(\hat{Z}^{\varepsilon}(s)\right)\right\rangle d \hat{\phi}^{\varepsilon}(s) \\
&\left.+\frac{1}{2} \operatorname{Tr}\left[D^{2} \Psi\left(Z^{\varepsilon}(s)\right) \sigma_{\varepsilon}\right] d s+\frac{1}{2} \operatorname{Tr}\left[D^{2} \Psi\left(\hat{Z}^{\varepsilon}(s)\right) \hat{\sigma}_{\varepsilon}\right] d s\right] \\
&+\frac{1}{\alpha^{2}} \int_{k \gamma_{\varepsilon}}^{t} H_{\varepsilon}(s)\left|\Delta Y^{\varepsilon}(s)\right|^{2} \frac{1}{\varepsilon^{2}}\left|v_{1}\left(Z^{\varepsilon}(s)\right)+v_{1}\left(\hat{Z}^{\varepsilon}(s)\right)\right|^{2}\left|\nu_{2}\left(Z^{\varepsilon}(s)\right)+v_{2}\left(\hat{Z}^{\varepsilon}(s)\right)\right|^{2} d s . \tag{4.1.1}
\end{align*}
$$

Now, we have

$$
\begin{aligned}
& \frac{1}{\varepsilon^{2}} \Delta Y^{\varepsilon}(s) \nu_{2}\left(Z^{\varepsilon}(s)\right)-\frac{1}{2 \alpha}\left|\Delta Y^{\varepsilon}(s)\right|^{2}\left\langle\nabla \Psi\left(Z^{\varepsilon}(s)\right), \sigma_{\varepsilon} v\left(Z^{\varepsilon}(s)\right)\right\rangle \\
& =\frac{1}{\varepsilon^{2}}\left\langle Z^{\varepsilon}(s)-\hat{Z}^{\varepsilon}(s), v\left(Z^{\varepsilon}(s)\right)\right\rangle-\frac{1}{\varepsilon^{2}}\left(X^{\varepsilon}(s)-\hat{X}^{\varepsilon}(s)\right) \nu_{1}\left(Z^{\varepsilon}(s)\right) \\
& \quad-\frac{1}{2 \alpha}\left(\left|Z^{\varepsilon}(s)-\hat{Z}^{\varepsilon}(s)\right|^{2}-\left|X^{\varepsilon}(s)-\hat{X}^{\varepsilon}(s)\right|^{2}\right)\left(v_{1}^{2}(s)+\frac{1}{\varepsilon^{2}} v_{2}^{2}(s)\right) \\
& \quad \leq \frac{1}{\varepsilon^{2}}\left(\left\langle Z^{\varepsilon}(s)-\hat{Z}^{\varepsilon}(s), v\left(Z^{\varepsilon}(s)\right)\right\rangle-\frac{1}{2 \alpha}\left|Z^{\varepsilon}(s)-Z^{\varepsilon}(s)\right|^{2}\right) \\
& \quad-\frac{1}{\varepsilon^{2}}\left(X^{\varepsilon}(s)-\hat{X}^{\varepsilon}(s)\right) v_{1}\left(Z^{\varepsilon}(s)\right)+\frac{c}{2 \alpha \varepsilon^{2}}\left|X^{\varepsilon}(s)-\hat{X}^{\varepsilon}(s)\right|^{2},
\end{aligned}
$$

last inequality following from the fact that for any $z \in G$ and $\varepsilon \in(0,1)$

$$
\frac{c}{\varepsilon^{2}}:=\frac{1}{\varepsilon^{2}}\left(1+\left|h_{2}^{\prime}\right|_{\infty}^{2}\right)^{-1} \leq v_{1}^{2}(z)+\frac{1}{\varepsilon^{2}} v_{2}^{2}(z) \leq \frac{1}{\varepsilon^{2}} .
$$

Then, thanks to (2.1), there exists $\alpha>0$ such that we have

$$
\begin{align*}
& \frac{1}{\varepsilon^{2}} \Delta Y^{\varepsilon}(s) \nu_{2}\left(Z^{\varepsilon}(s)\right) d \phi^{\varepsilon}(s)-\frac{1}{2 \alpha}\left|\Delta Y^{\varepsilon}(s)\right|^{2}\left\langle\nabla \Psi\left(Z^{\varepsilon}(s)\right), \sigma_{\varepsilon} v\left(Z^{\varepsilon}(s)\right)\right\rangle d \phi^{\varepsilon}(s) \\
& \quad \leq \frac{1}{\varepsilon^{2}}\left(\frac{1}{2 \alpha}\left|X^{\varepsilon}(s)-\hat{X}^{\varepsilon}(s)\right|^{2}-\left(X^{\varepsilon}(s)-\hat{X}^{\varepsilon}(s)\right) \nu_{1}\left(Z^{\varepsilon}(s)\right)\right) d \phi^{\varepsilon}(s) \tag{4.14}
\end{align*}
$$

In the same way, we have

$$
\begin{align*}
& -\frac{1}{\varepsilon^{2}} \Delta Y^{\varepsilon}(s) \nu_{2}\left(\hat{Z}^{\varepsilon}(s)\right) d \hat{\phi}^{\varepsilon}(s)-\frac{1}{2 \alpha}\left|\Delta Y^{\varepsilon}(s)\right|^{2}\left\langle\nabla \Psi\left(\hat{Z}^{\varepsilon}(s)\right), \hat{\sigma}_{\varepsilon} \nu\left(\hat{Z}^{\varepsilon}(s)\right)\right\rangle d \hat{\phi}^{\varepsilon}(s) \\
& \quad \leq \frac{1}{\varepsilon^{2}}\left(\frac{1}{2 \alpha}\left|X^{\varepsilon}(s)-\hat{X}^{\varepsilon}(s)\right|^{2}+\left(X^{\varepsilon}(s)-\hat{X}^{\varepsilon}(s)\right) \nu_{1}\left(\hat{Z}^{\varepsilon}(s)\right)\right) d \hat{\phi}^{\varepsilon}(s) . \tag{4.15}
\end{align*}
$$

Thus, if we use (4.14) and (4.15) in (4.13), thanks to (4.12) we get

$$
\begin{aligned}
\left|\Delta Y^{\varepsilon}(t)\right|^{2} \leq & \frac{c}{\varepsilon^{2}} \int_{k \gamma_{\varepsilon}}^{t}\left(\left|X^{\varepsilon}(s)-\hat{X}^{\varepsilon}(s)\right|^{2}+\left|X^{\varepsilon}(s)-\hat{X}^{\varepsilon}(s)\right|\right)\left(d \phi^{\varepsilon}(s)+d \hat{\phi}^{\varepsilon}(s)\right) \\
& +\left.\left|\int_{k \gamma_{\varepsilon}}^{t} H_{\varepsilon}(s)\right| \Delta Y^{\varepsilon}(s)\right|^{2}\left[\left|\nabla \Psi\left(Z^{\varepsilon}(s)\right), \sqrt{\sigma_{\varepsilon}} d B(s)\right\rangle+\left\langle\nabla \Psi\left(\hat{Z}^{\varepsilon}(s)\right), \sqrt{\hat{\sigma}_{\varepsilon}} d B(s)\right\rangle\right] \mid \\
& +\frac{c}{\varepsilon^{2}} \int_{k \gamma_{\varepsilon}}^{t}\left|\Delta Y^{\varepsilon}(s)\right|^{2} d s,
\end{aligned}
$$

so that

$$
\begin{aligned}
\left|\Delta Y^{\varepsilon}(t)\right|^{2} \leq & \frac{c}{\varepsilon^{2}} \int_{k \gamma_{\varepsilon}}^{t}\left|\Delta Y^{\varepsilon}(s)\right|^{2} d s \\
& +\frac{c}{\varepsilon^{2}} \sup _{s \in\left[k \gamma_{\varepsilon},(k+1) \gamma_{\varepsilon}\right]}\left(\left|X^{\varepsilon}(s)-\hat{X}^{\varepsilon}(s)\right|^{2}+\left|X^{\varepsilon}(s)-\hat{X}^{\varepsilon}(s)\right|\right) \\
& \times\left[\left(\phi^{\varepsilon}\left((k+1) \gamma_{\varepsilon}\right)-\phi^{\varepsilon}\left(k \gamma_{\varepsilon}\right)\right)+\left(\hat{\phi}^{\varepsilon}\left((k+1) \gamma_{\varepsilon}\right)-\hat{\phi}^{\varepsilon}\left(k \gamma_{\varepsilon}\right)\right)\right] \\
& +\left.\left|\int_{k \gamma_{\varepsilon}}^{t} H_{\varepsilon}(s)\right| \Delta Y^{\varepsilon}(s)\right|^{2}\left[\left\langle\nabla \Psi\left(Z^{\varepsilon}(s)\right), \sqrt{\sigma_{\varepsilon}} d B(s)\right\rangle+\left\langle\nabla \Psi\left(\hat{Z}^{\varepsilon}(s)\right), \sqrt{\hat{\sigma}_{\varepsilon}} d B(s)\right\rangle\right] \mid .
\end{aligned}
$$

This implies,

$$
\begin{aligned}
\mathbb{E}_{z}\left|\Delta Y^{\varepsilon}(t)\right|^{4} \leq & \frac{c}{\varepsilon^{4}}\left(\gamma_{\varepsilon}+\varepsilon^{2}\right) \int_{k \gamma_{\varepsilon}}^{t} \mathbb{E}_{z}\left|\Delta Y^{\varepsilon}(s)\right|^{4} d s \\
& +\frac{c}{\varepsilon^{4}} \Lambda_{\varepsilon}\left(\mathbb{E}_{z}\left|\phi^{\varepsilon}\left((k+1) \gamma_{\varepsilon}\right)-\phi^{\varepsilon}\left(k \gamma_{\varepsilon}\right)\right|^{2}+\mathbb{E}_{z}\left|\hat{\phi}^{\varepsilon}\left((k+1) \gamma_{\varepsilon}\right)-\hat{\phi}^{\varepsilon}\left(k \gamma_{\varepsilon}\right)\right|^{2}\right),
\end{aligned}
$$

where

$$
\Lambda_{\varepsilon}:=\mathbb{E}_{z} \sup _{s \in\left[k \gamma_{\varepsilon},(k+1) \gamma_{\varepsilon}\right]}\left(\left|X^{\varepsilon}(s)-\hat{X}^{\varepsilon}(s)\right|^{4}+\left|X^{\varepsilon}(s)-\hat{X}^{\varepsilon}(s)\right|^{2}\right) .
$$

Therefore, thanks to (4.2) and (4.6), we get

$$
\mathbb{E}_{z}\left|\Delta Y^{\varepsilon}(t)\right|^{4} \leq \frac{c}{\varepsilon^{4}}\left(\gamma_{\varepsilon}+\varepsilon^{2}\right) \int_{k \gamma_{\varepsilon}}^{t} \mathbb{E}_{z}\left|\Delta Y^{\varepsilon}(s)\right|^{4} d s+\Lambda_{\varepsilon}\left[1+\left(\frac{\gamma_{\varepsilon}}{\varepsilon^{2}}\right)^{2}\right],
$$

and, since $\varepsilon^{2} / \gamma_{\varepsilon} \leq c$, the Gronwall lemma gives

$$
\begin{equation*}
\mathbb{E}_{z}\left|\Delta Y^{\varepsilon}(t)\right|^{4} \leq c \Lambda_{\varepsilon}\left[1+\left(\frac{\gamma_{\varepsilon}}{\varepsilon^{2}}\right)^{2}\right] \exp \left[c\left(\frac{\gamma_{\varepsilon}}{\varepsilon^{2}}\right)^{2}\right] . \tag{4.16}
\end{equation*}
$$

Now, for any $s \in\left[k \gamma_{\varepsilon},(k+1) \gamma_{\varepsilon}\right]$ we have

$$
X^{\varepsilon}(s)-\hat{X}^{\varepsilon}(s)=B_{1}(s)-B_{1}\left(k \gamma_{\varepsilon}\right)+\int_{k \gamma_{\varepsilon}}^{s} \nu_{1}\left(X^{\varepsilon}(r), Y^{\varepsilon}(r)\right) d \phi^{\varepsilon}(r),
$$

so that, thanks to (4.2), for any $p \geq 2$

$$
\mathbb{E}_{z} \sup _{s \in\left[k \gamma_{\varepsilon},(k+1) \gamma_{\varepsilon}\right]}\left|X^{\varepsilon}(s)-\hat{X}^{\varepsilon}(s)\right|^{p} \leq c_{p} \gamma_{\varepsilon}^{p / 2}+c_{p} \mathbb{E}_{z}\left|\phi^{\varepsilon}\left((k+1) \gamma_{\varepsilon}\right)-\phi^{\varepsilon}\left(k \gamma_{\varepsilon}\right)\right|^{p} \leq c_{p} \gamma_{\varepsilon}^{p / 2} .
$$

This implies $\Lambda_{\varepsilon} \leq c \gamma_{\varepsilon}$, so that from (4.16) we get

$$
\begin{aligned}
\mathbb{E}_{z}\left|\Delta Y^{\varepsilon}(t)\right|^{4} & \leq c \gamma_{\varepsilon}\left[1+\left(\frac{\gamma_{\varepsilon}}{\varepsilon^{2}}\right)^{2}\right] \exp \left[c\left(\frac{\gamma_{\varepsilon}}{\varepsilon^{2}}\right)^{2}\right] \\
& =c \varepsilon^{2} \log \varepsilon^{-\kappa_{1}}\left(1+\left(\log \varepsilon^{-\kappa_{1}}\right)^{2}\right) \exp \left(c \log \varepsilon^{-\kappa_{1}}\right) .
\end{aligned}
$$

Therefore, if we take $\kappa_{1}<c / 2$, we can conclude that (4.10) holds true.

## 5. The Neumann problem associated with the operator $L_{\varepsilon}$

For any $\varepsilon>0$, we define

$$
\begin{equation*}
\mathcal{L}_{\varepsilon} u(x, y)=\frac{1}{2}\left(\frac{\partial^{2} u}{\partial x^{2}}+\frac{1}{\varepsilon^{2}} \frac{\partial^{2} u}{\partial y^{2}}\right)(x, y)=\frac{1}{2} \operatorname{div}\left(\sigma_{\varepsilon} \nabla u\right)(x, y), \quad(x, y) \in G . \tag{5.1}
\end{equation*}
$$

For any $\varepsilon>0$, the uniformly elliptic second order differential operator $\mathcal{L}_{\varepsilon}$, endowed with the co-normal derivative boundary condition

$$
\nabla u \cdot \sigma_{\varepsilon} v_{\partial G}=0,
$$

generates a strongly continuous analytic semigroup $S_{\varepsilon}(t), t \geq 0$, in the Hilbert space $H$ and in the Banach space $C(\bar{G})$. The generator of $S_{\varepsilon}(t)$ will be denoted by $L_{\varepsilon}$. For a proof of all these results see e.g. [9]. Moreover, the Lebesgue measure on $G$ is invariant for the semigroup $S_{\varepsilon}(t)$, so that $S_{\varepsilon}(t)$ is a contraction on $H$.

In the present section we consider the Cauchy linear problem associated with $\mathcal{L}_{\varepsilon}$

$$
\begin{cases}\frac{\partial \rho_{\varepsilon}}{\partial t}(t, x, y)=\mathcal{L}_{\varepsilon} \rho_{\varepsilon}(t, x, y), & (x, y) \in G, t>0,  \tag{5.2}\\ \nabla \rho_{\varepsilon}(t, x, y) \cdot \sigma_{\varepsilon} v(x, y)=0, & (x, y) \in \partial G, \quad \rho_{\varepsilon}(0, x, y)=\varphi(x, y), \quad(x, y) \in G .\end{cases}
$$

It is well known (for a proof see e.g. [3, Theorem 2.5.1]) that the solution $\rho_{\varepsilon}(t)$ to problem (5.2) has a probabilistic representation in terms of the solution of the stochastic equation with reflection (2.3). Namely, it holds

$$
\rho_{\varepsilon}(t, z)=S_{\varepsilon}(t) \varphi(z)=\mathbb{E}_{z} \varphi\left(Z^{\varepsilon}(t)\right), \quad t \geq 0, z=(x, y) \in G .
$$

Our aim here is studying the limiting behavior of $\rho_{\varepsilon}(t)$, as $\varepsilon \downarrow 0$.
To this purpose, we first introduce some notation (see [6] for all details). For any edge $I_{k}=\left\{(x, k): a_{k} \leq x \leq b_{k}\right\}$ on the graph $\Gamma$ and for any $a_{k} \leq a<b \leq b_{k}$, we denote

$$
G_{k}(a, b):=\left\{(x, y) \in \Pi^{-1}\left(I_{k}\right): a<x<b\right\}, \quad G_{k}[a, b]:=\left\{(x, y) \in \Pi^{-1}\left(I_{k}\right): a \leq x \leq b\right\},
$$

and for any $\delta>0$ we define

$$
G(\delta):=\bigcup_{k=1}^{N} G_{k}\left[a_{k}+\delta, b_{k}-\delta\right] .
$$

For any vertex $O_{i}=\left(x_{i}, k_{1}\right)=\cdots=\left(x_{i}, k_{s_{i}}\right)$ and $a<x_{i}<b$ we denote

$$
G\left(O_{i}, a, b\right):=\bigcup_{j=1}^{s_{i}}\left\{(x, y) \in \Pi^{-1}\left(I_{k_{j}}\right): x \in(a, b)\right\} .
$$

Finally, for any vertex $O_{i}$ and edge $I_{k}$, having $O_{i}=\left(x_{i}, k\right)$ as one of its endpoints, and for any $\delta>0$ we denote

$$
C_{i k}(\delta):=\left\{(x, y) \in \Pi^{-1}\left(I_{k}\right): x=x_{i} \pm \delta\right\},
$$

and then we set

$$
C(\delta):=\bigcup_{i, k} C_{i k}(\delta)
$$

Notice that if $0<\delta^{\prime}<\delta$, then

$$
C_{i k}\left(\delta^{\prime}\right) \subset G\left(O_{i}, x_{i}-\delta, x_{i}+\delta\right)
$$

Next, for any $\varepsilon, \delta, \delta^{\prime}>0$, with $0<\delta^{\prime}<\delta$, we introduce the following sequence of stopping times

$$
\sigma_{n}^{\varepsilon, \delta, \delta^{\prime}}=\min \left\{t \geq \tau_{n}^{\varepsilon, \delta, \delta^{\prime}}: Z^{\varepsilon}(t) \in G(\delta)\right\}, \quad \tau_{n}^{\varepsilon, \delta, \delta^{\prime}}=\min \left\{t>\sigma_{n-1}^{\varepsilon, \delta, \delta^{\prime}}: Z^{\varepsilon}(t) \in C\left(\delta^{\prime}\right)\right\}
$$

with $\tau_{0}^{\varepsilon, \delta, \delta^{\prime}}=0$. For any fixed $\varepsilon>0$ we have that

$$
\lim _{n \rightarrow \infty} \tau_{n}^{\varepsilon, \delta, \delta^{\prime}}=\lim _{n \rightarrow \infty} \sigma_{n}^{\varepsilon, \delta, \delta^{\prime}}=\infty, \quad \mathbb{P} \text {-a.s. }
$$

and for any $n \in \mathbb{N}$

$$
Z^{\varepsilon}\left(\tau_{n}^{\varepsilon, \delta, \delta^{\prime}}\right) \in C\left(\delta^{\prime}\right), \quad Z^{\varepsilon}\left(\sigma_{n}^{\varepsilon, \delta, \delta^{\prime}}\right) \in C(\delta)
$$

Moreover, if $Z^{\varepsilon}(0) \in G(\delta)$, we have that $\sigma_{0}^{\varepsilon, \delta, \delta^{\prime}}=0$ and $\tau_{1}^{\varepsilon, \delta, \delta^{\prime}}$ is the first time the process $Z^{\varepsilon}(t)$ touches $C\left(\delta^{\prime}\right)$.
Lemma 5.1. If $G$ satisfies assumptions I-IV, then, for any $0<\tau<T$ and for any $\varphi \in C(\bar{G})$ and $z \in G$

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{t \in[\tau, T]}\left|\mathbb{E}_{z}\left(\varphi^{\wedge}\right)^{\vee}\left(Z^{\varepsilon}(t)\right)-\overline{\mathbb{E}}_{\Pi(z)} \varphi^{\wedge}(\bar{Z}(t))\right|=0 \tag{5.3}
\end{equation*}
$$

Proof. As a consequence of limit (2.8) (whose proof can be found in [6, Theorem 1.2]) and of the Skorokhod embedding theorem, we have that for any $\psi \in C(\bar{\Gamma})$

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{t \in[0, T]}\left|\mathbb{E}_{z} \psi^{\vee}\left(Z^{\varepsilon}(t)\right)-\overline{\mathbb{E}}_{\Pi(z)} \psi(\bar{Z}(t))\right|=0 \tag{5.4}
\end{equation*}
$$

Thus, if $\varphi^{\wedge}$ were continuous on $\bar{\Gamma}$, then (5.3) would follow from (5.4). Unfortunately, if $\varphi \in C(\bar{G})$ in general $\varphi^{\wedge}$ is not continuous on $\bar{\Gamma}$, so that we cannot use (5.4) directly and we have to use an approximation argument.

If $\varphi \in C(\bar{G})$, it is immediate to check that $\varphi^{\wedge}$ is everywhere continuous but at the interior vertices of the graph $\Gamma$. However, for any $\delta>0$ there exists $\psi_{\delta} \in C(\bar{\Gamma})$ such that

$$
\left\|\psi_{\delta}\right\|_{\infty} \leq\left\|\varphi^{\wedge}\right\|_{\infty}, \quad \psi_{\delta} \equiv \varphi^{\wedge} \quad \text { on } \Pi(G(\delta / 2))
$$

In correspondence of each $\delta>0$, we have

$$
\begin{aligned}
& \mathbb{E}_{z}\left(\varphi^{\wedge}\right)^{\vee}\left(Z^{\varepsilon}(t)\right)-\overline{\mathbb{E}}_{\Pi(z)} \varphi^{\wedge}(\bar{Z}(t)) \\
& \quad=\mathbb{E}_{z}\left[\left(\varphi^{\wedge}\right)^{\vee}\left(Z^{\varepsilon}(t)\right)-\psi_{\delta}^{\vee}\left(Z^{\varepsilon}(t)\right)\right]+\left[\mathbb{E}_{z} \psi_{\delta}^{\vee}\left(Z^{\varepsilon}(t)\right)-\overline{\mathbb{E}}_{\Pi(z)} \psi_{\delta}(\bar{Z}(t))\right]+\overline{\mathbb{E}}_{\Pi(z)}\left[\psi_{\delta}(\bar{Z}(t))-\varphi^{\wedge}(\bar{Z}(t))\right] \\
& \quad=: I_{1}^{\varepsilon, \delta}(t)+I_{2}^{\varepsilon, \delta}(t)+I^{\delta}(t)
\end{aligned}
$$

If we can show that for any $\delta>0$ there exists some $\varepsilon_{\delta}>0$ such that

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \sup _{\varepsilon \in\left(0, \varepsilon_{\delta}\right)} \sup _{t \in[\tau, T]}\left|I_{1}^{\varepsilon, \delta}(t)\right|=0 \tag{5.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \sup _{t \in[\tau, T]}\left|I^{\delta}(t)\right|=0 \tag{5.6}
\end{equation*}
$$

then for any $\eta>0$ we can find $\delta_{\eta}>0$ and $\varepsilon_{\eta}>0$ such that

$$
\begin{equation*}
\sup _{t \in[\tau, T]}\left|\mathbb{E}_{z}\left(\varphi^{\wedge}\right)^{\vee}\left(Z^{\varepsilon}(t)\right)-\overline{\mathbb{E}}_{\Pi(z)} \varphi^{\wedge}(\bar{Z}(t))\right| \leq \eta+\sup _{t \in[\tau, T]}\left|I_{2}^{\varepsilon, \delta_{\eta}}(t)\right|, \quad \varepsilon \leq \varepsilon_{\eta} . \tag{5.7}
\end{equation*}
$$

Since $\psi_{\delta} \in C(\bar{\Gamma})$, due to (5.4) we have

$$
\lim _{\varepsilon \rightarrow 0} \sup _{t \in[\tau, T]}\left|I_{2}^{\varepsilon, \delta_{\eta}}(t)\right|=0,
$$

and then, due to the arbitrariness of $\eta$, from (5.7) we can conclude that (5.3) holds.
In order to prove (5.5), we write

$$
I_{1}^{\varepsilon, \delta}(t)=\mathbb{E}_{z}\left(\Delta_{\varepsilon, \delta}(t) ; t \in \bigcup_{n \in \mathbb{N}}\left[\tau_{n}^{\varepsilon, \delta, \delta / 2}, \sigma_{n}^{\varepsilon, \delta, \delta / 2}\right)\right)+\mathbb{E}_{z}\left(\Delta_{\varepsilon, \delta}(t) ; t \in \bigcup_{n \in \mathbb{N}}\left[\sigma_{n}^{\varepsilon, \delta, \delta / 2}, \tau_{n+1}^{\varepsilon, \delta, \delta / 2}\right)\right),
$$

where

$$
\Delta_{\varepsilon, \delta}(t):=\left(\varphi^{\wedge}\right)^{\vee}\left(Z^{\varepsilon}(t)\right)-\psi_{\delta}^{\vee}\left(Z^{\varepsilon}(t)\right)
$$

Recalling that $\varphi^{\wedge} \equiv \psi_{\delta}$ on $\Pi(G(\delta / 2))$, this yields

$$
\begin{aligned}
I_{1}^{\varepsilon, \delta}(t) & =\mathbb{E}_{z}\left(\Delta_{\varepsilon, \delta}(t) ; t \in \bigcup_{n \in \mathbb{N}}\left[\tau_{n}^{\varepsilon, \delta, \delta / 2}, \sigma_{n}^{\varepsilon, \delta, \delta / 2}\right)\right) \\
& =\sum_{n \in \mathbb{N}} \mathbb{E}_{z}\left(\Delta_{\varepsilon, \delta}(t) I_{\left\{\tau_{n}^{\varepsilon, \delta, \delta / 2} \leq t\right\}} I_{\left\{\sigma_{n}^{\varepsilon, \delta, \delta / 2}>t\right\}}\right):=\sum_{n \in \mathbb{N}} J_{1, n}^{\varepsilon, \delta}(t) .
\end{aligned}
$$

Due to the strong Markov property,

$$
\begin{align*}
\left|J_{1, n}^{\varepsilon, \delta}(t)\right| & \leq \mathbb{E}_{z}\left(I_{\left\{\tau_{n}^{\varepsilon, \delta, \delta / 2} \leq t\right\}}\left|\mathbb{E}_{Z^{\varepsilon}\left(\tau_{n}^{\varepsilon, \delta, / 2}\right)}\left(\Delta_{\varepsilon, \delta}(t) ; \sigma_{0}^{\varepsilon, \delta, \delta / 2}>t\right)\right|\right) \\
& \leq \mathbb{P}_{z}\left(\tau_{n}^{\varepsilon, \delta, \delta / 2} \leq t\right) \Lambda_{\varepsilon, \delta}(t) \leq e^{t} \mathbb{E}_{z}\left(e^{-\tau_{n}^{\varepsilon, \delta, / 2}}\right) \Lambda_{\varepsilon, \delta}(t) \tag{5.8}
\end{align*}
$$

where

$$
\Lambda_{\varepsilon, \delta}(t):=\sup _{z \in C(\delta / 2)}\left|\mathbb{E}_{z}\left(\Delta_{\varepsilon, \delta}(t) ; \sigma_{0}^{\varepsilon, \delta, \delta / 2}>t\right)\right|
$$

Now, in [6, Lemma 3.10] it is proven that if $\tau^{\varepsilon}=\tau^{\varepsilon}\left(a_{k}+\delta^{\prime}, b_{k}-\delta^{\prime}\right)$ is the first time the process $X^{\varepsilon}(t)$ leaves the interval ( $a_{k}+\delta^{\prime}, b_{k}-\delta^{\prime}$ ), then for any $\lambda>0$

$$
\lim _{\delta \rightarrow 0} \frac{1}{\delta} \lim _{\delta^{\prime} \rightarrow 0} \lim _{\varepsilon \rightarrow 0} \mathbb{E}_{\left(a_{k}+\delta, y\right)}\left(1-\exp \left(-\lambda \tau^{\varepsilon}\right)\right)>0
$$

and

$$
\lim _{\delta \rightarrow 0} \frac{1}{\delta} \lim _{\delta^{\prime} \rightarrow 0} \lim _{\varepsilon \rightarrow 0} \mathbb{E}_{\left(b_{k}-\delta, y\right)}\left(1-\exp \left(-\lambda \tau^{\varepsilon}\right)\right)>0
$$

uniformly with respect to the points $\left(a_{k}+\delta, y\right)$ and $\left(b_{k}-\delta, y\right)$ in $\Pi^{-1}\left(I_{k}\right)$. This implies that there exist $0<\delta_{1}^{\prime}<\delta_{1}$, $\bar{\rho}<\delta_{1}^{-1}$ and $\varepsilon_{1}>0$ such that for every $\varepsilon \leq \varepsilon_{1}, \delta \leq \delta_{1}$ and $0<\delta^{\prime}<\delta_{1}^{\prime} \wedge \delta$

$$
\sup _{z \in C(\delta)} \mathbb{E}_{z} \exp \left(-\tau_{1}^{\varepsilon, \delta, \delta^{\prime}}\right) \leq(1-\bar{\rho} \delta)
$$

Due to the strong Markov property, this yields

$$
\begin{equation*}
\sup _{z \in G} \mathbb{E}_{z} \exp \left(-\tau_{n}^{\varepsilon, \delta, \delta^{\prime}}\right) \leq(1-\bar{\rho} \delta)^{n}, \tag{5.9}
\end{equation*}
$$

for every $\varepsilon \leq \varepsilon_{1}, \delta \leq \delta_{1}$ and $0<\delta^{\prime}<\delta_{1}^{\prime} \wedge \delta$. This implies in particular that

$$
\begin{equation*}
\left|I_{1}^{\varepsilon, \delta}(t)\right| \leq e^{t} \Lambda_{\varepsilon, \delta}(t) \sum_{n \in \mathbb{N}}(1-\bar{\rho} \delta)^{n} \leq e^{T} \Lambda_{\varepsilon, \delta}(t) \frac{1}{\delta \bar{\rho}}, \quad t \in[0, T] . \tag{5.10}
\end{equation*}
$$

Moreover, in [6, Lemma 6.2] it is proven that, for some $\delta_{2}>0$, for every $0<\delta \leq \delta_{2}$ there exists $\varepsilon_{\delta}>0$ such that for all $\varepsilon \in\left(0, \varepsilon_{\delta}\right]$ and all $z \in G\left(O_{i}, x_{i}-\delta, x_{i}+\delta\right)$, with $i=1, \ldots, N$, we have

$$
\begin{equation*}
\mathbb{E}_{z} \tau^{\varepsilon}\left(G\left(O_{i}, x_{i}-\delta, x_{i}+\delta\right)\right) \leq 5 \delta^{2}, \tag{5.11}
\end{equation*}
$$

where $\tau^{\varepsilon}\left(G\left(O_{i}, x_{i}-\delta, x_{i}+\delta\right)\right)$ is the first exit time of $Z_{z}^{\varepsilon}$ from $G\left(O_{i}, x_{i}-\delta, x_{i}+\delta\right)$.
Therefore, if we set $\bar{\delta}:=\delta_{1} \wedge \delta_{2}$, then for any $\delta \leq \bar{\delta}$, there exists $\varepsilon_{\delta}>0$ such that

$$
\Lambda_{\varepsilon, \delta}(t) \leq \frac{2}{t}\left\|\varphi^{\wedge}\right\|_{\infty} \sup _{z \in G\left(O_{i}, x_{i}-\delta, x_{i}+\delta\right)} \mathbb{E}_{z} \sigma_{0}^{\varepsilon, \delta, \delta / 2} \leq \frac{c}{\tau}\|\varphi\|_{\infty} \delta^{2}, \quad t \in[\tau, T] .
$$

This, together with (5.10), implies (5.5).
Now, for any $\delta>$ and $t \geq 0$, we have

$$
\left|I^{\delta}(t)\right| \leq 2\|\varphi\|_{\infty} \overline{\mathbb{P}}_{\Pi(z)}\left(\bar{Z}(t) \in \Pi(G(\delta / 2))^{c}\right) \leq 2\|\varphi\|_{\infty} \overline{\mathbb{E}}_{\Pi(z)}\left(f_{\delta}(\bar{Z}(t))\right),
$$

for some $f_{\delta} \in C(\bar{\Gamma})$ such that $I_{\Pi(G(\delta / 2))^{c}} \leq f_{\delta} \leq 1$ and $f_{\delta} \equiv 0$ on $\Pi(G(\delta))$. This yields

$$
\left|I^{\delta}(t)\right| \leq 2\|\varphi\|_{\infty}\left|\overline{\mathbb{E}}_{\Pi(z)} f_{\delta}(\bar{Z}(t))-\mathbb{E}_{z} f_{\delta}^{\vee}\left(Z_{\varepsilon}(t)\right)\right|+2\|\varphi\|_{\infty}\left|\mathbb{E}_{z} f_{\delta}^{\vee}\left(Z_{\varepsilon}(t)\right)\right| .
$$

According to (5.5), for any $\eta>0$ there exists $\delta_{\eta}, \varepsilon_{\eta}>0$ such that

$$
\sup _{t \in[\tau, T]}\left|\mathbb{E}_{z} f_{\delta}^{\vee}\left(Z_{\varepsilon}(t)\right)\right|<\eta, \quad \varepsilon \leq \varepsilon_{\eta} .
$$

Then, for any $\varepsilon \leq \varepsilon_{\eta}$

$$
\sup _{t \in[\tau, T]}\left|I^{\delta}(t)\right| \leq 2\|\varphi\|_{\infty} \eta+2\|\varphi\|_{\infty} \sup _{t \in[\tau, T]}\left|\overline{\mathbb{E}}_{\Pi(z)} f_{\delta}(\bar{Z}(t))-\mathbb{E}_{z} f_{\delta}^{\vee}\left(Z_{\varepsilon}(t)\right)\right|,
$$

so that, due to (5.4) and the arbitrariness of $\eta$, we get (5.6).
Now we can prove the main result of this section.
Theorem 5.2. If the domain $G$ satisfies assumptions I-IV, then for any $\varphi \in C(\bar{G})$ and $z \in G$ and for any $0<\tau \leq T$ we have

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{t \in[\tau, T]}\left|\mathbb{E}_{z} \varphi\left(Z^{\varepsilon}(t)\right)-\overline{\mathbb{E}}_{\Pi(z)} \varphi^{\wedge}(\bar{Z}(t))\right|=0 . \tag{5.12}
\end{equation*}
$$

Proof. In Lemma 5.1 we have proven that for any $\tau>0$ and $z \in G$

$$
\lim _{\varepsilon \rightarrow 0} \sup _{t \in[\tau, T]}\left|\mathbb{E}_{z}\left(\varphi^{\wedge}\right)^{\vee}\left(Z^{\varepsilon}(t)\right)-\overline{\mathbb{E}}_{\Pi(z)} \varphi^{\wedge}(\bar{Z}(t))\right|=0 .
$$

Thus, in order to prove (5.12), it is sufficient to show that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{t \in[\tau, T]}\left|\mathbb{E}_{z}\left(\varphi\left(Z^{\varepsilon}(t)\right)-\left(\varphi^{\wedge}\right)^{\vee}\left(Z^{\varepsilon}(t)\right)\right)\right|=0 . \tag{5.13}
\end{equation*}
$$

In what follows we can assume that $\varphi \in \operatorname{Lip}(\bar{G})$. Actually, for any $\varphi \in C(\bar{G})$ there exists $\left\{\varphi_{n}\right\}_{n \in \mathbb{N}} \subset \operatorname{Lip}(\bar{G})$ such that

$$
\lim _{n \rightarrow \infty}\left\|\varphi_{n}-\varphi\right\|_{\infty}=0 .
$$

As this implies

$$
\lim _{n \rightarrow \infty}\left\|\left(\varphi_{n}^{\wedge}\right)^{\vee}-\left(\varphi^{\wedge}\right)^{\vee}\right\|_{\infty}=0
$$

we obtain that

$$
\lim _{n \rightarrow \infty} \sup _{t \in[\tau, T]}\left(\left|\mathbb{E}_{z}\left(\varphi\left(Z^{\varepsilon}(t)\right)-\varphi_{n}\left(Z^{\varepsilon}(t)\right)\right)\right|+\left|\mathbb{E}_{z}\left(\left(\varphi^{\wedge}\right)^{\vee}\left(Z^{\varepsilon}(t)\right)-\left(\varphi_{n}^{\wedge}\right)^{\vee}\left(Z^{\varepsilon}(t)\right)\right)\right|\right)=0,
$$

uniformly with respect to $\varepsilon>0$. Hence, for any $\eta>0$ there exists $n_{\eta} \in \mathbb{N}$ such that

$$
\sup _{t \in[\tau, T]}\left|\mathbb{E}_{z}\left(\varphi\left(Z^{\varepsilon}(t)\right)-\left(\varphi^{\wedge}\right)^{\vee}\left(Z^{\varepsilon}(t)\right)\right)\right| \leq \eta+\sup _{t \in[\tau, T]}\left|\mathbb{E}_{z}\left(\varphi_{n_{\eta}}\left(Z^{\varepsilon}(t)\right)-\left(\varphi_{n_{\eta}}^{\wedge}\right)^{\vee}\left(Z^{\varepsilon}(t)\right)\right)\right| .
$$

For any fixed $t>0$, we can assume that the partition introduced in (4.4) and in the proofs of Lemma 4.2 and of Theorem 4.3, where we have defined the approximating process $\hat{Z}^{\varepsilon}=\hat{Z}^{\varepsilon, \gamma_{\varepsilon}}$, is such that

$$
t=\left(k_{t}^{\varepsilon}+\frac{1}{2}\right) \gamma_{\varepsilon},
$$

where $\gamma_{\varepsilon}$ is the positive constant defined in Theorem 4.3 and $k_{t}^{\varepsilon} \in \mathbb{N}$. Notice that we can take $\varepsilon>0$ small enough so that $\gamma_{\varepsilon}<\tau$ and hence, as $t \geq \tau$,

$$
\begin{equation*}
\frac{t}{2}<k_{t}^{\varepsilon} \gamma_{\varepsilon}<t . \tag{5.14}
\end{equation*}
$$

Moreover, with the notations introduced in Section 4, we have

$$
\hat{Z}^{\varepsilon}(t)=\left(X^{\varepsilon}\left(k_{t}^{\varepsilon} \gamma_{\varepsilon}\right), Y^{\varepsilon, \gamma_{\varepsilon}}(t)\right),
$$

and, because of the way $Y^{\varepsilon, \gamma_{\varepsilon}}(t)$ has been defined, we have

$$
Z^{\varepsilon}\left(k_{t}^{\varepsilon} \gamma_{\varepsilon}\right)=\left(X^{\varepsilon}\left(k_{t}^{\varepsilon} \gamma_{\varepsilon}\right), Y^{\varepsilon}\left(k_{t}^{\varepsilon} \gamma_{\varepsilon}\right)\right) \in G(\delta) \quad \Longrightarrow \quad \hat{Z}^{\varepsilon}(t) \in G(\delta) .
$$

In the proof of (5.13) we will proceed in two steps.
Step 1. We show that for some $0<\bar{\delta}^{\prime}<\bar{\delta}$ and any $\delta \leq \bar{\delta}$ and $\delta^{\prime}<\bar{\delta}^{\prime} \wedge \delta$ there exists $\varepsilon_{\delta}>0$ such that for any $z \in G$ and $\varepsilon \leq \varepsilon_{\delta}$ it holds

$$
\begin{equation*}
\left|\mathbb{E}_{z}\left(\varphi\left(Z^{\varepsilon}(t)\right)-\left(\varphi^{\wedge}\right)^{\vee}\left(Z^{\varepsilon}(t)\right)\right)\right| \leq c e^{T}\left(\frac{\|\varphi\|_{\infty}}{\tau} \delta+\frac{1}{\delta} L_{\delta, \delta^{\prime}}^{\varepsilon}(t)\right), \quad t \in[\tau, T], \tag{5.15}
\end{equation*}
$$

where

$$
\begin{equation*}
L_{\delta, \delta^{\prime}}^{\varepsilon}(t):=\sup _{z \in C(\delta)}\left|\mathbb{E}_{z}\left(\varphi\left(Z^{\varepsilon}(t)\right)-\left(\varphi^{\wedge}\right)^{\vee}\left(Z^{\varepsilon}(t)\right) ; \tau_{1}^{\varepsilon, \delta, \delta^{\prime}}>k_{t}^{\varepsilon} \gamma_{\varepsilon}\right)\right| . \tag{5.16}
\end{equation*}
$$

If we define

$$
\Delta_{\varepsilon}(t):=\varphi\left(Z^{\varepsilon}(t)\right)-\left(\varphi^{\wedge}\right)^{\vee}\left(Z^{\varepsilon}(t)\right),
$$

for any $0<\delta^{\prime}<\delta$ and $\varepsilon>0$ we have

$$
\begin{aligned}
& \mathbb{E}_{z}\left(\varphi\left(Z^{\varepsilon}(t)\right)-\left(\varphi^{\wedge}\right)^{\vee}\left(Z^{\varepsilon}(t)\right)\right) \\
& \quad=\mathbb{E}_{z}\left(\Delta_{\varepsilon}(t) ; k_{t}^{\varepsilon} \gamma_{\varepsilon} \in \bigcup_{n \in \mathbb{N}}\left[\tau_{n}^{\varepsilon, \delta, \delta^{\prime}}, \sigma_{n}^{\varepsilon, \delta, \delta^{\prime}}\right)\right)+\mathbb{E}_{z}\left(\Delta_{\varepsilon}(t) ; k_{t}^{\varepsilon} \gamma_{\varepsilon} \in \bigcup_{n \in \mathbb{N}}\left[\sigma_{n}^{\varepsilon, \delta, \delta^{\prime}}, \tau_{n+1}^{\varepsilon, \delta, \delta^{\prime}}\right)\right) \\
& \quad=\sum_{n \in \mathbb{N}} \mathbb{E}_{z}\left(I_{\left\{\tau_{n}^{\varepsilon, \delta, \delta^{\prime}} \leq k_{t}^{\varepsilon} \gamma_{\varepsilon}\right\}} I_{\left\{\sigma_{n}^{\varepsilon, \delta, \delta^{\prime}}>k_{t}^{\varepsilon} \gamma_{\varepsilon}\right\}} \Delta_{\varepsilon}(t)\right)+\sum_{n \in \mathbb{N}} \mathbb{E}_{z}\left(I_{\left\{\sigma_{n}^{\varepsilon, \delta, \delta^{\prime}} \leq k_{t}^{\varepsilon} \gamma_{\varepsilon}\right\}} I_{\left\{\tau_{n+1}^{\varepsilon, \delta, \delta^{\prime}}>k_{t}^{\varepsilon} \gamma_{\varepsilon}\right\}} \Delta_{\varepsilon}(t)\right) \\
& \quad=: \sum_{n \in \mathbb{N}} J_{1, n}^{\varepsilon, \delta, \delta^{\prime}}(t)+\sum_{n \in \mathbb{N}} J_{2, n}^{\varepsilon, \delta, \delta^{\prime}}(t) .
\end{aligned}
$$

As a consequence of the strong Markov property, for each $n \in \mathbb{N}$ we have

$$
\begin{equation*}
J_{1, n}^{\varepsilon, \delta, \delta^{\prime}}(t)=\mathbb{E}_{z}\left(I_{\left\{\tau_{n}^{\varepsilon, \delta, \delta^{\prime}} \leq k_{t}^{\varepsilon} \gamma_{\varepsilon}\right\}} \mathbb{E}_{Z^{\varepsilon}\left(\tau_{n}^{\varepsilon, \delta, \delta^{\prime}}\right)}\left(\Delta_{\varepsilon}(t) ; \sigma_{0}^{\varepsilon, \delta, \delta^{\prime}}>k_{t}^{\varepsilon} \gamma_{\varepsilon}\right)\right) \tag{5.17}
\end{equation*}
$$

Thanks to (5.11), for any $\delta>0$ sufficiently small there exists $\varepsilon_{\delta}>0$ such that for any $\varepsilon \in\left(0, \varepsilon_{\delta}\right)$

$$
\left|\mathbb{E}_{Z^{\varepsilon}\left(\tau_{n}^{\varepsilon, \delta, \delta^{\prime}}\right)}\left(\Delta_{\varepsilon}(t) ; \sigma_{0}^{\varepsilon, \delta, \delta^{\prime}}>k_{t}^{\varepsilon} \gamma_{\varepsilon}\right)\right| \leq \frac{2\|\varphi\|_{\infty}}{k_{t}^{\varepsilon} \gamma_{\varepsilon}} \sup _{z \in G\left(O_{i}, x_{i}-\delta, x_{i}+\delta\right)} \mathbb{E}_{z} \sigma_{0}^{\varepsilon, \delta, \delta^{\prime}} \leq \frac{10\|\varphi\|_{\infty}}{k_{t}^{\varepsilon} \gamma_{\varepsilon}} \delta^{2}
$$

Therefore, due to (5.17), we have

$$
\begin{equation*}
\left|J_{1, n}^{\varepsilon, \delta, \delta^{\prime}}(t)\right| \leq \frac{10\|\varphi\|_{\infty}}{k_{t}^{\varepsilon} \gamma_{\varepsilon}} \delta^{2} \mathbb{P}_{z}\left(\tau_{n}^{\varepsilon, \delta, \delta^{\prime}} \leq k_{t}^{\varepsilon} \gamma_{\varepsilon}\right) \leq \frac{10\|\varphi\|_{\infty} e^{k_{t}^{\varepsilon} \gamma_{\varepsilon}}}{k_{t}^{\varepsilon} \gamma_{\varepsilon}} \delta^{2} \mathbb{E}_{z} \exp \left(-\tau_{n}^{\varepsilon, \delta, \delta^{\prime}}\right) \tag{5.18}
\end{equation*}
$$

As in the proof of Lemma 5.1, according to (5.18) and (5.14), estimate (5.9) implies that for any $0<\delta^{\prime}<\delta$ sufficiently small, there exists $\varepsilon_{\delta}>0$ such that for any $\varepsilon \leq \varepsilon_{\delta}$

$$
\begin{equation*}
\sum_{n \in \mathbb{N}}\left|J_{1, n}^{\varepsilon, \delta, \delta^{\prime}}(t)\right| \leq \frac{c\|\varphi\|_{\infty} e^{k_{t}^{\varepsilon} \gamma_{\varepsilon}}}{k_{t}^{\varepsilon} \gamma_{\varepsilon}} \delta^{2} \sum_{n \in \mathbb{N}}(1-\bar{\rho} \delta)^{n} \leq \frac{c\|\varphi\|_{\infty} e^{t}}{t} \frac{\delta}{\bar{\rho}} \leq c\|\varphi\|_{\infty} \frac{e^{T}}{\tau} \delta \tag{5.19}
\end{equation*}
$$

Now, let us study $J_{n}^{\varepsilon, 2}(t)$. From the strong Markov property, we have

$$
\begin{aligned}
\left|J_{2, n}^{\varepsilon, \delta, \delta^{\prime}}(t)\right| & \leq \mathbb{E}_{z}\left(I_{\left\{\sigma_{n}^{\varepsilon, \delta, \delta^{\prime}} \leq k_{t}^{\varepsilon} \gamma_{\varepsilon}\right\}}\left|\mathbb{E}_{Z^{\varepsilon}\left(\sigma_{n}^{\varepsilon, \delta, \delta^{\prime}}\right)}\left(\Delta_{\varepsilon}(t) ; \tau_{1}^{\varepsilon, \delta, \delta^{\prime}}>k_{t}^{\varepsilon} \gamma_{\varepsilon}\right)\right|\right) \\
& \leq \mathbb{P}_{z}\left(\sigma_{n}^{\varepsilon, \delta, \delta^{\prime}} \leq k_{t}^{\varepsilon} \gamma_{\varepsilon}\right) L_{\delta, \delta^{\prime}}^{\varepsilon}(t) \leq e^{t} \mathbb{E}_{z} \exp \left(-\tau_{n}^{\varepsilon, \delta, \delta^{\prime}}\right) L_{\delta, \delta^{\prime}}^{\varepsilon}(t)
\end{aligned}
$$

where $L_{\delta, \delta^{\prime}}^{\varepsilon}(t)$ is the function defined in (5.16). Hence, thanks to (5.9), we get

$$
\sum_{n \in \mathbb{N}}\left|J_{2, n}^{\varepsilon, \delta, \delta^{\prime}}(t)\right| \leq \sum_{n \in \mathbb{N}}(1-\bar{\rho} \delta)^{n} e^{T} L_{\delta, \delta^{\prime}}^{\varepsilon}(t) \leq \frac{e^{T}}{\delta \bar{\rho}} L_{\delta, \delta^{\prime}}^{\varepsilon}(t)
$$

for every $\varepsilon \leq \varepsilon_{1}, \delta \leq \delta_{1}$ and $0<\delta^{\prime}<\delta_{1}^{\prime} \wedge \delta$. This, together with (5.19), implies (5.15).
Step 2. For any $0<\delta^{\prime}<\delta$, it holds

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{t \in[\tau, T]} L_{\delta, \delta^{\prime}}^{\varepsilon}(t)=0 \tag{5.20}
\end{equation*}
$$

For any $\varepsilon>0$ we have

$$
\begin{aligned}
\varphi\left(Z^{\varepsilon}(t)\right)-\left(\varphi^{\wedge}\right)^{\vee}\left(Z^{\varepsilon}(t)\right)= & {\left[\varphi\left(Z^{\varepsilon}(t)\right)-\varphi\left(\hat{Z}^{\varepsilon}(t)\right)\right] } \\
& +\left[\varphi\left(\hat{Z}^{\varepsilon}(t)\right)-\left(\varphi^{\wedge}\right)^{\vee}\left(\hat{Z}^{\varepsilon}(t)\right)\right]+\left[\left(\varphi^{\wedge}\right)^{\vee}\left(\hat{Z}^{\varepsilon}(t)\right)-\left(\varphi^{\wedge}\right)^{\vee}\left(Z^{\varepsilon}(t)\right)\right] \\
= & \sum_{i=1}^{3} I_{i}^{\varepsilon}(t)
\end{aligned}
$$

If we denote by $h_{z}$ the integer such that $z \in \Pi^{-1}\left(I_{h_{z}}\right)$, we have

$$
\begin{aligned}
\mathbb{E}_{z}\left(\left|I_{1}^{\varepsilon}(t)\right| ; \tau_{1}^{\varepsilon, \delta, \delta^{\prime}}>k_{t}^{\varepsilon} \gamma_{\varepsilon}\right)= & \mathbb{E}_{z}\left(\left|I_{1}^{\varepsilon}(t)\right| ; \tau_{1}^{\varepsilon, \delta, \delta^{\prime}}>k_{t}^{\varepsilon} \gamma_{\varepsilon}, \tau_{1}^{\varepsilon, \delta, \delta^{\prime} / 2}>\left(k_{t}^{\varepsilon}+1 / 2\right) \gamma_{\varepsilon}\right) \\
& +\mathbb{E}_{z}\left(\left|I_{1}^{\varepsilon}(t)\right| ; \tau_{1}^{\varepsilon, \delta, \delta^{\prime}}>k_{t}^{\varepsilon} \gamma_{\varepsilon}, \tau_{1}^{\varepsilon, \delta, \delta^{\prime} / 2} \leq\left(k_{t}^{\varepsilon}+1 / 2\right) \gamma_{\varepsilon}\right) \\
\leq & \mathbb{E}_{z}\left(\left|I_{1}^{\varepsilon}(t)\right| ; Z^{\varepsilon}(t), \hat{Z}^{\varepsilon}(t) \in G_{h_{z}}\left(a_{h_{z}}+\delta^{\prime} / 2, b_{h_{z}}-\delta^{\prime} / 2\right)\right) \\
& +2\|\varphi\|_{\infty} \mathbb{P}_{z}\left(\tau_{1}^{\varepsilon, \delta, \delta^{\prime}}>k_{t}^{\varepsilon} \gamma_{\varepsilon}, \tau_{1}^{\varepsilon, \delta, \delta^{\prime} / 2} \leq\left(k_{t}^{\varepsilon}+1 / 2\right) \gamma_{\varepsilon}\right) .
\end{aligned}
$$

Now, according to Theorem 4.3, since we are assuming $\varphi \in \operatorname{Lip}(\bar{G})$, we have that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{z \in C(\delta)} \sup _{t \in[\tau, T]} \mathbb{E}_{z}\left(\left|I_{1}^{\varepsilon}(t)\right| ; Z^{\varepsilon}(t), \hat{Z}^{\varepsilon}(t) \in G_{h_{z}}\left(a_{h_{z}}+\delta^{\prime} / 2, b_{h_{z}}-\delta^{\prime} / 2\right)\right)=0 . \tag{5.21}
\end{equation*}
$$

Moreover,

$$
\begin{aligned}
& \mathbb{P}_{z}\left(\tau_{1}^{\varepsilon, \delta, \delta^{\prime}}>k_{t}^{\varepsilon} \gamma_{\varepsilon}, \tau_{1}^{\varepsilon, \delta, \delta^{\prime} / 2} \leq\left(k_{t}^{\varepsilon}+1 / 2\right) \gamma_{\varepsilon}\right) \\
& \quad \leq \mathbb{P}_{z}\left(\left|X^{\varepsilon}\left(\tau_{1}^{\varepsilon, \delta, \delta^{\prime} / 2}\right)-X^{\varepsilon}\left(k_{t}^{\varepsilon} \gamma_{\varepsilon}\right)\right| \geq \delta^{\prime} / 2, \tau_{1}^{\varepsilon, \delta, \delta^{\prime}}>k_{t}^{\varepsilon} \gamma_{\varepsilon}, \tau_{1}^{\varepsilon, \delta, \delta^{\prime} / 2} \leq\left(k_{t}^{\varepsilon}+1 / 2\right) \gamma_{\varepsilon}\right) \\
& \quad \leq \mathbb{P}_{z}\left(\left|X^{\varepsilon}\left(t \wedge \tau_{1}^{\varepsilon, \delta, \delta^{\prime} / 2}\right)-X^{\varepsilon}\left(k_{t}^{\varepsilon} \gamma_{\varepsilon} \wedge \tau_{1}^{\varepsilon, \delta, \delta^{\prime} / 2}\right)\right| \geq \delta^{\prime} / 2\right) \\
& \quad \leq\left(\frac{2}{\delta^{\prime}}\right)^{2} \mathbb{E}_{z}\left|X^{\varepsilon}\left(t \wedge \tau_{1}^{\varepsilon, \delta, \delta^{\prime} / 2}\right)-X^{\varepsilon}\left(k_{t}^{\varepsilon} \gamma_{\varepsilon} \wedge \tau_{1}^{\varepsilon, \delta, \delta^{\prime} / 2}\right)\right|^{2} .
\end{aligned}
$$

Since

$$
\begin{aligned}
& X^{\varepsilon}\left(t \wedge \tau_{1}^{\varepsilon, \delta, \delta^{\prime} / 2}\right)-X^{\varepsilon}\left(k_{t}^{\varepsilon} \gamma_{\varepsilon} \wedge \tau_{1}^{\varepsilon, \delta, \delta^{\prime} / 2}\right) \\
& \quad=B_{1}\left(t \wedge \tau_{1}^{\varepsilon, \delta, \delta^{\prime} / 2}\right)-B_{1}\left(k_{t}^{\varepsilon} \gamma_{\varepsilon} \wedge \tau_{1}^{\varepsilon, \delta, \delta^{\prime} / 2}\right)+\int_{k_{t}^{\varepsilon} \gamma_{\varepsilon} \wedge \tau_{1}^{\varepsilon, \delta, \delta^{\prime} / 2}}^{t \wedge \tau_{1}^{\varepsilon, \delta, \delta^{\prime} / 2}} \nu_{1}\left(X^{\varepsilon}(s), Y^{\varepsilon}(s)\right) d \phi^{\varepsilon}(s)
\end{aligned}
$$

from (4.2) we get

$$
\mathbb{E}\left|X^{\varepsilon}\left(t \wedge \tau_{1}^{\varepsilon, \delta, \delta^{\prime} / 2}\right)-X^{\varepsilon}\left(k_{t}^{\varepsilon} \gamma_{\varepsilon} \wedge \tau_{1}^{\varepsilon, \delta, \delta^{\prime} / 2}\right)\right|^{2} \leq c \gamma_{\varepsilon}
$$

so that

$$
\mathbb{P}_{z}\left(\tau_{1}^{\varepsilon, \delta, \delta^{\prime}}>k_{t}^{\varepsilon} \gamma_{\varepsilon}, \tau_{1}^{\varepsilon, \delta, \delta^{\prime} / 2} \leq\left(k_{t}^{\varepsilon}+1 / 2\right) \gamma_{\varepsilon}\right) \leq c \frac{\gamma_{\varepsilon}}{\left(\delta^{\prime}\right)^{2}} .
$$

This, together with (5.21), implies that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{z \in C(\delta)} \sup _{t \in[\tau, T]} \mathbb{E}_{z}\left(\left|I_{1}^{\varepsilon}(t)\right| ; \tau_{1}^{\varepsilon, \delta, \delta^{\prime}}>k_{t}^{\varepsilon} \gamma_{\varepsilon}\right)=0 . \tag{5.22}
\end{equation*}
$$

As $\left(\varphi^{\wedge}\right)^{\vee}$ is continuous in $G(\delta)$, for any $\delta>0$, we can repeat the same arguments used for $I_{1}^{\varepsilon}(t)$ to prove that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{z \in C(\delta)} \sup _{t \in[\tau, T]} \mathbb{E}_{z}\left(\left|I_{3}^{\varepsilon}(t)\right| ; \tau_{1}^{\varepsilon, \delta, \delta^{\prime}}>k_{t}^{\varepsilon} \gamma_{\varepsilon}\right)=0 . \tag{5.23}
\end{equation*}
$$

Now, it remains to study

$$
\mathbb{E}_{z}\left(I_{2}^{\varepsilon}(t) ; \tau_{1}^{\varepsilon, \delta, \delta^{\prime}}>k_{t}^{\varepsilon} \gamma_{\varepsilon}\right)
$$

As a consequence of the Markov property, we have

$$
\mathbb{E}_{z}\left(I_{2}^{\varepsilon}(t) ; \tau_{1}^{\varepsilon, \delta, \delta^{\prime}}>k_{t}^{\varepsilon} \gamma_{\varepsilon}\right)=\mathbb{E}_{z}\left(\psi\left(\gamma_{\varepsilon} / 2, Z^{\varepsilon}\left(k_{t}^{\varepsilon} \gamma_{\varepsilon}\right)\right) ; \tau_{1}^{\varepsilon, \delta, \delta^{\prime}}>k_{t}^{\varepsilon} \gamma_{\varepsilon}\right)
$$

where

$$
\psi(s, x, y)=\mathbb{E}_{(x, y)} \varphi\left(x, Y_{1,(x, y)}^{\varepsilon}(s)\right)-\varphi^{\wedge}\left(x, h_{(x, y)}\right),
$$

$h_{(x, y)}$ is the integer defined by $(x, y) \in \Pi^{-1}\left(I_{(x, y)}\right)$, and $Y_{1,(x, y)}^{\varepsilon}(s)$ is the process defined, as in (4.7), by the equation

$$
d Y_{1,(x, y)}^{\varepsilon}(s)=\frac{1}{\varepsilon} d B(s)+\frac{1}{\varepsilon^{2}} \nu_{2}\left(x, Y_{1,(x, y)}^{\varepsilon}(s)\right) d \phi_{1}^{\varepsilon}(s), \quad s \in\left[0, \gamma_{\varepsilon}\right), Y_{1,(x, y)}^{\varepsilon}(0)=y .
$$

Now, by proceeding as in the proof of Lemma 4.2, we have that

$$
\psi(s, x, y)=\tilde{\mathbb{E}}_{(x, y)} \varphi\left(x, Y_{2,(x, y)}\left(s / \varepsilon^{2}\right)\right)-\varphi^{\wedge}\left(x, h_{(x, y)}\right),
$$

where $Y_{2,(x, y)}(s)$ is defined, as in (4.8), by the equation

$$
d Y_{2,(x, y)}(s)=d \tilde{B}(s)+\nu_{2}\left(x, Y_{2,(x, y)}(s)\right) d \phi_{2}(t), \quad s \in\left[0, \gamma_{\varepsilon} / \varepsilon^{2}\right), Y_{2,(x, y)}(0)=y .
$$

Notice that, due to our assumptions on the domain $G$, for any $\delta>0$ and $k=1, \ldots, N$,

$$
G_{k}\left(a_{k}+\delta, b_{k}-\delta\right)=\left\{(x, y) \in \mathbb{R}^{2}: h_{1, k}(x) \leq y \leq h_{2, k}(x), x \in\left(a_{k}+\delta, b_{k}-\delta\right)\right\},
$$

for some smooth functions $h_{1, k}(x)$ and $h_{2, k}(x)$, and, if $l_{k}(x)$ is the length of the cross-section $C_{k}(x)=\{(x, y) \in$ $\left.G_{k}\left(a_{k}+\delta, b_{k}-\delta\right)\right\}$, we have

$$
\inf _{x \in\left(a_{k}+\delta, b_{k}-\delta\right)} l_{k}(x)=\inf _{x \in\left(a_{k}+\delta, b_{k}-\delta\right)}\left(h_{2, k}(x)-h_{1, k}(x)\right)=: l_{k, \delta}>0 .
$$

For any $(x, y) \in G_{k}\left(a_{k}+\delta, b_{k}-\delta\right)$, the process $Y_{2,(x, y)}(s)$ lives in the interval $\left[h_{1, k}(x), h_{2, k}(x)\right]$. Because of the way the process $Y_{2,(x, y)}(s)$ has been defined, for any $f \in C\left(\left[h_{1, k}(x), h_{2, k}(x)\right]\right)$ we have

$$
\tilde{\mathbb{E}}_{(x, y)} f\left(Y_{2,(x, y)}(s)\right)=\sum_{j=0}^{\infty} e^{-s \alpha_{k, j}(x)}\left\langle f,\left.e_{k, j}^{x}\right|_{k, j} ^{x}, \quad y \in\left[h_{1, k}(x), h_{2, k}(x)\right],\right.
$$

where

$$
e_{k, 0}^{x}(y)=\frac{1}{\sqrt{l_{k}(x)}}, \quad e_{k, j}^{x}(y)=\sqrt{\frac{2}{l_{k}(x)}} \cos \left(\frac{j \pi}{l_{k}(x)}\left(y-h_{1, k}(x)\right)\right), \quad j=1,2, \ldots,
$$

and

$$
\alpha_{k, 0}(x)=0, \quad \alpha_{k, j}(x)=-\left(\frac{j \pi}{l_{k}(x)}\right)^{2}, \quad j=1,2, \ldots
$$

Recalling how $\varphi^{\wedge}$ is defined, this implies

$$
\psi(s, x, y)=\sum_{j=1}^{\infty} e^{-\left(s / \varepsilon^{2}\right) \alpha_{k, j}(x)}\left\langle\varphi(x, \cdot), e_{k, j}^{x}\right\rangle e_{k, j}^{x}(y),
$$

so that for any $\rho>1 / 2$ we have

$$
\begin{aligned}
|\psi(s, x, y)|^{2} & \leq \frac{2}{l_{k}(x)} \sum_{j=1}^{\infty} e^{-\left(2 s / \varepsilon^{2}\right) \alpha_{k, j}(x)} \sum_{j=1}^{\infty} \left\lvert\,\left\langle\varphi(x, \cdot), e_{k, j}^{x}\left\|^{2} \leq c_{\rho}\right\| \varphi \|_{\infty}^{2}\left(\frac{s}{\varepsilon^{2}}\right)^{-\rho} \sum_{j=1}^{\infty} \alpha_{k, j}(x)^{-\rho}\right.\right. \\
& =c_{\rho}\left(\frac{l_{h_{(x, y)}}(x)}{\pi}\right)^{\rho}\|\varphi\|_{\infty}^{2}\left(\frac{s}{\varepsilon^{2}}\right)^{-\rho} \sum_{j=1}^{\infty} k^{-2 \rho} \leq c_{\rho}\|\varphi\|_{\infty}^{2}\left(\frac{s}{\varepsilon^{2}}\right)^{-\rho} .
\end{aligned}
$$

Therefore, we can conclude that

$$
\begin{aligned}
\left|\mathbb{E}_{z}\left(I_{2}^{\varepsilon}(t) ; \tau_{1}^{\varepsilon, \delta, \delta^{\prime}}>k_{t}^{\varepsilon} \gamma_{\varepsilon}\right)\right| & \leq \mathbb{E}_{z}\left(\left|\psi\left(\gamma_{\varepsilon} / 2, Z^{\varepsilon}\left(k_{t}^{\varepsilon} \gamma_{\varepsilon}\right)\right)\right| ; \tau_{1}^{\varepsilon, \delta, \delta^{\prime}}>k_{t}^{\varepsilon} \gamma_{\varepsilon}\right) \\
& \leq c_{\rho}\|\varphi\|_{\infty}\left(\frac{\varepsilon^{2}}{\gamma_{\varepsilon}}\right)^{\rho / 2} .
\end{aligned}
$$

As we are assuming that $\varepsilon^{2} / \gamma_{\varepsilon} \rightarrow 0$, as $\varepsilon \rightarrow 0$ (see Theorem 4.3), we can conclude that

$$
\lim _{\varepsilon \rightarrow 0} \sup _{t \in[\tau, T]} \mathbb{E}_{z}\left(I_{2}^{\varepsilon}(t) ; \tau_{1}^{\varepsilon, \delta, \delta^{\prime}}>k_{t}^{\varepsilon} \gamma_{\varepsilon}\right)=0,
$$

and, together with (5.22) and (5.23), this yields (5.20).
Conclusion. Due to (5.15), for any $\eta>0$ we can fix $0<\delta_{\eta}^{\prime}<\delta_{\eta}$ and $\varepsilon_{\eta}>0$ such that for any $\varepsilon \leq \varepsilon_{\eta}$

$$
\left|\mathbb{E}_{z}\left[\varphi\left(Z^{\varepsilon}(t)\right)-\left(\varphi^{\wedge}\right)^{\vee}\left(Z^{\varepsilon}(t)\right)\right]\right| \leq \eta+\frac{1}{\delta_{\eta}} L_{\delta_{\eta}, \delta_{\eta}^{\prime}}^{\varepsilon}(t), \quad t \in[\tau, T] .
$$

Thus, according to (5.20), due to the arbitrariness of $\eta$ we can conclude that (5.13) holds true, and (5.12) follows.
In Sections 2 and 3, we have introduced the semigroups $\bar{S}(t)$ and $S_{\varepsilon}(t)$, associated respectively with the operators $\bar{L}$ and $L_{\varepsilon}$. With these notations, as a consequence of (2.8), we have that for any $f \in C(\bar{\Gamma}), z \in G$ and $t>0$

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} S_{\varepsilon}(t) f^{\vee}(z)=(\bar{S}(t) f)^{\vee}(z) . \tag{5.24}
\end{equation*}
$$

Now, in view of Theorem 5.2 we get also the following limit result.
Corollary 5.3. Under Hypotheses I-IV for the domain $G$, for any $0 \leq \tau<T, \varphi \in C(\bar{G})$ and $z \in G$, we have

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{t \in[\tau, T]}\left|S_{\varepsilon}(t) \varphi(z)-\bar{S}(t)^{\vee} \varphi(z)\right|=0 . \tag{5.25}
\end{equation*}
$$

Moreover, for any $\varphi \in H$

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{t \in[\tau, T]}\left|S_{\varepsilon}(t) \varphi-\bar{S}(t)^{\vee} \varphi\right|_{H}=\lim _{\varepsilon \rightarrow 0} \sup _{t \in[\tau, T]}\left|\left(S_{\varepsilon}(t) \varphi\right)^{\wedge}-\bar{S}(t) \varphi^{\wedge}\right|_{\bar{H}}=0 . \tag{5.26}
\end{equation*}
$$

Proof. Since $\bar{S}(t)^{\vee} \varphi=\left(\bar{S}(t) \varphi^{\wedge}\right)^{\vee}$, limit (5.25) is an immediate consequence of (5.12). Moreover, as

$$
\sup _{z \in G} \sup _{t \in[\tau, T]}\left|S_{\varepsilon}(t) \varphi(z)\right|=\sup _{z \in G} \sup _{t \in[\tau, T]}\left|\mathbb{E}_{z} \varphi\left(Z^{\varepsilon}(t)\right)\right| \leq\|\varphi\|_{\infty},
$$

and

$$
\begin{aligned}
\sup _{z \in G} \sup _{t \in[\tau, T]}\left|\left(\bar{S}(t) \varphi^{\wedge}\right)^{\vee}(z)\right| & =\sup _{(x, k) \in \Gamma} \sup _{t \in[\tau, T]}\left|\bar{S}(t) \varphi^{\wedge}(x, k)\right| \\
& =\sup _{(x, k) \in \Gamma} \sup _{t \in[\tau, T]}\left|\overline{\mathbb{E}}_{(x, k)} \varphi^{\wedge}(\bar{Z}(t))\right| \leq\left\|\varphi^{\wedge}\right\|_{\infty} \leq\|\varphi\|_{\infty},
\end{aligned}
$$

by the dominated convergence theorem, from (5.25) we get (5.26) for any $\varphi \in C(\bar{G})$. Now, if $\varphi \in H$, for any $\eta>0$ we can find $\bar{\varphi} \in C(\bar{G})$ such that $|\varphi-\bar{\varphi}|_{H} \leq \eta / 4$. This implies

$$
\begin{aligned}
\left|S_{\varepsilon}(t) \varphi-\bar{S}(t)^{\vee} \varphi\right|_{H} & \leq\left|S_{\varepsilon}(t)(\varphi-\bar{\varphi})-\bar{S}(t)^{\vee}(\varphi-\bar{\varphi})\right|_{H}+\left|S_{\varepsilon}(t) \bar{\varphi}-\bar{S}(t)^{\vee} \bar{\varphi}\right|_{H} \\
& \leq \frac{\eta}{2}+\left|S_{\varepsilon}(t) \bar{\varphi}-\bar{S}(t)^{\vee} \bar{\varphi}\right|_{H}
\end{aligned}
$$

so that we can find $\varepsilon_{\eta}>0$ such that

$$
\left|S_{\varepsilon}(t) \varphi-\bar{S}(t)^{\vee} \varphi\right|_{H} \leq \frac{\eta}{2}, \quad \varepsilon \leq \varepsilon_{\eta}
$$

Due to the arbitrariness of $\eta$, this implies (5.26) for a general $\varphi \in H$.
As the Lebesgue measure on $G$ is invariant for the semigroup $S_{\varepsilon}(t)$, for any $\varepsilon>0$ and $\varphi \in C(\bar{G})$

$$
\int_{G} S_{\varepsilon}(t) \varphi(z) d z=\int_{G} \varphi(z) d z, \quad t \geq 0
$$

Now, due to (5.25) and the dominated convergence theorem, when we take the limit as $\varepsilon$ goes to zero we get

$$
\begin{equation*}
\int_{G} \bar{S}(t)^{\vee} \varphi(z) d z=\int_{G} \varphi(z) d z, \quad t \geq 0 \tag{5.27}
\end{equation*}
$$

Now, if we take $f \in C(\bar{\Gamma})$, we have that $f^{\vee} \in C(\bar{G})$, so that, thanks to (5.27) and (3.4), we get

$$
\begin{equation*}
\int_{G}(\bar{S}(t) f)^{\vee}(z) d z=\int_{G}\left(\bar{S}(t)\left(f^{\vee}\right)^{\wedge}\right)^{\vee}(z) d z=\int_{G} f^{\vee}(z) d z \tag{5.28}
\end{equation*}
$$

Moreover, thanks to (3.3), if $v$ is the measure defined in (3.1), for any $g \in \bar{H}$ we have

$$
\int_{G} g^{\vee}(z) d z=\left\langle g^{\vee}, 1\right\rangle_{H}=\langle g, 1\rangle_{\bar{H}}=\int_{\Gamma} g d \nu
$$

Thus, according to (5.28), we can conclude

$$
\int_{\Gamma} \bar{S}(t) f d v=\int_{\Gamma} f d v, \quad t \geq 0
$$

This implies the following fact.
Theorem 5.4. The measure $v$ is invariant for the semigroup $\bar{S}(t)$. Hence $\bar{S}(t)$ extends to a contraction semigroup on $L^{p}(\Gamma, v)$, for every $p \geq 1$, and in particular on $\bar{H}=L^{2}(\Gamma, v)$.

As $\bar{S}(t)$ extends to a contraction semigroup on $\bar{H}$, due to Lemma 3.2 we have that for any $u \in H$

$$
\begin{equation*}
\left|\bar{S}(t)^{\vee} u\right|_{H}=\left|\left(\bar{S}(t) u^{\wedge}\right)^{\vee}\right|_{H}=\left|\bar{S}(t) u^{\wedge}\right|_{\bar{H}} \leq\left|u^{\wedge}\right|_{\bar{H}} \leq|u|_{H} \tag{5.29}
\end{equation*}
$$

Moreover, $\bar{L}$ turns out to be symmetric in $\bar{H}$.

Lemma 5.5. For any $f, g \in D(\bar{L})$, it holds

$$
\langle\bar{L} f, g\rangle_{\bar{H}}=\langle f, \bar{L} g\rangle_{\bar{H}}
$$

Proof. This is an immediate consequence of the boundary conditions imposed on functions in $D(\bar{L})$ and of the definition of the scalar product in $\bar{H}$. Actually, if $f, g \in D(\bar{L})$ we have

$$
\begin{aligned}
\langle\bar{L} f, g\rangle_{\bar{H}} & =\sum_{k=1}^{N} \int_{I_{k}} \mathcal{L}_{k} f(x, k) g(x, k) l_{k}(x) d x=\frac{1}{2} \sum_{k=1}^{N} \int_{I_{k}} \frac{1}{l_{k}(x)}\left(l_{k} f^{\prime}\right)^{\prime}(x, k) g(x, k) l_{k}(x) d x \\
& =\frac{1}{2} \sum_{k=1}^{N} l_{k} f^{\prime} g_{\left.\right|_{I_{k}}}-\frac{1}{2} \sum_{k=1}^{N} \int_{I_{k}} l_{k}(x) f^{\prime}(x, k) g^{\prime}(x, k) d x=\langle f, \bar{L} g\rangle_{\bar{H}} .
\end{aligned}
$$

## 6. From the SPDE on the narrow channel $G_{\varepsilon}$ to the SPDE on the domain $G$

We are here interested in the following stochastic reaction diffusion equation in the narrow channel $G_{\varepsilon}$

$$
\left\{\begin{array}{l}
\frac{\partial v_{\varepsilon}}{\partial t}(t, x, y)=\frac{1}{2} \Delta v_{\varepsilon}(t, x, y)+b\left(v_{\varepsilon}(t, x, y)\right)+\sqrt{\varepsilon} \frac{\partial w_{\varepsilon}}{\partial t}(t, x, y), \quad(x, y) \in G_{\varepsilon},  \tag{6.1}\\
\frac{\partial v_{\varepsilon}}{\partial v_{\varepsilon}}(t, x, y)=0, \quad(x, y) \in \partial G_{\varepsilon}, \quad v_{\varepsilon}(0, x, y)=u_{0}\left(x, y \varepsilon^{-1}\right),
\end{array}\right.
$$

where $\partial / \partial \nu_{\varepsilon}$ denotes the normal derivative at the boundary of $G_{\varepsilon}$. Here we assume that $b: \mathbb{R} \rightarrow \mathbb{R}$ is a Lipschitzcontinuous function and $u_{0} \in C(\bar{G})$. Moreover, we assume that $w^{Q_{\varepsilon}}(t)$ is a cylindrical Wiener process taking values in $H_{\varepsilon}=L^{2}\left(G_{\varepsilon}\right)$, having covariance operator $Q_{\varepsilon}^{\star} Q_{\varepsilon} \in \mathcal{L}_{1}^{+}\left(H_{\varepsilon}\right)$, that is, for any $t, s \geq 0$ and $u, v \in H_{\varepsilon}$

$$
\begin{equation*}
\mathbf{E}\left\langle w^{Q_{\varepsilon}}(t), u\right\rangle_{H_{\varepsilon}}\left\langle w^{Q_{\varepsilon}}(s), v\right\rangle_{H_{\varepsilon}}=(t \wedge s)\left\langle Q_{\varepsilon} Q_{\varepsilon}^{\star} u, v\right\rangle_{H_{\varepsilon}} . \tag{6.2}
\end{equation*}
$$

In particular, there exist some complete orthonormal system $\left\{e_{k}^{\varepsilon}\right\}_{k \in \mathbb{N}}$ in $H_{\varepsilon}$ and some sequence of independent standard Brownian motions $\left\{\beta_{k}^{\varepsilon}(t)\right\}_{k \in \mathbb{N}}$, all defined on the same stochastic basis, such that

$$
w^{Q_{\varepsilon}}(t)(x, y)=\sum_{k=1}^{\infty} Q_{\varepsilon} e_{k}^{\varepsilon}(x, y) \beta_{k}^{\varepsilon}(t), \quad t \geq 0
$$

For any $\varepsilon_{1}, \varepsilon_{2}>0$ and $f \in H_{\varepsilon_{1}}$, we define

$$
J_{\varepsilon_{2}, \varepsilon_{1}} f(x, y)=\sqrt{\frac{\varepsilon_{1}}{\varepsilon_{2}}} f\left(x, \varepsilon_{1} \varepsilon_{2}^{-1} y\right), \quad(x, y) \in G_{\varepsilon_{2}} .
$$

Clearly, $J_{\varepsilon_{2}, \varepsilon_{1}}$ maps $H_{\varepsilon_{1}}$ into $H_{\varepsilon_{2}}$, and for every $\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}>0$, we have

$$
J_{\varepsilon_{3}, \varepsilon_{2}} \circ J_{\varepsilon_{2}, \varepsilon_{1}}=J_{\varepsilon_{3}, \varepsilon_{1}} .
$$

In particular, $J_{\varepsilon_{2}, \varepsilon_{1}}^{-1}=J_{\varepsilon_{1}, \varepsilon_{2}}$. Moreover

$$
\begin{equation*}
\left\langle J_{\varepsilon_{2}, \varepsilon_{1}} u, J_{\varepsilon_{2}, \varepsilon_{1}} v\right\rangle_{H_{\varepsilon_{2}}}=\langle u, v\rangle_{H_{\varepsilon_{1}}} . \tag{6.3}
\end{equation*}
$$

Lemma 6.1. Let us fix $\varepsilon_{1}, \varepsilon_{2}>0$. Then, if $\left\{e_{k}\right\}_{k \in \mathbb{N}}$ is a complete orthonormal basis in $H_{\varepsilon_{1}}$, we have that $\left\{J_{\varepsilon_{2}, \varepsilon_{1}} e_{k}\right\}_{k \in \mathbb{N}}$ is a complete orthonormal basis in $H_{\varepsilon_{2}}$.

Proof. For any $h, k \in \mathbb{N}$, we have

$$
\begin{aligned}
\left\langle J_{\varepsilon_{2}, \varepsilon_{1}} e_{k}, J_{\varepsilon_{2}, \varepsilon_{1}} e_{h}\right\rangle_{H_{\varepsilon_{2}}} & =\frac{\varepsilon_{1}}{\varepsilon_{2}} \iint_{G_{\varepsilon_{2}}} e_{k}\left(x, \varepsilon_{1} \varepsilon_{2}^{-1} y\right) e_{h}\left(x, \varepsilon_{1} \varepsilon_{2}^{-1} y\right) d x d y \\
& =\iint_{G_{\varepsilon_{1}}} e_{k}(x, y) e_{h}(x, y) d x d y=\left\langle e_{k}, e_{h}\right\rangle_{H_{\varepsilon_{1}}}=\delta_{k, h}
\end{aligned}
$$

Moreover, as

$$
\left\langle f, J_{\varepsilon_{2}, \varepsilon_{1}} e_{k}\right\rangle_{H_{\varepsilon_{2}}}=\left\langle J_{\varepsilon_{1}, \varepsilon_{2}} f, e_{k}\right\rangle_{\mathcal{\varepsilon}_{1}},
$$

if $\left\{e_{k}\right\}_{k \in \mathbb{N}}$ is a complete system in $H_{\varepsilon_{1}}$, we have

$$
\left\langle f, J_{\varepsilon_{2}, \varepsilon_{1}} e_{k}\right\rangle_{H_{\varepsilon_{2}}}=0, \quad \forall k \in \mathbb{N} \quad \Longleftrightarrow \quad J_{\varepsilon_{1}, \varepsilon_{2}} f=0 \quad \Longleftrightarrow \quad f=0
$$

This implies the completeness of the system $\left\{J_{\varepsilon_{2}, \varepsilon_{1}} e_{k}\right\}_{k \in \mathbb{N}}$.
Now, for any $\varepsilon_{1}, \varepsilon_{2}>0$ and $Q \in \mathcal{L}\left(H_{\varepsilon_{1}}\right)$, we define

$$
I_{\varepsilon_{2}, \varepsilon_{1}} Q=J_{\varepsilon_{2}, \varepsilon_{1}} \circ Q \circ J_{\varepsilon_{1}, \varepsilon_{2}} \in \mathcal{L}\left(H_{\varepsilon_{2}}\right) .
$$

Lemma 6.2. For every $\varepsilon_{1}, \varepsilon_{2}>0$, the operator $I_{\varepsilon_{2}, \varepsilon_{1}}$ is an isometry from $\mathcal{L}\left(H_{\varepsilon_{1}}\right)$ into $\mathcal{L}\left(H_{\varepsilon_{2}}\right)$ and from $\mathcal{L}_{2}\left(H_{\varepsilon_{1}}\right)$ into $\mathcal{L}_{2}\left(H_{\varepsilon_{2}}\right)$.

Proof. Due to (6.3), for any $f \in H_{\varepsilon_{1}}$ we have

$$
\left|J_{\varepsilon_{2}, \varepsilon_{1}} f\right|_{H_{\varepsilon_{2}}}=|f|_{H_{\varepsilon_{1}}},
$$

so that $I_{\varepsilon_{2}, \varepsilon_{1}}$ maps $\mathcal{L}\left(H_{\varepsilon_{1}}\right)$ into $\mathcal{L}\left(H_{\varepsilon_{2}}\right)$ as an isometry. Moreover, if $\left\{e_{k}^{\varepsilon_{2}}\right\}_{k \in \mathbb{N}}$ is a complete orthonormal system in $H_{\varepsilon_{2}}$, according to Lemma 6.1 we have

$$
\begin{aligned}
\left\|I_{\varepsilon_{2}, \varepsilon_{1}} Q\right\|_{\mathcal{L}_{2}\left(H_{\varepsilon_{2}}\right)}^{2} & =\sum_{k=1}^{\infty}\left|\left(I_{\varepsilon_{2}, \varepsilon_{1}} Q\right) e_{k}^{\varepsilon_{2}}\right|_{H_{\varepsilon_{2}}}^{2}=\sum_{k=1}^{\infty}\left|J_{\varepsilon_{2}, \varepsilon_{1}} Q\left(J_{\varepsilon_{1}, \varepsilon_{2}} e_{k}^{\varepsilon_{2}}\right)\right|_{H_{\varepsilon_{2}}}^{2} \\
& =\sum_{k=1}^{\infty}\left|Q\left(J_{\varepsilon_{1}, \varepsilon_{2}} e_{k}^{\varepsilon_{2}}\right)\right|_{H_{\varepsilon_{1}}}^{2}=\|Q\|_{\mathcal{L}_{2}\left(H_{\varepsilon_{1}}\right)}^{2} .
\end{aligned}
$$

This proves that $I_{\varepsilon_{2}, \varepsilon_{1}}$ is an isometry from $\mathcal{L}_{2}\left(H_{\varepsilon_{1}}\right)$ into $\mathcal{L}_{2}\left(H_{\varepsilon_{2}}\right)$.
With the above notations, if $v_{\varepsilon}$ is a solution of equation (6.1) and if we define

$$
u_{\varepsilon}(t, x, y)=\frac{1}{\sqrt{\varepsilon}}\left(J_{1, \varepsilon} v_{\varepsilon}\right)(t, x, y)=v_{\varepsilon}(t, x, \varepsilon y), \quad t \geq 0,(x, y) \in G
$$

we have that

$$
\begin{equation*}
\frac{\partial u_{\varepsilon}}{\partial t}(t, x, y)=\mathcal{L}_{\varepsilon} u_{\varepsilon}(t, x, y)+b\left(u_{\varepsilon}(t, x, y)\right)+\frac{\partial\left(J_{1, \varepsilon} w^{Q_{\varepsilon}}\right)}{\partial t}(t, x, y), \tag{6.4}
\end{equation*}
$$

where $\mathcal{L}_{\varepsilon}$ is the uniformly elliptic second order differential operator defined in (5.1).
Lemma 6.3. Assume that there exists some $Q \in \mathcal{L}_{2}(H)$ such that

$$
\begin{equation*}
Q_{\varepsilon}=I_{\varepsilon, 1} Q, \quad \varepsilon>0 . \tag{6.5}
\end{equation*}
$$

Then $J_{1, \varepsilon} w^{Q_{\varepsilon}}(t) \sim w^{Q}(t)$.
Proof. According to (6.2) and (6.3), for any $t, s \geq 0$ and $u, v \in H$ we have

$$
\begin{aligned}
\mathbf{E}\left\langle J_{1, \varepsilon} w^{Q_{\varepsilon}}(t), u\right\rangle_{H}\left\langle J_{1, \varepsilon} w^{Q_{\varepsilon}}(s), v\right\rangle_{H} & =\mathbf{E}\left\langle w^{Q_{\varepsilon}}(t), J_{\varepsilon, 1} u\right\rangle_{H_{\varepsilon}}\left\langle w^{Q_{\varepsilon}}(s), J_{\varepsilon, 1} v\right\rangle_{H_{\varepsilon}} \\
& =(t \wedge s)\left\langle Q_{\varepsilon} Q_{\varepsilon}^{\star} J_{\varepsilon, 1} u, J_{\varepsilon, 1} v\right\rangle_{H_{\varepsilon}}=(t \wedge s)\left\langle J_{1, \varepsilon} Q_{\varepsilon} Q_{\varepsilon}^{\star} J_{\varepsilon, 1} u, v\right\rangle_{H} \\
& =(t \wedge s)\left\langle\left(I_{1, \varepsilon} Q_{\varepsilon}\right)\left(I_{1, \varepsilon} Q_{\varepsilon}\right)^{\star} u, v\right\rangle_{H}
\end{aligned}
$$

As we are assuming (6.5), this allows to conclude that $J_{1, \varepsilon} w^{Q_{\varepsilon}}(t) \sim w^{Q}(t)$.
Remark 6.4. If $Q \in \mathcal{L}_{2}(H)$, then there exist a sequence $\left\{\lambda_{k}\right\}_{k \in \mathbb{N}}$ and a complete orthonormal system $\left\{e_{k}\right\}_{k \in \mathbb{N}}$ in $H$ such that

$$
Q e_{k}=\lambda_{k} e_{k}, \quad k \in \mathbb{N} .
$$

Then, since in (6.5) we assume $Q_{\varepsilon}=I_{\varepsilon, 1} Q$, we have

$$
Q_{\varepsilon} f_{k}^{\varepsilon}=\lambda_{k} f_{k}^{\varepsilon}, \quad k \in \mathbb{N},
$$

where $\left\{f_{k}^{\varepsilon}\right\}_{k \in \mathbb{N}}$ is the complete orthonormal system of $H_{\varepsilon}$, defined by $f_{k}^{\varepsilon}=J_{\varepsilon, 1} e_{k}$, for any $k \in \mathbb{N}$.
Concerning the boundary conditions satisfied by $u_{\varepsilon}$ we have the following result.
Lemma 6.5. For any $\varepsilon>0$, we have

$$
\begin{equation*}
\nabla v_{\varepsilon} \cdot v_{l \partial G_{\varepsilon}}^{\varepsilon}=0 \quad \Longleftrightarrow \quad \nabla u_{\varepsilon} \cdot \sigma_{\varepsilon} v_{\mid \partial G}=0 . \tag{6.6}
\end{equation*}
$$

Proof. According to (2.2), for any $(x, y) \in \partial G$ and $\varepsilon>0$, we have

$$
\begin{aligned}
\nabla u_{\varepsilon}(t, x, y) \cdot \sigma_{\varepsilon} v(x, y) & =\frac{\partial u_{\varepsilon}}{\partial x}(t, x, y) \nu_{1}(x, y)+\frac{1}{\varepsilon^{2}} \frac{\partial u_{\varepsilon}}{\partial y}(t, x, y) \nu_{2}(x, y) \\
& =\frac{\partial v_{\varepsilon}}{\partial x}(t, x, \varepsilon y) \nu_{1}(x, y)+\frac{1}{\varepsilon} \frac{\partial v_{\varepsilon}}{\partial y}(t, x, \varepsilon y) \nu_{2}(x, y) \\
& =\frac{1}{\varepsilon c_{\varepsilon}(x, y)} \nabla v_{\varepsilon}(t, x, \varepsilon y) \cdot \nu^{\varepsilon}(x, \varepsilon y) .
\end{aligned}
$$

This implies (6.6).
As a consequence of (6.4) and Lemmas 6.3 and 6.5 , we can conclude that if $v_{\varepsilon}$ is a solution of problem (6.1), then $u_{\varepsilon}$ coincides in distribution with the solution of the problem

$$
\left\{\begin{array}{l}
\frac{\partial u_{\varepsilon}}{\partial t}(t, x, y)=\mathcal{L}_{\varepsilon} u_{\varepsilon}(t, x, y)+b\left(u_{\varepsilon}(t, x, y)\right)+\frac{\partial w^{Q}}{\partial t}(t, x, y), \quad(x, y) \in G,  \tag{6.7}\\
\nabla u_{\varepsilon}(t, x, y) \cdot \sigma_{\varepsilon} v(x, y)=0, \quad(x, y) \in \partial G, \quad u_{\varepsilon}(0, x, y)=u_{0}(x, y) .
\end{array}\right.
$$

In what follows, we shall assume that the non-linearity $b: \mathbb{R} \rightarrow \mathbb{R}$ is Lipschitz-continuous. In particular, this means that the mapping

$$
B: H \rightarrow H, \quad u \in H \mapsto B(u)=b \circ u \in H,
$$

is well defined and Lipschitz-continuous. Notice that, in the same way, we have that $B: \bar{H} \rightarrow \bar{H}$ is well defined and Lipschitz-continuous.

Definition 6.6. An $\mathcal{F}_{t}$-adapted process $u_{\varepsilon} \in L^{p}(\Omega ; C([0, T] ; H))$ is a mild solution for problem (6.7) if

$$
u_{\varepsilon}(t)=S_{\varepsilon}(t) u_{0}+\int_{0}^{t} S_{\varepsilon}(t-s) B\left(u_{\varepsilon}(s)\right) d s+\int_{0}^{t} S_{\varepsilon}(t-s) d w^{Q}(s) .
$$

We are assuming here that $Q_{\varepsilon} \in \mathcal{L}_{2}\left(H_{\varepsilon}\right)$, then, according to Lemma 6.2, we have that $Q \in \mathcal{L}_{2}(H)$. This implies that, if we define

$$
\begin{equation*}
w_{\varepsilon}(t)=\int_{0}^{t} S_{\varepsilon}(t-s) d w^{Q}(s), \tag{6.8}
\end{equation*}
$$

then $w_{\varepsilon} \in L^{p}(\boldsymbol{\Omega} ; C([0, T] ; H)$ ) (in fact this is true also under weaker conditions on $Q$ ). In particular, since the mapping $B: H \rightarrow H$ is Lipschitz-continuous, as a consequence of a fixed point argument in $L^{p}(\boldsymbol{\Omega} ; C([0, T] ; H))$ we can conclude that there exists a unique mild solution $u_{\varepsilon} \in L^{p}(\boldsymbol{\Omega} ; C([0, T] ; H))$ to equation (6.7).

## 7. From the SPDE on $G$ to the SPDE on the graph $\Gamma$

In Section 6, by a suitable change of variable, from the stochastic reaction-diffusion equation (6.1) in the narrow channel $G_{\varepsilon}$ we have obtained the following stochastic reaction diffusion equation in the fixed domain $G$

$$
\left\{\begin{array}{l}
\frac{\partial u_{\varepsilon}}{\partial t}(t, x, y)=\mathcal{L}_{\varepsilon} u_{\varepsilon}(t, x, y)+b\left(u_{\varepsilon}(t, x, y)\right)+\frac{\partial w^{Q}}{\partial t}(t, x, y), \quad(x, y) \in G,  \tag{7.1}\\
\nabla u_{\varepsilon}(t, x, y) \cdot \sigma_{\varepsilon} v(x, y)=0, \quad(x, y) \in \partial G, \quad u_{\varepsilon}(0, x, y)=u_{0}(x, y) .
\end{array}\right.
$$

Our purpose here is to study the limiting behavior of its unique mild solution $u_{\varepsilon}$ in the space $L^{p}(\boldsymbol{\Omega} ; C([0, T] ; H))$, as $\varepsilon \rightarrow 0$.

To this purpose, let us consider the problem

$$
\begin{equation*}
\frac{\partial \bar{u}}{\partial t}(t, x, k)=\bar{L} \bar{u}(t, x, k)+b(\bar{u}(t, x, k))+\frac{\partial \bar{w} Q}{\partial t}(t, x, k), \quad \bar{u}(0, x, k)=u_{0}^{\wedge}(x, k), \tag{7.2}
\end{equation*}
$$

where $u_{0} \in C(\bar{G})$ and $\bar{L}$ is the second order differential operator on $\Gamma$, defined in the interior part of each edge $I_{k}$ of $\Gamma$ by the operators $\mathcal{L}_{k}$, given in (2.5), and endowed with the gluing conditions described in (2.6) and (2.7). Here $\bar{w}^{Q}$ is the cylindrical Wiener process defined by

$$
\begin{equation*}
\bar{w}^{Q}(t)=\sum_{j=1}^{\infty}\left(Q e_{j}\right)^{\wedge} \beta_{j}(t), \tag{7.3}
\end{equation*}
$$

where $\left\{e_{j}\right\}_{j \in \mathbb{N}}$ is a complete orthonormal system in $H$ and $\left\{\beta_{j}(t)\right\}_{j \in \mathbb{N}}$ is a sequence of independent standard Brownian motions. Thanks to (3.3), this means that for any $f, g \in \bar{H}$ and $t, s \geq 0$

$$
\begin{aligned}
\mathbf{E}\left\langle\bar{w}^{Q}(t), f\right\rangle_{\bar{H}}\left\langle\bar{w}^{Q}(s), g\right\rangle_{\bar{H}} & =\sum_{j=1}^{\infty}\left\langle\left(Q e_{j}\right)^{\wedge}, f\right\rangle_{\bar{H}}\left\langle\left(Q e_{j}\right)^{\wedge}, g\right\rangle_{\bar{H}}(t \wedge s) \\
& =\sum_{j=1}^{\infty}\left\langle Q e_{j}, f^{\vee}\right\rangle_{H}\left\langle Q e_{j}, g^{\vee}\right\rangle_{H}(t \wedge s)=\left\langle Q Q^{\star} f^{\vee}, g^{\vee}\right\rangle_{H}(t \wedge s) \\
& =\left\langle\left(Q Q^{\star} f^{\vee}\right)^{\wedge}, g\right\rangle_{\bar{H}}(t \wedge s)=\left\langle\left(Q Q^{\star}\right)^{\wedge} f, g\right\rangle_{\bar{H}}(t \wedge s) .
\end{aligned}
$$

Notice that if we assume $Q \in \mathcal{L}_{2}(H)$, then, due to Lemma 3.1, we have

$$
\sum_{j=1}^{\infty}\left\langle\left(Q Q^{\star}\right)^{\wedge} e_{j}, e_{j}\right\rangle_{\bar{H}}=\sum_{j=1}^{\infty}\left\langle Q Q^{\star} e_{j}^{\vee}, e_{j}^{\vee}\right\rangle_{H} \leq\|Q\|_{\mathcal{L}_{2}(H)}^{2}<\infty
$$

so that the series in (7.3) is well defined in $L^{2}(\boldsymbol{\Omega} ; \bar{H})$, for any $t \geq 0$, and defines a $\bar{H}$-valued Wiener process, with covariance operator $\left(Q Q^{\star}\right)^{\wedge}$.

As we have seen in Section 2, the operator $\bar{L}$ is the generator of the Markov transition semigroup $\bar{S}(t)$ associated with the limiting process $\bar{Z}(t)$ defined on the graph $\Gamma$ and introduced in [6]. Thus, we can give the following definition.

Definition 7.1. An adapted process $\bar{u} \in L^{p}(\boldsymbol{\Omega} ; C([0, T] ; \bar{H}))$ is a mild solution to equation (7.2) if

$$
\bar{u}(t)=\bar{S}(t) u_{0}^{\wedge}+\int_{0}^{t} \bar{S}(t-s) B(\bar{u}(s)) d s+\int_{0}^{t} \bar{S}(t-s) d \bar{w}^{Q}(s) .
$$

As we are assuming $Q \in \mathcal{L}_{2}(H)$, then $\bar{w}^{Q}(t) \in L^{2}(\boldsymbol{\Omega}, \bar{H})$, for any $t \geq 0$. Moreover, as $\bar{S}(t)$ is a contraction on $\bar{H}$ (see Theorem 5.4), the process $w_{\bar{L}}(t)$ defined by

$$
w_{\bar{L}}(t):=\int_{0}^{t} \bar{S}(t-s) d \bar{w}^{Q}(s), \quad t \geq 0
$$

takes values in $L^{p}(\boldsymbol{\Omega} ; C([0, T] ; \bar{H}))$, for any $T>0$ and $p \geq 1$. Therefore, as the mapping $B: \bar{H} \rightarrow \bar{H}$ is Lipschitzcontinuous, we have that for any $T>0$ and $p \geq 1$ there exists a unique mild solution $\bar{u} \in L^{p}(\boldsymbol{\Omega} ; C([0, T] ; \bar{H}))$ to equation (7.2).

Theorem 7.2. Assume that the domain $G$ satisfies assumptions I-IV. Moreover, assume that the nonlinearity $b: \mathbb{R} \rightarrow$ $\mathbb{R}$ is Lipschitz-continuous and $Q \in \mathcal{L}_{2}(H)$. Then, for any $u_{0} \in C(\bar{G}), p \geq 1$ and $0<\tau<T$ we have

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \mathbf{E} \sup _{t \in[\tau, T]}\left|u_{\varepsilon}(t)-\bar{u}(t)^{\vee}\right|_{H}^{p}=\lim _{\varepsilon \rightarrow 0} \mathbf{E} \sup _{t \in[\tau, T]}\left|u_{\varepsilon}(t)^{\wedge}-\bar{u}(t)\right|_{\bar{H}}^{p}=0, \tag{7.4}
\end{equation*}
$$

where $u_{\varepsilon}$ and $\bar{u}$ are the unique mild solutions of equations (7.1) and (7.2), respectively.
Before proving (7.4) in the full generality of Theorem (7.2), we prove (7.4) in the case $B=0$ and $u_{0}=0$.
Lemma 7.3. Under the same assumption of Theorem (7.2), for any $T>0$ and $p \geq 1$ we have

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \mathbf{E} \sup _{t \in[0, T]}\left|w_{\varepsilon}(t)-w_{\bar{L}}(t)^{\vee}\right|_{H}^{p}=0, \tag{7.5}
\end{equation*}
$$

where $w_{\varepsilon}(t)$ is the stochastic convolution defined in (6.8).
Proof. By using the stochastic factorization formula (see e.g. [2] for a proof), for any $t \in[0, T]$ and $\alpha \in(0,1 / 2)$, we have

$$
\begin{aligned}
& \frac{\pi}{\sin \pi \alpha}\left(w_{\varepsilon}(t)-w_{\bar{L}}(t)^{\vee}\right) \\
& \quad=\int_{0}^{t}(t-s)^{\alpha-1} \bar{S}(t-s)^{\vee} Y_{\alpha, 1}^{\varepsilon}(s) d s+\int_{0}^{t}(t-s)^{\alpha-1}\left[S_{\varepsilon}(t-s)-\bar{S}(t-s)^{\vee}\right] Y_{\alpha, 2}^{\varepsilon}(s) d s,
\end{aligned}
$$

where

$$
Y_{\alpha, 1}^{\varepsilon}(s):=\int_{0}^{s}(s-\sigma)^{-\alpha}\left[S_{\varepsilon}(s-\sigma)-\bar{S}(s-\sigma)^{\vee}\right] d w^{Q}(\sigma),
$$

and

$$
Y_{\alpha, 2}^{\varepsilon}(s):=\int_{0}^{s}(s-\sigma)^{-\alpha} S_{\varepsilon}(s-\sigma) d w^{Q}(\sigma) .
$$

Thanks to (5.29), we have that $\bar{S}(t)^{\vee}$ is a contraction on $H$. Then, for any $p \geq 1 / \alpha$ it holds

$$
\begin{align*}
\mathbf{E} \sup _{t \in[0, t]}\left|w_{\varepsilon}(t)-w_{\bar{L}}(t)\right|_{H}^{p} \leq & c_{p, \alpha}(T) \int_{0}^{T} \mathbf{E}\left|Y_{\alpha, 1}^{\varepsilon}(s)\right|_{H}^{p} d s \\
& +c_{p, \alpha}(T) \mathbf{E} \sup _{t \in[0, T]} \int_{0}^{t}\left|\left[S_{\varepsilon}(t-s)-\bar{S}(t-s)^{\vee}\right] Y_{\alpha, 2}^{\varepsilon}(s)\right|_{H}^{p} d s . \tag{7.6}
\end{align*}
$$

For any fixed $s \geq 0$ and $\alpha \in(0,1 / 2)$, we have

$$
\mathbf{E}\left|Y_{\alpha, 1}^{\varepsilon}(s)\right|_{H}^{p}=c_{p}\left(\sum_{j=1}^{\infty} \int_{0}^{s} \sigma^{-2 \alpha}\left|S_{\varepsilon}(\sigma) Q e_{j}-\bar{S}(\sigma)^{\vee} Q e_{j}\right|_{H}^{2} d \sigma\right)^{p / 2} .
$$

As both $S_{\varepsilon}(\sigma)$ and $\bar{S}(\sigma)^{\vee}$ are contraction in $H$, we have

$$
\sum_{j=1}^{\infty}\left|S_{\varepsilon}(\sigma) Q e_{j}-\bar{S}(\sigma)^{\vee} Q e_{j}\right|_{H}^{2} \leq c \sum_{j=1}^{\infty}\left|Q e_{j}\right|_{H}^{2}
$$

and then, as $Q \in \mathcal{L}_{2}(H)$, for any $\eta>0$ we can find $n_{\eta} \in \mathbb{N}$ such that

$$
\begin{equation*}
\sum_{j=n_{\eta}+1}^{\infty} \int_{0}^{s} \sigma^{-2 \alpha}\left|S_{\varepsilon}(\sigma) Q e_{j}-\bar{S}(\sigma)^{\vee} Q e_{j}\right|_{H}^{2} d \sigma<\eta \tag{7.7}
\end{equation*}
$$

Once fixed $n_{\eta}$, due to (5.26) and the dominated convergence theorem we have that

$$
\lim _{\varepsilon \rightarrow 0} \sum_{j=1}^{n_{\eta}} \int_{0}^{s}\left|S_{\varepsilon}(\sigma) Q e_{j}-\bar{S}(\sigma)^{\vee} Q e_{j}\right|_{H}^{2} d \sigma=0
$$

and this, together with (7.7), due to the arbitrariness of $\eta$ implies that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{0}^{T} \mathbf{E}\left|Y_{\alpha, 1}^{\varepsilon}(s)\right|_{H}^{p} d s=0 \tag{7.8}
\end{equation*}
$$

Next, for any $0<\tau<t \leq T$ we have

$$
\begin{aligned}
& \int_{0}^{t}\left|\left[S_{\varepsilon}(t-s)-\bar{S}(t-s)^{\vee}\right] Y_{\alpha, 2}^{\varepsilon}(s)\right|_{H}^{p} d s \\
& \quad=\int_{0}^{t-\tau}\left|\left[S_{\varepsilon}(t-s)-\bar{S}(t-s)^{\vee}\right] Y_{\alpha, 2}^{\varepsilon}(s)\right|_{H}^{p} d s+\int_{t-\tau}^{t}\left|\left[S_{\varepsilon}(t-s)-\bar{S}(t-s)^{\vee}\right] Y_{\alpha, 2}^{\varepsilon}(s)\right|_{H}^{p} d s \\
& \quad \leq \int_{0}^{t-\tau}\left|\left[S_{\varepsilon}(t-s)-\bar{S}(t-s)^{\vee}\right] Y_{\alpha, 2}^{\varepsilon}(s)\right|_{H}^{p} d s+c \sqrt{\tau}\left(\int_{0}^{T}\left|Y_{\alpha, 2}^{\varepsilon}(s)\right|_{H}^{2 p} d s\right)^{1 / 2} .
\end{aligned}
$$

Now, if for any $\delta>0$ we denote $k(T, \delta)=[T / \delta]$, for any $t \leq T$ we have

$$
\begin{aligned}
& \int_{0}^{t-\tau}\left|\left[S_{\varepsilon}(t-s)-\bar{S}(t-s)^{\vee}\right] Y_{\alpha, 2}^{\varepsilon}(s)\right|_{H}^{p} d s \\
& \quad \leq c_{p} \sum_{k=1}^{k(T, \delta)} \sup _{s \in[\tau, T]}\left|\left[S_{\varepsilon}(s)-\bar{S}(s)^{\vee}\right] Y_{\alpha, 2}^{\varepsilon}(k \delta)\right|_{H}^{p}+c_{p} \sum_{k=1}^{k(T, \delta)} \int_{k \delta}^{(k+1) \delta}\left|Y_{\alpha, 2}^{\varepsilon}(s)-Y_{\alpha, 2}^{\varepsilon}(k \delta)\right|_{H}^{p} d s .
\end{aligned}
$$

This implies that

$$
\begin{aligned}
& \mathbf{E} \sup _{t \in[0, T]} \int_{0}^{t}\left|\left[S_{\varepsilon}(t-s)-\bar{S}(t-s)^{\vee}\right] Y_{\alpha, 2}^{\varepsilon}(s)\right|_{H}^{p} d s \\
& \leq c_{p} \sum_{k=1}^{k(T, \delta)} \mathbf{E} \sup _{s \in[\tau, T]}\left|\left[S_{\varepsilon}(s)-\bar{S}(s)^{\vee}\right] Y_{\alpha, 2}^{\varepsilon}(k \delta)\right|_{H}^{p}+c_{p} \sum_{k=1}^{k(T, \delta)} \int_{k \delta}^{(k+1) \delta} \mathbf{E}\left|Y_{\alpha, 2}^{\varepsilon}(s)-Y_{\alpha, 2}^{\varepsilon}(k \delta)\right|_{H}^{p} d s \\
& \quad+c \sqrt{\tau}\left(\int_{0}^{T} \mathbf{E}\left|Y_{\alpha, 2}^{\varepsilon}(s)\right|_{H}^{2 p} d s\right)^{1 / 2} .
\end{aligned}
$$

As $Q \in \mathcal{L}_{2}(H)$, for any $0 \leq r<s, \varepsilon>0$ and $q \geq 1$, we have

$$
\mathbf{E}\left|Y_{\alpha, 2}^{\varepsilon}(s)-Y_{\alpha, 2}^{\varepsilon}(r)\right|_{H}^{q}=c_{q}\left(\sum_{j=1}^{\infty} \int_{r}^{s} \sigma^{-2 \alpha}\left|S_{\varepsilon}(\sigma) Q e_{j}\right|_{H}^{2} d \sigma\right)^{q / 2} \leq c_{q}(s-r)^{(1-2 \alpha) q / 2},
$$

so that

$$
\begin{aligned}
\mathbf{E} \sup _{t \in[0, T]} \int_{0}^{t}\left|\left[S_{\varepsilon}(t-s)-\bar{S}(t-s)^{\vee}\right] Y_{\alpha, 2}^{\varepsilon}(s)\right|_{H}^{p} d s \leq & c_{p}(T) \delta^{(1-2 \alpha) p / 2}+c_{p}(T) \sqrt{\tau} \\
& +c_{p} \sum_{k=1}^{k(T, \delta)} \mathbf{E}_{s \in[\tau, T]} \sup _{s,}\left|\left[S_{\varepsilon}(s)-\bar{S}(s)^{\vee}\right] Y_{\alpha, 2}^{\varepsilon}(k \delta)\right|_{H}^{p}
\end{aligned}
$$

Therefore, if for any $\eta>0$ if we pick $\delta_{\eta}, \tau_{\eta}>0$ such that

$$
c_{p}(T) \delta_{\eta}^{(1-2 \alpha) p / 2}+c_{p}(T) \sqrt{\tau_{\eta}}<\frac{\eta}{2}
$$

we have

$$
\begin{aligned}
& \mathbf{E} \sup _{t \in[0, T]} \int_{0}^{t}\left|\left[S_{\varepsilon}(t-s)-\bar{S}(t-s)^{\vee}\right] Y_{\alpha, 2}^{\varepsilon}(s)\right|_{H}^{p} d s \\
& \quad \leq \frac{\eta}{2}+c_{p} \sum_{k=1}^{k\left(T, \delta_{\eta}\right)} \mathbf{E}_{s \in\left[\tau_{\eta}, T\right]}\left|\left[S_{\varepsilon}(s)-\bar{S}(s)^{\vee}\right] Y_{\alpha, 2}^{\varepsilon}\left(k \delta_{\eta}\right)\right|_{H}^{p} .
\end{aligned}
$$

Thanks to (5.26) and the dominated convergence theorem, due to the arbitrariness of $\eta>0$ this allows to conclude that

$$
\lim _{\varepsilon \rightarrow 0} \mathbf{E} \sup _{t \in[0, T]} \int_{0}^{t}\left|\left[S_{\varepsilon}(t-s)-\bar{S}(t-s)^{\vee}\right] Y_{\alpha, 2}^{\varepsilon}(s)\right|_{H}^{p} d s=0
$$

This, together with (7.8), thanks to (7.6) allows to get (7.5).
Proof of Theorem 7.2. As we have seen in Section 6, since $u_{\varepsilon}$ is a mild solution to equation (7.1), we have that $u_{\varepsilon}$ satisfied the following equation

$$
u_{\varepsilon}(t)=S_{\varepsilon}(t) u_{0}+\int_{0}^{t} S_{\varepsilon}(t-s) B\left(u_{\varepsilon}(s)\right) d s+w_{\varepsilon}(t)
$$

where

$$
w_{\varepsilon}(t)=\int_{0}^{t} S_{\varepsilon}(t-s) d w^{Q}(s)
$$

This implies that for any $p \geq 1$ and $T>0$

$$
\begin{align*}
\left|u_{\varepsilon}(t)-\bar{u}(t)^{\vee}\right|_{H}^{p} \leq & c_{p}\left|S_{\varepsilon}(t) u_{0}-\bar{S}(t)^{\vee} u_{0}\right|_{H}^{p} \\
& +c_{p} T^{p-1} \int_{0}^{t}\left|S_{\varepsilon}(t-s) B\left(u_{\varepsilon}(s)\right)-(\bar{S}(t-s) B(\bar{u}(s)))^{\vee}\right|_{H}^{p} d s \\
& +c_{p}\left|w_{\varepsilon}(t)-w_{\bar{L}}(t)^{\vee}\right|_{H}^{p} \tag{7.9}
\end{align*}
$$

Now, for any $\varepsilon>0, p \geq 1$ and $0 \leq s \leq t$, we have

$$
\begin{aligned}
& \left|S_{\varepsilon}(t-s) B\left(u_{\varepsilon}(s)\right)-(\bar{S}(t-s) B(\bar{u}(s)))^{\vee}\right|_{H}^{p} \\
& \leq \leq c_{p}\left|S_{\varepsilon}(t-s)\left(B\left(u_{\varepsilon}(s)\right)-B(\bar{u}(s))^{\vee}\right)\right|_{H}^{p} \\
& \quad+c_{p}\left|S_{\varepsilon}(t-s) B(\bar{u}(s))^{\vee}-(\bar{S}(t-s) B(\bar{u}(s)))^{\vee}\right|_{H}^{p} \\
& \quad \leq \\
& c_{p}\left|B\left(u_{\varepsilon}(s)\right)-B(\bar{u}(s))^{\vee}\right|_{H}^{p}+c_{p}\left|S_{\varepsilon}(t-s) B(\bar{u}(s))^{\vee}-(\bar{S}(t-s) B(\bar{u}(s)))^{\vee}\right|_{H}^{p} .
\end{aligned}
$$

Since $B(\bar{u}(s))^{\vee}=B\left(\bar{u}(s)^{\vee}\right)$, we have

$$
\left|B\left(u_{\varepsilon}(s)\right)-B(\bar{u}(s))^{\vee}\right|_{H}^{p} \leq c_{p}\left|u_{\varepsilon}(s)-\bar{u}(s)^{\vee}\right|_{H}^{p},
$$

and then

$$
\begin{align*}
& \int_{0}^{t}\left|S_{\varepsilon}(t-s) B\left(u_{\varepsilon}(s)\right)-(\bar{S}(t-s) B(\bar{u}(s)))^{\vee}\right|_{H}^{p} d s \\
& \quad \leq c_{p} \int_{0}^{t}\left|u_{\varepsilon}(s)-\bar{u}(s)^{\vee}\right|_{H}^{p} d s \\
& \quad \quad+c_{p} \int_{0}^{t}\left|S_{\varepsilon}(t-s) B(\bar{u}(s))^{\vee}-(\bar{S}(t-s) B(\bar{u}(s)))^{\vee}\right|_{H}^{p} d s . \tag{7.10}
\end{align*}
$$

Therefore, due to (7.9), we have

$$
\left|u_{\varepsilon}(t)-\bar{u}(t)^{\vee}\right|_{H}^{p} \leq R_{p}^{\varepsilon}(t)+c_{p} \int_{0}^{t}\left|u_{\varepsilon}(s)-\bar{u}(s)^{\vee}\right|_{H}^{p} d s
$$

where

$$
\begin{aligned}
R_{p}^{\varepsilon}(t):= & c_{p}\left|S_{\varepsilon}(t) u_{0}-\bar{S}(t)^{\vee} u_{0}\right|_{H}^{p}+c_{p}\left|w_{\varepsilon}(t)-w_{\bar{L}}(t)^{\vee}\right|_{H}^{p} \\
& +c_{p} \int_{0}^{t}\left|S_{\varepsilon}(t-s) B(\bar{u}(s))^{\vee}-(\bar{S}(t-s) B(\bar{u}(s)))^{\vee}\right|_{H}^{p} d s .
\end{aligned}
$$

By comparison, this yields

$$
\begin{equation*}
\left|u_{\varepsilon}(t)-\bar{u}(t)^{\vee}\right|_{H}^{p} \leq \int_{0}^{t} e^{c_{p}(t-s)} R_{p}^{\varepsilon}(s) d s+c_{p} R_{p}^{\varepsilon}(t) \tag{7.11}
\end{equation*}
$$

so that

$$
\sup _{t \in[\tau, T]}\left|u_{\varepsilon}(t)-\bar{u}(t)^{\vee}\right|_{H}^{p} \leq c_{p}(T) \int_{0}^{T} R_{p}^{\varepsilon}(s) d s+c_{p} \sup _{t \in[\tau, T]} R_{p}^{\varepsilon}(t) .
$$

Now, for any $0<\tau<t \leq T$, we have

$$
\begin{aligned}
& \int_{0}^{t}\left|S_{\varepsilon}(t-s) B(\bar{u}(s))^{\vee}-(\bar{S}(t-s) B(\bar{u}(s)))^{\vee}\right|_{H}^{p} d s \\
& \quad \leq c_{p} \int_{0}^{t-\tau}\left|S_{\varepsilon}(t-s) B(\bar{u}(s))^{\vee}-(\bar{S}(t-s) B(\bar{u}(s)))^{\vee}\right|_{H}^{p} d s+c_{p} \int_{t-\tau}^{t}\left(1+|\bar{u}(s)|_{\bar{H}}^{p}\right) d s \\
& \quad \leq c_{p} \int_{0}^{T} \sup _{r \in[\tau, T]}\left|S_{\varepsilon}(r) B(\bar{u}(s))^{\vee}-(\bar{S}(r) B(\bar{u}(s)))^{\vee}\right|_{H}^{p} d s+c_{p} \sqrt{\tau}\left(\int_{0}^{T}\left(1+|\bar{u}(s)|_{\bar{H}}^{2 p}\right) d s\right)^{1 / 2} .
\end{aligned}
$$

This means that

$$
\begin{aligned}
& \mathbf{E} \sup _{t \in[0, T]} \int_{0}^{t}\left|S_{\varepsilon}(t-s) B(\bar{u}(s))^{\vee}-(\bar{S}(t-s) B(\bar{u}(s)))^{\vee}\right|_{H}^{p} d s \\
& \quad \leq c_{p} \int_{0}^{T} \sup _{r \in[\tau, T]}\left|S_{\varepsilon}(r) B(\bar{u}(s))^{\vee}-(\bar{S}(r) B(\bar{u}(s)))^{\vee}\right|_{H}^{p} d s+c_{p}(T) \mathbf{E}|\bar{u}|_{C([0, T] ; \bar{H})}^{p} \sqrt{\tau} .
\end{aligned}
$$

Hence, for any $\eta>0$ we fix $\tau_{\eta}>0$ such that

$$
\begin{aligned}
& \mathbf{E} \sup _{t \in[0, T]} \int_{0}^{t}\left|S_{\varepsilon}(t-s) B(\bar{u}(s))^{\vee}-(\bar{S}(t-s) B(\bar{u}(s)))^{\vee}\right|_{H}^{p} d s \\
& \quad \leq \frac{\eta}{2}+c_{p} \int_{0}^{T} \sup _{r \in\left[\tau_{\eta}, T\right]}\left|S_{\varepsilon}(r) B(\bar{u}(s))^{\vee}-(\bar{S}(r) B(\bar{u}(s)))^{\vee}\right|_{H}^{p} d s .
\end{aligned}
$$

As $\eta$ is arbitrary, due to (5.26) we can conclude that

$$
\lim _{\varepsilon \rightarrow 0} \mathbf{E} \sup _{t \in[0, T]} \int_{0}^{t}\left|S_{\varepsilon}(t-s) B(\bar{u}(s))^{\vee}-(\bar{S}(t-s) B(\bar{u}(s)))^{\vee}\right|_{H}^{p} d s=0 .
$$

This, together with (5.26) and (7.5), implies that

$$
\lim _{\varepsilon \rightarrow 0} \mathbf{E} \sup _{t \in[\tau, T]} R_{p}^{\varepsilon}(t)=0
$$

and due to (7.11) we can conclude our proof.

## 8. From the SPDE on the graph $\Gamma$ to the SPDE on the narrow channel $G_{\varepsilon}$

Let us consider the equation

$$
\begin{equation*}
\frac{\partial \bar{u}}{\partial t}(t, x, k)=\bar{L} \bar{u}(t, x, k)+b(\bar{u}(t, x, k))+\frac{\partial w^{A}}{\partial t}(t, x, k), \quad \bar{u}(0, x, k)=f_{0}(x, k), \tag{8.1}
\end{equation*}
$$

where $f_{0} \in C(\Gamma)$ and $\bar{L}$ is the second order differential operator on $\Gamma$, introduced in Section 2 . Here $w^{A}(t)$ is a cylindrical Wiener process defined by

$$
\begin{equation*}
w^{A}(t)=\sum_{j=1}^{\infty} A f_{j} \beta_{j}(t), \quad t \geq 0 \tag{8.2}
\end{equation*}
$$

where $\left\{f_{j}\right\}_{j \in \mathbb{N}}$ is a complete orthonormal system in $\bar{H},\left\{\beta_{j}\right\}_{j \in \mathbb{N}}$ is a sequence of independent standard Brownian motions, and $A$ is a bounded linear operator on $\bar{H}$.

Due to (3.4) and (3.9), we have

$$
A f=\left(A^{\vee} f^{\vee}\right)^{\wedge}, \quad f \in \bar{H}
$$

Now, as we have seen in Section 3, any $u \in H$ can be written as $u=u_{1}+u_{2}$, with $u_{1} \in K_{1}$ and $u_{2} \in K_{2}$. Therefore, if we define

$$
Q u=A^{\vee} u_{1}, \quad u \in H,
$$

we have that

$$
|Q u|_{H}=\left|A^{\vee} u_{1}\right|_{H} \leq\left\|A^{\vee}\right\|_{\mathcal{L}_{(H)}}\left|u_{1}\right|_{H} \leq\|A\|_{\mathcal{L}(\bar{H})}|u|_{H}
$$

so that $Q \in \mathcal{L}(H)$. Moreover if $\left\{g_{i}\right\}_{i \in \mathbb{N}}$ is a complete orthonormal system in $K_{2}$, we have that $\left\{h_{k}\right\}_{k \in \mathbb{N}}:=\left\{f_{j}^{\vee}\right\}_{j \in \mathbb{N}} \cup$ $\left\{g_{i}\right\}_{i \in \mathbb{N}}$ is a complete orthonormal system in $H$ and then, thanks to Lemma 3.2, we have

$$
\begin{aligned}
\|Q\|_{\mathcal{L}_{2}(H)}^{2} & =\sum_{k \in \mathbb{N}}\left|Q h_{k}\right|_{H}^{2}=\sum_{j \in \mathbb{N}}\left|Q f_{j}^{\vee}\right|_{H}^{2} \\
& =\sum_{j \in \mathbb{N}}\left|A^{\vee} f_{j}^{\vee}\right|_{H}^{2}=\sum_{j \in \mathbb{N}}\left|\left(A^{\vee} f_{j}^{\vee}\right)^{\wedge}\right|_{\bar{H}}^{2}=\sum_{j \in \mathbb{N}}\left|A f_{j}\right|_{\bar{H}}^{2}=\|A\|_{\mathcal{L}_{2}(\bar{H})}^{2} .
\end{aligned}
$$

This means that $A \in \mathcal{L}_{2}(\bar{H})$ if and only if $Q \in \mathcal{L}_{2}(H)$.
Thus, we can introduce the stochastic PDE in the fixed domain $G$

$$
\left\{\begin{array}{l}
\frac{\partial u_{\varepsilon}}{\partial t}(t, x, y)=\mathcal{L}_{\varepsilon} u_{\varepsilon}(t, x, y)+b\left(u_{\varepsilon}(t, x, y)\right)+\frac{\partial w^{Q}}{\partial t}(t, x, y), \quad(x, y) \in G  \tag{8.3}\\
\nabla u_{\varepsilon}(t, x, y) \cdot \sigma_{\varepsilon} v(x, y)=0, \quad(x, y) \in \partial G, \quad u_{\varepsilon}(0, x, y)=f_{0}^{\vee}(x, y)
\end{array}\right.
$$

where $w^{Q}(t)$ is the $H$-valued Wiener process defined by

$$
w^{Q}(t)=\sum_{k=1}^{\infty} Q h_{k} \beta_{k}^{\prime}(t)=\sum_{j=1}^{\infty} Q f_{j}^{\vee} \beta_{j}(t), \quad t \geq 0
$$

and $\left\{\beta_{k}^{\prime}\right\}_{k \in \mathbb{N}}:=\left\{\beta_{j}\right\}_{j \in \mathbb{N}} \cup\left\{\beta_{i}^{\prime \prime}\right\}_{i \in \mathbb{N}}$, for some sequence $\left\{\beta_{i}^{\prime \prime}(t)\right\}_{i \in \mathbb{N}}$ of independent Brownian motions, independent of the sequence $\left\{\beta_{j}\right\}_{j \in \mathbb{N}}$.

Since for any $i, j \in \mathbb{N}$

$$
\left(Q f_{j}^{\vee}\right)^{\wedge}=\left(A^{\vee} f_{j}^{\vee}\right)^{\wedge}=A f_{j}, \quad Q g_{i}=0
$$

we have that

$$
w^{A}(t)=\sum_{k=1}^{\infty}\left(Q h_{k}\right)^{\wedge} \beta_{k}^{\prime}(t)
$$

This means that we are exactly in the situation covered by Theorem 7.2 and we have that for any $t>0$ and $p \geq 1$

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \mathbf{E}\left|u_{\varepsilon}(t)-\bar{u}(t)^{\vee}\right|_{H}^{p}=\lim _{\varepsilon \rightarrow 0} \mathbf{E}\left|u_{\varepsilon}(t)^{\wedge}-\bar{u}(t)\right|_{\bar{H}}^{p}=0 \tag{8.4}
\end{equation*}
$$

It is important to notice that (8.4) follows directly from (2.8) and does not require all what we have done in Sections 4 and 5.

Finally, if we set

$$
v_{\varepsilon}(t, x, y)=\sqrt{\varepsilon}\left(J_{\varepsilon, 1} u_{\varepsilon}\right)(t, x, y)=u_{\varepsilon}(t, x, y / \varepsilon), \quad(x, y) \in G_{\varepsilon}
$$

we have that $v_{\varepsilon}$ satisfies the equation in the narrow channel $G_{\varepsilon}$

$$
\left\{\begin{array}{l}
\frac{\partial v_{\varepsilon}}{\partial t}(t, x, y)=\frac{1}{2} \Delta v_{\varepsilon}(t, x, y)+b\left(v_{\varepsilon}(t, x, y)\right)+\sqrt{\varepsilon} \frac{\partial w^{Q_{\varepsilon}}}{\partial t}(t, x, y), \quad(x, y) \in G_{\varepsilon},  \tag{8.5}\\
\frac{\partial v_{\varepsilon}}{\partial v_{\varepsilon}}(t, x, y)=0, \quad(x, y) \in \partial G_{\varepsilon}, \quad v_{\varepsilon}(0, x, y)=f_{0}^{\vee}\left(x, y \varepsilon^{-1}\right)
\end{array}\right.
$$

where $\partial / \partial \nu_{\varepsilon}$ denotes the normal derivative at the boundary of $G_{\varepsilon}$ and $Q_{\varepsilon}=I_{\varepsilon, 1} Q$.

## References

[1] S. Bonaccorsi, C. Marinelli and G. Ziglio. Stochastic FitzHugh-Nagumo equations on networks with impulsive noise. Electron. J. Probab. 13 (2008) 1362-1379. MR2438810
[2] G. Da Prato and J. Zabczyk. Stochastic Equations in Infinite Dimensions, 2nd edition. Cambridge University Press, Cambridge, 2013. MR3236753
[3] M. I. Freidlin. Functional Integration and Partial Differential Equations. Annals of Mathematics Studies 109. Princeton University Press, Princeton, NJ, 1985. MR0833742
[4] M. Freidlin and W. Hu. On diffusion in narrow random channels. J. Stat. Phys. 152 (2013) 136-158. MR3067079
[5] M. I. Freidlin and K. Spiliopoulos. Reaction-diffusion equations with nonlinear boundary conditions in narrow domains. Asymptot. Anal. 59 (2008) 227-249. MR2450360
[6] M. I. Freidlin and A. D. Wentzell. On the Neumann problem for PDEs with a small parameter and the corresponding diffusion processes. Probab. Theory Related Fields 152 (2012) 101-140. MR2875754
[7] R. Z. Khasminskii. On the principle of averaging the Itô's stochastic differential equations (Russian). Kybernetika (Prague) 4 (1968) $260-279$. MR0260052
[8] P. L. Lions and A. S. Sznitman. Stochastic differential equations with reflecting boundary conditions. Comm. Pure Appl. Math. 37 (1984) 511-537. MR0745330
[9] A. Lunardi. Analytic Semigroups and Optimal Regularity in Parabolic Problems. Birkhäuser-Springer, Basel, 1995. MR1329547


[^0]:    ${ }^{1}$ Partially supported by the NSF grant DMS 1407615 Asymptotic Problems for SPDEs.
    ${ }^{2}$ Partially supported by the NSF grant DMS 1411866 Long-term Effects of Small Perturbations and Other Multiscale Asymptotic Problems.

