Annales de I’Institut Henri Poincaré - Probabilités et Statistiques

ANNALES
2012, Vol. 48, No. 4, 1081-1102 DB LN
DOI: 10.1214/12-AIHP477 HENRI
© Association des Publications de I’Institut Henri Poincaré, 2012 POINCARE

PROBABILITES
ET STATISTIQUES

www.imstat.org/aihp

Tail asymptotics for exponential functionals of Lévy processes:
The convolution equivalent case

Victor Rivero

Centro de Investigacion en Matemdticas (CIMAT A.C.), Calle Jalisco s/n, 36240 Guanajuato, México. E-mail: rivero@ cimat.mx
Received 14 January 2010; revised 13 December 2011; accepted 10 January 2012

Abstract. We determine the rate of decrease of the right tail distribution of the exponential functional of a Lévy process with
a convolution equivalent Lévy measure. Our main result establishes that it decreases as the right tail of the image under the
exponential function of the Lévy measure of the underlying Lévy process. The method of proof relies on fluctuation theory of
Lévy processes and an explicit pathwise representation of the exponential functional as the exponential functional of a bivariate
subordinator. Our techniques allow us to establish analogous results under the excursion measure of the underlying Lévy process
reflected in its past infimum.

Résumé. On s’intéresse a la vitesse de décroissance de la queue de distribution d’une fonctionnelle exponentielle d’un pro-
cessus de Lévy dont la mesure de sauts est équivalente par convolution. Le résultat principal de ce papier montre que cette
vitesse décroit comme la queue de la mesure image de la mesure de sauts par la fonction exponentielle. La preuve de ce ré-
sultat repose sur la théorie des fluctuations pour les processus de Lévy et une représentation trajectorielle explicite de la fonc-
tionnelle exponentielle comme la fonctionnelle exponentielle d’un subordinateur bivarié. Nos techniques nous permettent éga-
lement d’établir des résultats similaires sous la mesure d’excursion du processus de Lévy sous-jacent réfléchi en son minimum
passé.
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1. Introduction and main results

Let (&, P) be a real valued Lévy process with characteristic triple (a, o, IT), a € R, 0 € R and I1 a measure over
R\ {0}, such that fR\ {0}(1 A x2)IT(dx) < oco. The characteristic exponent of &, will be denoted by ¥,

2.2
E(e™!) =exp{-¥ (1)} = eXp{—<ia/\ + Ta +/ (1—e* + ikx1{|x|<1})”(dx)>}
R\{0)

for A € R. We assume that & drifts towards —oo, lim;_, o & = —o0, P-a.s. Later we will also assume that & has
unbounded positive jumps, I1(x, 00) > 0, Vx > 0, and hence the case where £ is the negative of a subordinator is
automatically excluded. For background on Lévy processes see e.g. [1,8] and [15].

In this paper we are interested in the asymptotic behavior of the right tail distribution of the exponential functional
associated to the Lévy process &,

0
I::/ e ds.
0
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The assumption that £ drifts towards —oo implies that I < oo, P-a.s. see e.g. [3], Theorem 1.

The exponential functionals of Lévy processes have been the subject of several recent researches and have found
a number of applications in branching processes, composition structures, generalized Ornstein—Uhlenbeck processes,
finance, financial time series, population dynamics, random algorithms, random media, risk theory, self-similar frag-
mentation theory, self-similar Markov processes theory, among others. The thorough review by Bertoin and Yor [3],
is an excellent source of information about exponential functionals of Lévy processes and their applications.

Finding the distribution of the random variable I is in general a difficult problem mainly because it is defined in
terms of the whole path of the underlying Lévy process. In fact, in the literature about the topic we can only find
a few cases where the law of 7 is explicitly known, most of which are enlisted in [3]. Carmona, Petit and Yor [6]
proved that for a large class of Lévy processes the law of I admits a smooth density and that solves an integral-
differential equation. It can be seen in the discussion and examples in [6] that solving such equation is a hard task,
even for Lévy processes whose characteristics admit a simple form. Very recently, Patie [21,22] obtained a formula
for the distribution of 7 under the assumption that the underlying Lévy process has no-positive jumps. Patie’s formula
involves a power series whose coefficients are given in terms of the Laplace exponent of &.

As it often happens, in many applications it is enough to have estimates of the right tail distribution of I, ¢ —
P(I > t), as t — oco. But by the same reasons described above these are not easy to obtain and there is no standard
technique to tackle the problem. This is a topic that has been studied by Haas [12] and Rivero [23] in the case where
the underlying Lévy process is the negative of a subordinator; by Maulik and Zwart [16] under the assumption that &
is not the negative of a subordinator and that the law of & satisfies a condition of subexponentiality; and by Rivero
[24] under the assumption that £ is not the negative of a subordinator and & satisfies the so-called Cramér condition
and an integrability condition. We will next describe with further details the main results in [16] and [24].

In [16] it is assumed that & satisfies that

(MZ1) p=—E(&) € (0, 00),
MZ2) G(x):=min{l, fxoo P(&; > u) du} is subexponential, or equivalently that

min{l,/ooﬂ(u,oo)du}

is subexponential. (For the definition of subexponential see the forthcoming Definition 1.)

Under the assumptions (MZ1-2) Maulik and Zwart, in their Theorem 4.1, proved that
1—
P(I > 1)~ —G(log(t)), t— oo. (1)
n

Besides, the hypotheses in [24] are that

(R1) £ is not-arithmetic, that is, its state space is not a subgroup of kZ for any real number k;
(R2) the Cramér condition is satisfied, that is, there exists a @ > 0 such that E(eé1) = 1;
(R3) E(&,"e%1) < oo, with @™ = max{a, 0}.

The conditions (R2-3) are for instance satisfied whenever & has nonpositive jumps or its positive jumps are bounded
by above. Under the assumptions (R1-3) the author proved that

PUI>0)~Ct™?, - oo, )

E(107 l)
E(£c%1)
and later extended in [16] to any 6 > 0, under the assumption that —oo < E(&1) < 0. Patie in [20] established a further

formula for the constant C for Lévy processes with no-positive jumps and which satisfy some assumptions.
An intuition for the latter and former estimates rely on the conjecture that

where C € (0, 0o) is a constant. The identity C = was obtained in [24] under the assumption that 0 <6 < 1,

P(log(l) > t) ~ cP(sup&'S > t), t — 00, 3)

5>0
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for some constant ¢ € (0, 00). Which in turn is based on the heuristic that the large values of / are due to the large
values of exp{sup,. ¢ &s}. It can be verified that the latter conjecture holds true under the assumptions in [16] and [24].
Namely, in [16] it has been proved directly that

P(log(l) > t) ~ P(supés > t) ~ l6(1‘), t — o0.
"

s>0

Whereas, under the assumptions (R1-3) Bertoin and Doney [2] proved that there exists a constant ¢’ € (0, c0) such
that

lim egrP(supés > t) =c.

t—00 $>0

This estimate together with (2) confirms that under the assumptions (R1-3) the conjecture (3) is verified.

The main purpose of this paper is twofold. First, providing an estimate for the right hand tail distribution of I for a
large class of Lévy processes that do not satisfy the hypotheses (MZ1-2) nor (R1-3), namely that of Lévy processes
with a convolution equivalent Lévy measure. Second, exhibiting other cases where the conjecture (3) is verified.

Before stating our main result we need to recall some basic notions.

Definition 1. A distribution function G(x) < 1 for all x € R, is said to be convolution equivalent or close to expo-
nential if
(a) it has an exponential tail with rate y > 0, written G € L,, viz.

im S8 o

= , eR, Gx):=1-G(), xeR;
T y (x) (x)

(b) and the following limit exists:

. G*2(x)
lim —
X—>00 G(X)

=2M < 00,

where as usual G*> means G convoluted with itself twice.

In that case, we use the notation G € S,,. If y =0, the family Sy is better known as the class of subexponential
distributions. It is known that M = Mg := fR e’*dG (x), and that if y > O the convergence in (a) holds uniformly
over intervals of the form (b, 00), for b € R.

A result by Pakes [17,18], see also [30], estabishes that if F is an infinitely divisible distribution with Lévy measure
v and

- v[x V1, 00)
Jv(x)'_iv[l,oo) , xelR.

Then we have the following equivalences:

F
JeS, < J,eLl, and lim *x) =Mp <+ FeS§,
x—00 Y[x, 00)

where by J, € S, we mean the distribution that is in the class S, and whose right tail equals J,. We will use the
notation v € S, whenever J, € S,,. For further background on convolution equivalent distributions we refer to [17,
18,30] and the reference therein. We will say that a Lévy process is in S,,, for some y > 0, if the law of &y isin S,, or
equivalently its Lévy measure IT € S,. We have all the elements to state our main result.
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Theorem 1. Assume that & is not arithmetic, &€ € S, for some a > 0, and E(e‘xSl) <1.If0<a <1, we assume
furthermore that E(&1) € (—00, 0). We have that E(1*) < oo, and

E(I%)
P(I >1t)~ @

M (log(t), 00), t— 00,

where ¥ (o) = log(E(e"‘51 )). As a consequence the distribution of log(I) belongs to the class Sy, and the estimate (3)
holds.

The proof of this result will be given in the next two sections via a few lemmas. Our arguments rely on the
fluctuation theory of Lévy processes, and a result which is the analogue of the latter theorem but for excursions. To
give a precise statement we next make a digression to provide further notation and recall a few facts from fluctuation
theory of Lévy process, and we refer to [1,8] and [15] for further background on the topic.

In the fluctuation theory of Lévy processes it is well known that the process & reflected in its past infimum:

& —ir=§ —yggs, t>0,
is a strong Markov process in the P-completed filtration (F;);>0, generated by &. So it admits a local time at 0,

which we will denote by (Lt, 1 >0). Let L~ be the downward ladder time process associated to £, that is the right-
continuous inverse of the local time L, and % the downward ladder height process associated to &, that is

7’l\t =—ip-1, > 0.
It is well known that for each ¢ > 0, Zfl is a (Fy)g>0-stopping time and SZ—I = —E. The couple ((Zf] , ﬁ,), t>0)is
- t

the so-called downward ladder process associated to £. We denote by n the measure of the excursions out from O of
the process & reflected in its past infimum, by & the coordinate process under n, and by ¢ its lifetime. We consider also
the upward ladder process, ((Lf1 ,h), t > 0), that is the downward ladder process associated to the dual Lévy process
—&. We will denote by ¢, (respectively, ¢7) the Laplace exponent of the upward (respectively, downward) ladder
height subordinator 4, and by (k, a, IT;), respectively (k,a, IT;), its associated killing rate, drift and Lévy measure.
Furthermore, we denote by Vj,(dx) (respectively, V4-(dx)) the potential measure of & (respectively, ﬁ), viz.

oo o
Vi (dx) =/ dtP(h; € dx), V4(dx) =/ dtP(h; €dx), x=>0.
0 0

The Wiener—Hopf factorization in space for £ tells us that there exists a constant k', whose value depends on the
normalization of the local times, L and L, such that the characteristic exponent of £, ¥, can be factorized as

Ko = on(—iM)p;(r), AeR.

We assume without loss of generality that the local times are normalized so that X’ = 1. Let C = {A» € R: E(e*®!) <
oo}. The characteristic exponent ¥ can be extended by analytical continuation to the complex strip —3J(z) € C. Thus
we can define the Laplace exponent of £ by

E(exél) =eVM, Yy =—-w(-ir),reC.

By Holder’s inequality the function v is convex on C, and so if ¥ (Ag) < O for some Ag € C N (0, 00), then ¥ (1) <0
for 0 < A < Ag. It holds also that

E(e)‘h') <00, forreCNRT,
and by analytical continuation

E(e")=e M yeCnRT.
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The Wiener—Hopf factorization can be analytically extended to C as

Y ) = (=dn(=1)¢7(2), reC, “

see [29], chapters 4 and 6, for further details.
We next recall a few results by Kyprianou, Kluppelberg and Maller [14] which are consequences of the assumption
that £ is not arithmetic, the law of & € S, for some «a > 0, and E(e®!) < 1. These conditions are equivalent to

heS,,and E(€) < 1. When these hold we have that TT ' (x) := IT(x, 00), and TTj,(x) := IT,(x, 00), x > 0, are
such that

T (x) ~ ¢p(@)Tj(x), x — oo. (5)
We have that [0, ] C C, C N (a0, o0) = &, and that
V() = (—¢n(—a))dp(e), 0<pp(—a) < oo. (6)

Furthermore, as £ drifts to —oo, it follows that 4 has a finite lifetime, or equivalently ¢, (0) > 0, and its renewal
measure is a finite measure such that
Vi) 1

T Gy T e X 20 ”

See [14] for a proof of these facts and other interesting related results. We have also that for any y € R,
Vi(x +h) e
im — = 5
x=00  JTp(x) (Pn(—a))

Of particular interest for us is the following result, which together with our main result imply that the conjecture
(3) is verified.

uniformly in & € (y, 00). (8)

Lemma 1 (Kyprianou, Kluppelberg and Maller [14]). Assume that & is not arithmetic, that & € Sy for some a > 0,
and E(e*') < 1. We have that

(), t— o0,

)~ on0) i
(fn(—)?

where ¢y, denotes the Laplace exponent of the upward ladder height subordinator of €.

P(supés >t

s>0

With the latter result we finish our digression and go back to the main arguments in the proof of Theorem 1. The
key ingredient in our approach is a pathwise representation of the exponential functional / as the exponential func-
tional of a bivariate subordinator, (ﬁ, Y), that we characterize explicitly, viz. [ = fooo e~ - dy, ¢. Such is the content of
Lemma 2 and its proof uses excursion theory for the process & reflected on its past infimum. The Lévy measure of the
subordinator Y is the image of the excursion measure of the process & reflected in its past infimum under the map-
ping that associates to an excursion path its area under the exponential function. Roughly speaking, the forthcoming
Lemma 4 will be used in the proof of Theorem 1 to justify that the large values of / come from a large jump of ¥, in
the sense explained in [13], and therefore it will be crucial to have estimates of the right tail of the Lévy measure of Y.
These will be obtained by means of the next result which can be seen as an analogue of Theorem 1 for the exponential
functional of the excursion of a Lévy process reflected in its past infimum.

Theorem 2. Assume that the hypotheses of Theorem 1 hold. Let n be the measure of the excursions out from 0 for the
Lévy process & reflected in its past infimum, € be the canonical process and ¢ its lifetime. The following tail estimate

. n(fy e dr > y) _ Eu9
y=>% T (log(y)) o (—)

€ (0, 00),

holds, where ¢y, denotes the Laplace exponent of the upward ladder height subordinator of &.
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We think that this result is of interest in itself as it reflects how the excursions of the reflected process mimics the
behaviour of the whole process, and vice-versa, and because in general little is known about the excursion measure
of a reflected Lévy process. This result is in the same vein as the one in [9] and, as in that paper, this may lead to a
Poisson limit theorem for the number of excursion paths with large area under the exponential of the excursion, we
leave the details to the interested reader.

The proof of Theorem 2 will be given by means of the Lemma 5. Its proof is quite long and technical, so we
consecrate most of Section 3 to it.

The fact that the estimate in Theorem 2 holds raises the question of whether the analogous result holds under the
assumptions in [16] or [24]. The following result answers this question.

Theorem 3. With the same notation as in Theorem 2.

(1) Assume that the hypotheses (MZ1-2) hold. We have that

Q(fog et dr > y) _
IT(x,00)dx B

x
Oo flog(y)
(i1) Assume that the hypotheses (R1-3) hold. We have that

d E(/0!
lim y%( [ evar y) S

©)

where E(hleah‘) € (0, 00) and h denotes the upward ladder height process associated to §.

The proof of Theorem 3 will be given in Section 4.

It is important to observe that the arguments in the proof of Theorem 1 apply, using instead of Lemma 5, the result
in Theorem 3(ii), to give an alternative proof to the result in [24], described in (2) above.

We finish this section by mentioning that an interesting related problem is determining the behaviour of the distri-
bution ¢ > P(I <1t), as t — 0+. This has been studied by Pardo [19] in the case where the underlying Lévy process
has nonpositive jumps and its Laplace exponent is regularly varying at infinity with index 8 € (1, 2), and by Caballero
and Rivero [5] in the case where the underlying Lévy process is the negative of a subordinator whose Laplace expo-
nent is regularly varying at 0. To our best knowledge there is no known conjecture or heuristic that allow to intuit the
rate of decrease of r — P(I <t), for general Lévy processes.

2. Some preliminaries

For x > 0, we denote by T(_oc,—y) the first passage time below level —x for &,
T(—00,—x) =Inf{t > 0: & < —x}.
A key ingredient for our approach is the following representation result.

Lemma 2.

(1) The process Y, defined by

-1

Y, _m+Z/ Cexp{(6,, 71 — &z} ds, 120,

u<t

is a subordinator with drift a determined by

s
aLS = / l{gs:u:iu}du’
0
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and Lévy measure Iy, given by
_ ¢
My (y. 00) =: Iy (y) =11</ e du > y), y>0.
0

The process (iz\, Y) is a bivariate Lévy process.
(ii) The pathwise equality of processes

71

I ro
</ CE" du,t20) = (/ g_hu— dYu,IE())
0 0

holds.
(iii) The Laplace exponent of Y can be represented as

A T(—00,—x)
o) :a—i—f Vh(dx)exE<exp{—kex/ e’s dS}), A >0,
A (0,00) 0

or equivalently the tail Lévy measure of Y is determined by

y_ T(—oo,—x)
/ Ty (u)du =/ Vh(dx)e"P<ex/ eSsds < y>, y > 0.
0 (0,00) 0

Proof. The proof of the claims in (i) and (ii) use the same arguments as in the proof of Lemma 2 in [7], so we omit
the details. The claim in (iii) is a consequence of the fact that the Laplace exponent ¢y can be written as follows

¢
dy(A) = ai +g(1 —exp{—k/ et du})
0
¢ ¢
=ak+kg</ dses(s)exp{—k/ ea(”)du}>
0 s
¢ ¢
:ak+)»g<f dse®® (exp{—k/ et du}) o@s),
0 0

where @. denotes the shift operator. Hence using the Markov property under n and the fact that under n the canonical
process has the same law as & killed at its first hitting time of (—oo, 0], we obtain the equality

¢ T(~0,0)
dy(A) =ar + m( / dse* @B (exp{—k / 5 du })) A >0.
0 0

We conclude using that the renewal measure of the upward ladder height subordinator 4 equals the occupation measure
under n, viz.

¢
Vi (dx) = adoy(dx) + E(/o Le(s)edx) dS>,

see e.g. [1], exercise V1.5, and making an integration by parts. Indeed, we have the following equalities, which are a
consequence of Fubini’s theorem:

A T(~c0.0)

o) a= / Vi (dx)e*E, (exp{—k/ ebu du})
A (0,00) 0
T(—c0,-x)

= / Vi (dx)exE(exp{ —xre’ / b du })

(0,00) 0

o0 T(—oo,—,r)
= A/ dze_)‘Z/ Vi (dx)e"P(ex/ ¢S du < z);
0 (0,00) 0
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and by an integration by parts:

240 —a =/Ooe_)‘yﬁy(Y) dy =k/ooe_)‘z (fZﬁY(Y)dy) dz,
A 0 0 0

which are valid for A > 0. The claim follows by the uniqueness of the Laplace transform. (I

Remark 1. Observe that a side consequence of the latter result is that

o0 -~
I = / e - dy,.
0

In particular, in the case where & has no negative jumps we know that 7’1\; = ct for some 0 < ¢ < 00, and therefore
1= fooo e~ ' dY;. This implies that in this case I is a self-decomposable random variable. This is a fact that has
been observed by a number of authors using a completely different argument, it can be found e.g. in [23], p. 468.

By a classical result by Wolfe [31] and Sato and Yamazato [27,28], it is known that there exists a subordinator Z

such that E(log(1 + Z1)) < oo and I Law fooo e *dZs. Lemma 2 contributes to the understanding of the subordinator

(Zs,s = 0) by providing a pathwise construction and a description of its characteristics, because necessarily the
processes (Yy,t > 0) and (Zy,t > 0) have the same law.

In the following lemma we gather some useful results for exponential functionals of Lévy processes, which will
allow us to ensure that the constants appearing in our main results are finite and strictly positive.

Lemma 3. We have that for y > 0,
E(I") <oo ifand only if E(eygl) < 1.
In that case, we have the identity

E(I7) = %E(ﬁ’_l).

Besides, if w = —E(&1) € (0, 00) then E(I™1) = p.

Proof. If y € (0, 1) the assertion of the lemma has been proved in Theorem 1 in [25]. To prove the result in the case
y > 1, we observe that the following formula holds

E(I")=—Y—E(I""), ye{r>0: E@) <1}, ©)
—v(¥)

This is a well known formula, for a proof see e.g. [6], Proposition 3.1 or the proof of the Lemma 2 in [25]. (Note

that in the formula (7) in [25] a negative sign is missing, the correct formula is the one in (9) above; the proof of this

formula in the op. cit. paper is correct.) With this formula at hand we have that if ¥ > 1 and E(e”%') < 1, then by

iteration

[T (@) ify e{1,2,...},

—_ — . (10)
E(IV*L”)H,ZJO 1(%) ify ¢{1,2,...},

E(1")= {

where |y ] denotes the integer part of y. If y € {1, 2, ...} the proof of the if part follows from this equation. For
y ¢{1,2,...} it follows from the latter formula and the fact that the claim in the lemma holds for 0 < y — [y ] < 1,
that if E(e”é1) < 1, then E(17) < 0o. The proof of the reciprocal follows as in its counterpart in Lemma 2 in [25], as
the assumption that y < 1 is not used in that part of the proof. The final assertion can be found in [6], Proposition 3.1.

O
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3. Proofs of Theorems 1 and 2

An elementary observation that will be very useful in the sequel is that if G € £, then x 6(10g(x)), x>0, is
a regularly varying function with index —«. As the assumptions of Theorem 1 imply that I (log(-)) is regularly
varying at infinity with index —e, it is natural to start the proof of that result by establishing conditions under which
the law of / has a tail distribution which is regularly varying at infinity. That is the purpose of the following lemma.

T-1 ~
Lemma 4. Lett > 0 fixed, and Q := fOL’ exp{&;}ds, M :=e™"". We have that the tail distribution of I is regularly
varying with index — B, for some B > 0, if and only if the tail distribution of Q is so. In that case the estimate

Pl >s)~ P(Q >s), s— 00,

1 —-EWM?#)
holds.

Proof. Applying the strong Markov property at the stopping time Zf ! we obtain the identity

L £y [ ~ ~
I = / exp{&stds +e’l / exp{étdu=Q+ MI,
0 0

where 'g} =&p-1
t
variable [ satisfies the random recurrence equation, with (Q, M) as above:

— Sz_l , s >0, and hence T has the same law as I and it is independent of ]—'z_l . Hence, the random
t t

Law

12 0+MI, (Q,M) independentofTLéWI.

As M <1, it has moments of all positive orders, and thus the claim in the lemma follows from a simple application
of the main result in [11]. O

We deduce from this lemma that to reach our end it will be enough to prove that under the assumptions of Theo-
rem 1, s — P(Q > s5), s > 0, has the same rate of decrease as " (log(-)) at infinity. To reach that end we will need
the following lemma.

Lemma 5. Assume that the hypotheses of Theorem 1 hold. The following tail estimate

. E(fOC £ dr > y) _ o
y=>o0 T (log(y)) (fn(—a))?

E(I(x—l)

holds. The tail distribution of Y| is regularly varying with index —«.

The proof of Theorem 2 is a straightforward consequence of Lemma 5 as we have seen in (5) that ITj, is asymptot-
ically equivalent to 1. The expression for the constant follows from the Wiener—Hopf factorization (6). The proof
of this lemma is rather long and technical because different ranges of values of « need different approaches, so we
prefer to postpone its proof and proceed to the proof of Theorem 1.

Proof of Theorem 1. A consequence of Lemma 2, is that Q is the stochastic integral Q = fé e~ - dY;, with ¢ fixed.
Where by Lemma 5, we can ensure that the tail distribution of ¥ is regularly varying at infinity, and furthermore e s
s > 0, is a bounded and predictable process, because it is adapted and left-continuous, with respect to the filtration

(F7-1,5 > 0). Hence we have all the elements to apply the Theorem 3.4 in [13] to ensure that

¢ 1 — e—i¥pe)_
P(O >y) N/ dse U P(Y) > y) ~ ——————Ty(y), y— 00.
0 dp (@)
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By Lemma 4 we have therefore that

1
P(I>y)~ ———P(Q>y)~

Iy(y), )
B @ y(»), y—>o0

Then by Lemma 5 and the estimate (5) we get the estimate

oE(I* Y oE(1* 1
~————— T (log(y)) ~ ——————
o5 (@) (dp(—a)) (¢p(@)pn(—a))
But by the extended Wiener—Hopf identity (6) we have that ¢7(a)¢py (—a) = —/ () and by Lemma 3 we have that
oE(14™") = —y (@)E(I%). From where the form of the constant follows. Finally the assertion that the law of log(/)
is in S, follows from the tail equivalence property of convolution equivalent distribution, see Lemma 2.4 and Corol-
lary 2.1 in [17] or Lemma 2.1 in [30]. O

P > y) ﬁ+(log(y)), y — 0.

We proceed now to the proof of Lemma 5. It will be sufficient to prove that the estimate therein holds, as it implies
that the tail Lévy measure of Y is regularly varying at infinity. A classical result by Embrechts and Goldie [10] ensures
that the latter is equivalent to the regular variation at infinity of the tail distribution of Y7 and that in that case

P(Y; > y)~Iy(y), y— oo.

Proof of Lemma 5 (Case o < 1). By Karamata’s Tauberian theorem, Corollary 8.1.7 in [4], it is well known that the
regular variation at infinity with index o < 1, of the function y — ITy(y) is equivalent to the regular variation at 0 of
¢y, and in that case

My (u) 1
im = ,
oo gy(1/u) T —a)

see e.g. [1], p. 75. So to prove the claimed result it will be enough to prove that

dy(x) aF(l—a)E(la,l).

im — = 3

=0 My(log(1/1))  (dn(—a))
Recall that an expression for the Laplace exponent ¢y has been established in Lemma 2. To reach our end, we will
use the following inequalities, for A > 0,

Pr ) :=a—|—/ Vi (dx)e"E (exp{—1e*1})
A (0,00)
Py (M) . . 1 ¢y
< =a+f(0m) Vi(@oe Blexp|—A"S.}) < g 5 (11)

where S, 1= fOT(*“”*X) efs ds, x > 0. The first inequality follows from the fact that S, < I. To establish the second
inequality we need that ET ooy < —X, and that conditionally on fT(—oo.—x)’ I — S, and e¥7(-— ] have the same
law; where Tis independent of FT(—oo.fx) and with the same law as /. Indeed, we have that

¢y (%) =a +/ Vi (dx)exE(exp{—AexSx})
A 0.00)
= ¢Y}fx) —i—/ Vi (dx)e'E(exp{—1e* Sy} — exp{—re*I})
(0,00)

o)
A

+/ Vi (dx)e E (exp{—2re* Sy} (1 — exp{—)\ex%T(—oov—x) I~}))
(0,00)
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< ¢Y)f)») +E(1 —exp{—)»l})/ Vi (dx)e*E (exp{—re* Si})
(0,00)
5 ) oy (L) 1 aY()”)
= Yk +E(1 - eXP{—“}) X = E@e ) A

where the last inequality follows by iteration.
From the inequalities in (11) we deduce that to prove the result it is enough to prove that

im ¢y (1) _al’d _agE(l 1.
=0 I(log(1/2)  (Bn(—a))

Using the representation of (];y in (11), we deduce that

dy (V) B ax N A
My(log(1/4)  Mylog(1/4)  Mxlog(1/4)) Jeo.00)
an A
= — + — Vj, (dx)e*E —xe'l
Th(log(1/m) + Malog(1/A) Jaosprmoe - (exp{—2e"1})
A
+_7
I, (log(1/1)) J(,10g(8/1))
ar

Thlog(ymy T A1+ 40

Vi (dx)exE(exp{—AexI})

Vi (dx)exE(exp{ —Aetl })

for B > 0. It follows from the fact that t — o, (log(?)) is regularly varying at infinity with an index —«, o € (0, 1),
that
A
My (log(1/2)) +—0

It remains to study the behaviour of A; and A, Using the uniformity property in (8) we can estimate A. Indeed, we
have that for €,§ > 0, and g > 0,

A
AlN) = =——— Vi(dx)e*E(e —ae* I
: nh(loga/m togB/oey (expf )

= Vi (dx)e*E(exp{—re* T
Z o (log(l/A)) /(n8+log(/3/k),(n+l)8+10g(ﬁ/k)) (expf b

< Z (Va(log(B/4) +nd) = Vy(log(B/2) + (n +1)8))

(n+1)8 __pand
Ty (og(1/4)) pei VB (exp{=pe 1)

n>0

1 T, (log(B/1)) —a@nd) _ —am+1)8 PYRCERIL) _gendy 1
= Gn—a)? Hh(log(l/k))ﬁz (¢ ¢ ) +edle (exp{—pe"1}). (12)

n>0

By the monotonicity of the exponential function, elementary arguments and making a change of variables u = Se* ™9,
it follows that

Z[(e—a(ns) _ e—a(n+1)6)]e(n+l)8E(exp{_ﬂenal})

n>0

(n+1)§
< Za/ dxe™**e’e*E(exp{—pe*°I})
>0 né
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o
=eu / dxe **e"E(exp{—pe*°I})
0
o
=B 1edC® / duu~"E(exp{—ul}). (13)
pe?
And similarly that
(n+1)8

€ Z(Se("H)‘SE(exp{—,Be”’SI}) =ep1e? Z/ du,Be_‘SenaE(exp{—,Be_‘se(”H)‘sl})

n>0 n>0 né

o0
< eﬁ_lez‘sf duE (exp{—ul})
pe=d

<eple® foo duE(exp{—ul})
0

1
=65—1e25E<7). (14)
Using the former and latter inequalities in (12) and letting A — 0 we get that for §, 8, € > 0,
limsupA;(A) < Le‘m_‘”) /OO duu“"E(exp{—ul}) + 6628E<l>. (15)
A—0 = (pn(—w))? Be—? I

Now we let § — 0, and finally 8 — 0, to obtain the upper bound

) o o 701 1
llallj})lpAl()») < m/o duu™"E(exp{—ul}) +EE<7>. (16)

On account of the hypothesis —oco < E(£1) < 0, we can ensure that E(/~!) < oo, and hence we infer that

E(1*7").

limsup A; (1) < 2L =9
ol = G (Ca)?

An argument analogous to the one above gives also

al'(1 —a) ( a—l)
(pn(—a))? .

liminf A; (%) >
r—0

To finish the proof we need to prove that A (1) —, 0 0. To that end we start by observing that A, can be bounded
by above by

log(8/1) X
Jim sup Ax(3) < * Jo Vi) — 1) + Vi (0. log(5/1)]
=0 IT,(log(1/1))
_ A duet (Vi) — Vi (log(B/1))) + 2Vi (0, log (/)]
My (0g(1/4)
_ AP duvy (log(w)) + V3 (0, log(B/M)]
B Ty (log(1/2)

(1+ o)~ 'A(B/M) Vi (log(B/1)) A
~ _ + — Vi (0,1 M,
T (log(1/1)) o dog /o (0 loe /)]
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where the first equality follows by an integration by parts, the first estimate is a consequence of Karamata’s Theorem

(Proposition 1.5.8 in [4]) and the fact that f B/ duV,(u) tends to infinity as A — 0. Moreover, the estimate (8) implies
that

(1 +o)"AB/MVyogB/r)) U

T, (log(1/1)) 0+ ) (@n(—a))? as A — 0.

Using that any function, say ¢, that varies slowly at infinity is such that x¥ £(x) — oo as x — oo, for any y > 0, we
get that

)
0= P T, Gog(1/) V(0. log(B/3)] = V(0. o) lim sup xMy(og(x))

Finally, letting 8 — 0, we obtain that

0 <limsup Az(A) <0,
r—0

which finishes the proof. (]

Proof of Lemma 5 (Case o = 1). We will prove that

NEARIOLT L os), a>1 a7
im = 0 , > 1.
o0 yIT(log(y)  @n(—1)%

The result will follow from this by an application of Theorem 3.6.8 in [4], which allow us to ensure that in that case

i Iy (y) 1
1m — = .
y=>o¢ My(log(y))  (#n(=1)?

To establish an upper bound for the limit in (17) we observe that Lemma 2 implies that the numerator can be written
as follows:

Ay
Vi(dx)e'P(y < e Sy < Ay) —l—/ Vi(dx)e'P(y < e* Sy < Ay)

Hyu)du = /
(0,log(y8))

(log(yB),00)
= B1(y) + B2(y)

y

for 8 > 0and Sy := fOT(’“”"‘) e ds, x > 0. The term B; can be bounded by above and below by
/ Vh(dx)exP(ye_" < Stog(rp), I < Aye_x)
(log(yB),00)

<Bj(y) < / 7 (dx)eXP(ye_" <1, Siog(rp) < Aye_x) (18)
log(yB),00)

for any r < y; these follow from the inequality Sy, < I. Now, let §, € > 0 and use the uniformity in (8) to bound by
below the left hand side in Eq. (18) as follows:

1
yI1,(10g(yB)) Jaog(y).00)

gy (Vi (log(yp) +nd) — Viy(log(yB) + (n + 1)8))
o yIT;(log(yB))

Vi (dx)e"P(ye_x < Siogrp), I < )\ye_")

n(SP(IB—le—n(S < Slog(rﬁ)a I <)\',8—le—(n+1)5)

1 —né - 1)é 8 —1.—né -1 .- 1)§
Z,Br;)[m(e n —C (n+1) ) —68]6” P(ﬂ c n <S10g(rﬁ)s1 <)Lﬂ c (n+1) ) (]9)
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for y large enough. To study the right most term in the latter equation we argue as in (13) to get

Z[(e—nﬁ _e—(n+l)8)]en§P('3—le—n8 < Slog(rﬂ)’ I <A’3—le—(n+l)8)

n>0
l—e?? [ 1 5 1 5
> — /O dxP(B'e 7 < Siggrp), I < AB e )
1—e® (A< du s
= 5 | 7P(u < Slog(rp), I < Aue ) (20)

The rightmost term in the latter inequality is finite because Siog(rg) < I, P-a.s. and hence by Fubini’s theorem

ﬁ—le?i d 00 d
/ —uP(u < Stog(rp), I < Aue_z‘s) < / —uP(Iez‘S/A <u<I)=log(r)—28
0 u 0 u

for0 <6 < % log(A). Moreover arguing as in (14) we obtain that

€ 2:8e"‘sP(ﬁ_le_"‘s < Stogrpy, I < kﬂ_le_("+1)5)

n>0
<ee™ /OoodxexP(ﬂ]ex < Siogrp), I < kﬂ*]efx)
= eﬂ_le_‘S /:O duP(S]gé(rﬂ) <u< AI_I)
<eple™® fooo duP(I' <u<il)=ep e — DE(I!) < 0. 1)
Putting the pieces together we get
Bl _ M (log(yB)) liminf —21&)

liminf ————2~— = il —_
y=oo yIlpog(y)) Y=o Hp(log(y)) Y= yll,(log(yB))

_8 13 168 d
e u
/ —P(u < Siogrp)> I < Aue_%)
0

>
T (fn(=1))? u
ee E(I7)

—()\.—l)m, 5,r,ﬂ>0.

By letting €, § — 0, then r 4 oo and finally 8 — 0 and using the monotone convergence theorem we obtain the lower

bound

. Bi(y)
liminf — > 3 log(A), A>1.
y=oo yITp(log(y)) — (@n(=1))
It is proved in a similar way that
B 1
lim sup 1) < log(x), A>1.

y—oo YT (log(y)) ~ (¢n(=1))?

We omit the details. So, to finish the proof we need to prove that the term B, is o(yIT,,(log(y))). Indeed, observe that
by Fubini’s theorem and Tchebyshev’s inequality it follows that
E(I) 1

o0 1
— &s — -
E(I)_/(; E(e )ds_w(1)<oo, P(I>y)< y _ylﬂ(l)’ y>0
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Using this inequality and making an integration by parts in the following expression we conclude that

/ Vi(dx)e'P(y <e*Sy < iy) < / Vi(dx)e'P(y <e*1)
(0,log(y8)) (0,log(¥8))

PR
YY) Jo,10g(y8))

1
= —(w(0.1 +[ Vv, (dx 2x_1>
g W)( 0tozom)+ [ @0 - 1)

1 _
< ——| Vr(0,00) + 2/ e Vi(x) dx>.
yy(D < (©.log(y8))

Moreover, by making a change of variables u = e* and using Karamata’s Theorem we get

Vi (dx)e*

_ o —
/ AV () dx = / UV (log(w)) du ~ (v8)2V, (log(y)). v — oo.
(0,log(yB)) 1

It follows from the latter and former estimates, the estimate in (7) and the fact that y2IT), (log(y)) tends to co as
y — 00, that

B (Vi(0,00) +2 € Vido) 2
0 < limsup & <limsup f(zo’_k)g(}ﬁ)) = p . 22)
y—oo yMp(log(y)) — y—oo Y (1)y“I,(log(y)) ¥(D)
Letting S tend to O we get the claimed result. (]

Proof of Lemma 5 (Case o > 1). Observe that the hypotheses and the fact that « > 1 imply that the integral
fooo Vi (dx)e* < oo (see e.g. [14], Proposition 4.2). Due to Lemma 2 and the monotone density theorem (Theo-
rem 1.7.2 in [4]) for regularly varying functions it is enough to prove that

OO_ T(—OO,—X)
V> f Ty (u)du =f Vh(dx)e"P<ex/ efs ds > y), y >0,
y Ry 0

is regularly varying at infinity with index 1 — «. As in the proof of the case « < 1 we will compare the latter quantity
to yITj,(log(y)), at infinity. Indeed, an application of Fubini’s theorem gives

T(—c0.—x)
/ Vi (dx)exP(ex/ efs ds > y)
(0,00) 0

= E(/ Vh(dx)exl{x>1og(y/sx)}>
(0,00)

< E(/ Vi (dx)exl{»log(y/m1{1—1>a}> + E(/ Vi (dx)exl{»log(y/m1{1—155}>
(0,00) (log(yd),00)

+ E( f Vi (dx)e"l{x>1og<y/1>}1u156})
©.Jog(y#)]
= E(F(y/D1y-1-5) + C1(y) + C2(3) (23)

for y, 8 > 0, where F(z) := f(o 00) Vi (dx)e* Lixs1og())» 2 > 0. To study the first term on the rightmost term in Eq. (23)
we claim that F is a function which is regularly varying with an index 1 — « at infinity and such that
. F(z) o
lim — = .
=0 zVy(log(z)) o —1

(24)
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Furthermore, on account of the regular variation of F' with a negative index 1 — «, we have that for v > 0,

=A!'"% uniformly in A € (v, c0),

see e.g. chapter 1 in [4]. Let us prove that the limit in Eq. (24) holds; the regular variation of F follows therefrom.
Using Fubini’s theorem and Karamata’s Theorem we get that

o0

F@) =Vi(log@) + [ V(e — )
log(z)

=zVi(log(z)) + / dxe*V,(x)
log(2)

o
=7V (log(2)) + / duVp(log(u))
Z
— 1
~ ZVh(log(z))<l + ﬁ) 7 —> 00,
which proves (24). From the properties of F' and the estimate (7) we infer that for § > 0,

. EWFQ/Dlj-1.5) 1 o
lim — =
y=oo  yIp(log(y)) (pn(—))? o — 1

E(Ia_11{1—1>3}). (25)

We next study the terms C; and C,. The term C| can be bounded by above as follows:

e8]

Ci(y) <P(I"! <) / Vi(dx)e'
log(yé)

< 5“E(1“)(y57h(1og(ya))+ / dm(log(u))>
yé

as*E(I1%)
1

y8V i (log(y8)), y— oo,

where the first inequality follows from the very definition of C1, the second inequality from Tchebyshev’s inequality
and an integration by parts and finally the estimate follows from Karamata’s Theorem. Using the estimate (7) and the
regular variation of Vj (log(-)) we conclude that

C E(¢
0 <limsup 1) < oE(/%)

— . 26
vosoe, yITn(0g(y) (@ — D(—pn(—a))? (26)

We should now determine the rate of growth of C,. This can be done as follows:
log(y8)
Ca(y) < / Vh(dx)exP(I > ye_x)
0

log(yd)
< y—aE(Ia) / v (dx)e(l+a)x
0

log(yd)

<y “E(I%) (Vh (0,1og(y8)) + V4 (0, 00) + (1 + a)f due1 "y, (u))
0

~E(I*)y™(6y) V) (log(8y)).

where the first inequality follows from the definition of C,, the second from an application of Tchebyshev’s inequality,
the third follows by an integration by parts and a change of variables and finally the estimate follows from Karamata’s



Tail asymptotics for exponential functionals of Lévy processes 1097

Theorem and the fact that Vj, is a finite measure. Using the estimate (7) and the regular variation of V(log(-)) we
infer therefrom that

Go)  _ EUY

lim sup — < 5 27
y—oo yIp(log(y)) = (=¢n(—a))
Plugging the estimates in (25), (26), (27) in the inequality (23) we conclude that
00 —
ITy(u)du 1
lim sup fy < E(I“_ll{,_|>5}) + 8y, ford >0, (28)

y—oo yIj(log(y)) ~ (@n(—a))?a —1

where y,, is a positive and finite constant whose value is the addition of the constants appearing in (26) and (27).
Letting 6 tend to O we get the upper bound

SOl “ ety 9
1m su — .
s yTa(og(y) — @n(—a)2a—1

To obtain a lower bound we use the inequality

Ji0.00) Vi (dx)e"P(e* foT(iwﬁX) e ds > y) - E([ .00 Vi(@¥)e* Lstog(r/51 57125
yIT,(log(y)) B yI1(log(y))
_EFEQG/S) s
~ yITa(log(y)

for § > 0 and log(yd) > r > 0. Using this inequality and arguing as for (25) we get that

T y()dz 1 o
liminf — >
=00y (log(y) — (n(—a))?a—1

E(s¢'1

" {571>5}), foréd >0,r > 0.

Letting é tend to 0 and then r towards oo, using the monotone convergence theorem and using the estimate in Eq. (29)
we conclude that

S Iy (2)dz 1 o
m — =
y=>00 yIT,(log(y)) (dn(—a))?a—1

E(1“7").

The conclusion of the lemma follows therefrom using the monotone density theorem for regularly varying functions,
Theorem 1.7.2 in [4]. O

4. Proof of Theorem 3
4.1. Proof of assertion (i)

The assumptions (MZ1-2) imply that E(71\1) = uj < oo (Corollary 4, Section 4.4 in [8]) and together with Theo-
rem 3(a) in [26] imply that

Th(y) ~ i/wﬁ+(x)dx, y = 00. (30)
My Jy

Hence, by asymptotic equivalence, 1T, € So (Lemma 2.4 and Corollary 2.1 in [17] or Lemma 2.1 in [30]) and so we
can apply the results in [14] to ensure that (7) holds with o = 0. So, to prove our claim it will be enough to prove that

Oy(y)
lm = —
Y=o [Ty (log(y))
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To that end we start by proving that

J22@ v (dx)er 3

lim =2 — (3D
=0 2V (log(z))

Indeed, by an application of Fubini’s theorem and a change of variables we get the identity

/ Vi(doe" = Vy(0,2) + / Vi(do)(e* — 1)
0 0

Z

=Vu(0,2) + / l due” (Vh (u) —Vy (Z))
0

= V,(0, 00) — eV}, () + f dsV, (log(s))
1

for z > 0. On account of the fact that under the present assumptions V(log(-)) is slowly varying, we can apply
Karamata’s Theorem to get that

y _ —
| a5V (10g) ~ 57 lo2)).

Also by the properties of slowly varying functions we have that yV,(log(y)) — oo as y — oo. Putting the pieces
together we conclude that the assertion in (31) holds true.
We have also the inequality

P(I < ye ) .
WZP(SX<)}€ /2), x,y>0. (32)

To prove this inequality we will use the fact that

Law

00
I = Sx + eET(foo,fx) f exp{%‘erT(iooﬁx) — éT(—oc.—x)}ds = Sx + CET(’w’ﬂ') I
0

T o,

with T independent of (S, e -9) and with the same law as . Indeed, we have that

o0
P(I <ye™) = P<Sx + 500 -) /0 eXPLESH T o) = ET(coo,—y ) A8 < yex>
o
> P(Cx Sx < y/2, CX+ET(_°O’_X) / exp{‘i"erT(,m‘,X) - éT(—oc,—x) } ds < y/2>
0

y =~y
P(exSx < E’I<§>

= P(exSx < X)P(I < X). 33)
2 2

So by inequality (32), Lemma 2, Fubini’s theorem and elementary manipulations we have that

v

P(/ <y>/yﬁy<x)dx
0

=P <) Vh(dx)exP(exSx < y)
(0,00)

5/ Vh(dx)exP(exI < Zy)
(0,00)
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:E(f Vh(dx)ex1{11<ﬂ})+E</ Vh(dx)exl{11>/5}>
(0.log(2y/1)) (0.1og(2yp))

+ E(/ Vi (dx)e¥ 1, >ﬁ}> (34)
(log(2yB).log(2y /1))

for g > 0, and y large enough. Given that we are only interested by large values of y we can neglect the term P(/ < y),
which tends to 1 as y — oo. Recall that the hypothesis E(—£) € (0, co) implies that E(/ ~1) < 00. The terms on the
rightmost hand side in Eq. (34) can be analyzed as follows:

E(/ Vh(d.x)exl{]—]<ﬂ}) +E</ Vh(d.x)exl{]—]>ﬁ}>
(0.log(2y/1) - (0.log(2yp))
= Vi(dn)e = o(y Vi (log(»))).
(0.log2yp))

and

1 _
E(/ Vh(dx)ex1{1—1>ﬂ}> < E<71{1—1>ﬂ})yvh (log(yB))-
(log(yB),log(y/D)

We deduce therefrom that
Yy (x)dx 1
lim sup M < E(—1{11>ﬁ}>, B>0.
y—=oo yVyu(log(y)) 1
Letting 8 — oo we infer that
i d
y=oo yVy(log(y))
It follows from (7) and (30) that

i foy My (x)dx B
y—00 oo ﬁ+ d -
Y Jiogen 1T () dx

The claim follows from the monotone density theorem for regularly varying functions.
4.2. Proof of assertion (ii)

The proof in this part is quite similar, but simpler, to that of Lemma 5. The main difference is that here we will use the
renewal theorem instead of the results in [14], which we recall were crucial in our development. Hence we will just
outline the main steps of the proof.

Assume that £ satisfies the hypotheses in (R1-3). This implies that 4 is not arithmetic,

E(eGhl) =1, and uﬁlg) = E(hleghl) < 00.

The reason for this is the extended form of the Wiener—Hopf factorization stated in (4), as under these assumptions
[0,6] € C. Indeed, it implies that

0=—v(0) =—¢n(—=0)9;(0), $730)>0 = ¢p(—0)=0,
or equivalently E(e?”1) = 1. Moreover, by standard arguments

A —onp(—A

00 > E(élegél) = lim ~—

= ¢7(O)E(h1eM).
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The finiteness of the constant E(/9~1) is proved in Lemma 2 in [25] whenever 0 < 6 < 1; whilst if 6 > 1 it follows
from Lemma 3 here, because by the strict convexity of ¥ we have that E(e®~Dé1) =e?®-D 1,

Case 6 < 1. From Lemma 2 we know that the tail Lévy measure of Y is such that
y__ T(—00,—x)
/ Hy(x)dx:/ Vh(dx)exP<ex/ efs dsfy), y=>0.
0 Ry 0

It is easily verified that the function u +— e(l’e)”P(I <e ™), u € R, is directly Riemman integrable, because it is an

integrable function which is the product of the exponential function and a decreasing function. The renewal theorem
applied to the renewal measure V; (dx) := Vi, (dx)e?™, x > 0, implies that

e - T(—oo.—x)
e_(l_e)yf Ty(x)dx = e_(l_e)y/ Vi (dx)e"P(ex/ efs ds < ey)
0 R, 0
T(—oo,—x)
:/ v,;*(dx)e“—")(x—y)P(/ o ds Se—(x—w)
+ (1-6)z Teooeom -2
= A V, (dz 4+ y)e P ; esds<e liz>—y)

—s —— [ due!"""P(I <e™
= ,® Jg u (I=e™)

1
=— | dzz7@PU <z)= ———E(I’7).
e /R wy (1 =6)

(35
The result follows from the monotone density theorem for regularly varying functions.
Case 0 > 1. Arguing as in the case 6 < 1 we get
0o T(—c0,—x)
6(97])}’/ My(x)dx = e(efl)y/ Vh(dx)exP<ex/ e ds > ey>
ey R+ 0
T(—c0,~x)
=/ Vh*(dx)e_(g_l)("_”P(/ esds > e_("_”)
R, 0
T(—c0,~(z+y))
:/ V;f(dz + y)e—(G—l)ZP(/ efr ds > e_z>1{z>—y}
R 0
1
— — [ due @ VP(I > ™) = — | due®VUP(1 > et
Y00 M;lg) R ( ) ,U«](,IG) R ( )
=—— | dz"PU >2)=———E(I°). (36)
wy Je, WO -1

The result follows using the monotone density theorem for regularly varying functions.

Case 6 = 1. We proceed as in the proof of Lemma 5 by discretizing the integral. Observe that we do not need

the hypothesis that E(1~!) < oo, because for a renewal measure U, which satisfies the hypotheses of the Renewal
Theorem, we can assume that for any §, and any € given, there exists a #y such that

8 8
(l-e)==<U@t+5]l<(+e)—, =1,
m m
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where m denotes the mean of the inter-arrival distribution. This fact is used instead of the uniformity property (8). In
that way we get that forany 0 < A < 1,

y__ T(—00,—x) T(—c0,—x)
HY(-X) d-x - f Vh(d.x)exP<[ ess ds > e_(x_y) Z Af eéj dS)
Ay Ry 0 0

T(—o0,—x) T(—o0,~x)
= / v;(dx)P< / e ds >e Y > / ebs ds>
Ry 0 0

1 1
— _1/ dzP(I >e* > 1) = — log(1/2). 37
=0 M Jg P

The result follows from Theorem 3.6.8 in [4].
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