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Abstract. We consider an energy conserving linear dynamics that we perturb by a Glauber dynamics with random site dependent
intensity. We prove hydrodynamic limits for this non-reversible system in random media. The diffusion coefficient turns out to
depend on the random field only by its statistics. The diffusion coefficient defined through the Green—Kubo formula is also studied
and its convergence to some homogenized diffusion coefficient is proved.

Résumé. On considere un systeéme d’équations differentielles linéaires couplées conservant une certaine énergie et 1’on perturbe
ce systeme par une dynamique de type Glauber dont I’intensité varie aléatoirement site par site. Nous prouvons les limites hydro-
dyanmiques pour ce systeéme non réversible en milieu aléatoire. Le coefficient de diffusion dépend de I’aléa uniquement par sa loi.
Nous étudions aussi le coefficient de diffusion défini par la formule de Green—Kubo et montrons la convergence de celle-ci vers un
coefficient de diffusion homogénéisé.
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1. Introduction

The derivation of hydrodynamic limits for interacting particle diffusive systems in random environment has attracted
a lot of interest in the last decade. One of the first paper to consider such question is probably [10] where hydrody-
namic behavior of a one-dimensional Ginzburg—Landau model in the presence of random conductivities is studied.
In [19], a lattice gas with random rates is considered and a complete proof of hydrodynamic limits has been given in
[8,20]. Other systems have been investigated such as exclusion processes and zero-range processes [6,7,9,12,14,16].
Interacting particle systems evolving in random media are in general of non-gradient. Roughly speaking the gradi-
ent condition means that the microscopic current associated to the conserved quantity is already of gradient form.
Otherwise the general non-gradient techniques [15,22] consists in establishing a microscopic fluctuation-dissipation
equation which permits to replace the current by a gradient plus a fluctuation term. But, if the system evolves in a
random medium, such a decomposition does not hold microscopically because the fluctuations induced by the ran-
dom medium are too large, and it is only in a mesoscopic scale that this fluctuation-dissipation equation makes sense
[8,20].

In [12,14], by extending some ideas of [16], a simpler approach is proposed. The idea is to introduce a functional
transformation of the empirical measure, which turns the system into a gradient-model, in such a way that the trans-
formed empirical measure is very close to the original empirical measure. The advantage of the method is that it avoids
the heavy machinery of the non-gradient tools but is unfortunately restricted to specific models. Even if the techniques
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developed in [8,20] seem to be more robust than the precedent approach, it is not clear that in some situations, as in
the situation considered here, they can be applied without a substantial modification.

The interacting particle system we consider is the following. To a simple energy conserving linear dynamics, flips
with site dependent rates are superposed. Fix a sequence (yx)x of positive numbers and denote by (17(¢));>0 the
Markov process with state space RZ and generator given by

(LHO) = AHM +SHM.  f:RESR, (D
where
ALY =D (et = 1e-1) I, f
x€Z

and

SHm =Y v[f(n*) = Fm)]

X€ZL

with n* the configuration obtained from n by flipping ny: (n*); = n; if z # x, (*)x = —nx. This system conserves
the energy ) ey, ex = 17)% /2, and the product of centered Gaussian probability measures with variance T > 0 are
invariant for the dynamics.

Let (y,)x be a sequence satisfying (3) and (11). For example, the sequence (yy), is a realization of i.i.d. positive
bounded below and above random variables with positive finite mean. We show (cf. Theorem 1) that, starting from a
local equilibrium state with temperature profile 7o = 1/f0, the system evolves in a diffusive time scale following a
temperature profile 7', which is a solution of the heat equation

_ 5—1
{a,T_y AT, )

T, =8;"0),

where y is the average of the flip rates y, defined by (11).

One of the main interest of the model is its non-reversibility. To the best of our knowledge, it is the first time that
hydrodynamic limits are established for a non-reversible interacting particle system evolving in a random medium.
In fact, our first motivation was to work with a simplified version of the energy conserving model of heat conduction
with random masses [2] and we think that some of the methods developed in this paper could be useful to study this
model.

The derivation of the hydrodynamic limits presents three difficulties: the first is that the system is non-gradient.
The second one is that it is non-reversible and that the symmetric part S of the generator is very degenerate and gives
only few pieces of information on the ergodic properties of the system. The third difficulty is more technical. The
state space is non-compact and the control of high energies is non-trivial. The first problem is solved by using the
“corrected empirical measure” method introduced in [12,14] and some special features of the model. For the second
one, we apply in this context some deep ideas introduced in [11] (see also [18]). The third problem is solved by
observing that the set of convex combinations of Gaussian measures is preserved by the dynamics. The control of
large energies is then reduced to the control of large covariances.

In the perspective to study heat conduction models with random masses our main interest lies in the properties of
the diffusion coefficient (given here by 1/y).

The diffusion coefficient is also often expressed by the Green—Kubo formula, which is nothing but the space—time
variance of the current at equilibrium. The Green—Kubo expression is only formal in the sense that a double limit (in
space and time) has to be taken. For reversible systems, the existence is not difficult to establish. But for non-reversible
systems even the convergence of the formula is challenging [17]. Let us remark that a priori the Green—Kubo formula
depends on the particular realization of the disorder.

If we let aside the existence problem, widely accepted heuristic arguments predict the equality between the diffu-
sion coefficient defined through hydrodynamics and the diffusion coefficient defined by the Green—Kubo formula.

The second main theorem of our paper shows that the homogenization effect also occurs for the Green—Kubo for-
mula (see Theorem 2): for almost every realization of the disorder, the Green—Kubo formula exists and is independent
of the disorder. Unfortunately we did not succeed to prove that the value of the Green—Kubo formulais 1/y.
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The paper is organized as follows. In Section 2 we define the system. The proof of hydrodynamic limits is given
in Section 3. The two main technical steps which are the derivation of a one block lemma and the control of high
energies are postponed to Sections 4 and 5. The study of the Green—Kubo formula is the content of the last section.

2. The model

For any « > 0, let £2,, be the set composed of configurations n = ()xez such that ||n||, < +00 where

2 — 2
Il =" e ln?.

X€ZL

Let £2 = (1), $2« be equipped with its natural product topology and its Borel o-field. The set of Borel probability
measures on §2 will be denoted by P(£2). We also introduce the set C(’)‘ (£2), k > 1, composed of bounded local
functions on §2 which are differentiable up to order k£ with bounded partial derivatives.

The time evolution of the process (1(#));>0 can be defined as follows. Let {\y; x € Z} be a sequence of independent
Poisson processes. We shall denote by y, > 0 the intensity of A,. We assume there exist positive constants y_ and
¥+ such that

Vx€eZ, y-<vi<ys. €)

For every realization of the random element A" = (N, )<z, consider the set of integral equations:

t
ne(t) = (=M ® (nx 0) — /0 (=DM O (41 (s) — -1 (5)) ds>. (4)

For each initial condition o € £2 the Eq. (4) can be solved by a classical iterative scheme. The solution 7n(-) :=
n(-, o) defines a strong Markov process with cadlag trajectories. Moreover each path 7(-, o) is a continuous and
differentiable function of the initial data o [5,10,11]. We define the corresponding semigroup (P;);>0 by (P f)(c) =
Ean(f(n(t,0))) where E 5 denotes the expectation with respect to the Poisson clocks and f is a bounded measurable
function on £2.

Since the state space is not compact Hille—Yosida theory cannot be applied directly. Nevertheless, the differentia-
bility with respect to initial conditions and stochastic calculus show that the Chapman—Kolmogorov equations

t
(P,f)(a)=f(o)+/0 (LPf)(o)ds, feCh(),
and
t
(1",‘f)(c7)=f(0)+/0 (PLf)o)ds, feCh(f),

are valid with £ the formal generator defined by (1).
The two Chapman—Kolmogorov equations permit to deduce that the probability measures v € P(§2), which are
invariant for (1(¢));>0, are characterized by the stationary Kolmogorov equation

/(Lf)(n)dv(n) =0 forall fe Cé(.Q).

In particular, every Gibbs measure g with inverse temperature 8 > 0 is a stationary probability measure. Observe
that p1g is nothing but the product of centered Gaussian probability measures on R with variance B! It is easy
to show that (P;);>o defines a strongly continuous contraction semigroup in L% (1 g) whose generator is a closed
extension of L.
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In fact, the infinite volume dynamics is well approximated by the finite dimensional dynamics 7" (¢) = {n%(¢); x €
Z}, n > 2. It is defined by the generator £, = A, + S,, where, for any function f € Cé (£2),

n—1

Anfz Z (Mx+1 _nx—l)anxf_nn—l annf+77—(n—l) an_,,f

x=—n+1

and

n

S =Y vl f(r) = Fn].

X=—n

Observe that 1’ (), |x| > n, do not change in time. Moreover, the total energy » .., ex is conserved by the finite
dimensional dynamics. We denote by (P/");>o the corresponding semigroup. Let us fix a positive time T > 0, a pa-
rameter « > 0 and a function ¢ € Cé (£2). One can prove there exist constants C, := C(n, o, T, ¢), n > 2, such that

sup |(Po)(n) — (Prp)(m)| < Cullnl? (5)
te[0,T]
and
lim C, =0.
n—oo

This approximation is only used in the proof of Lemma 9. The proof of (5) in a similar context can be found in [3],
Chapter 2 (see also [11]).

3. Hydrodynamic limits

For any function u : Z — R, the discrete gradient Vu of u is the function defined on Z by
VxeZ, (Vu)x)=ulx+1)—ux).

The hydrodynamic limits are established in a diffusive scale. This means that we perform the time acceleration
t — N2t and the space dilatation x — x/N. In the rest of the paper, apart from Section 6, the process (n(®))s=0 is the
Markov process defined above with this time change. The corresponding generator is N2L.

The local conservation of energy e, = r;)% /2 is expressed by the following microscopic continuity equation

t
ex(t) — ex(0) = —N? /0 (Ve 1.0(n(s)) ds,
where the current jy x4+1 := jx,x+1(n) is defined by

jx,x+1 (M) = —NxNxy1.

We denote by Cy(R) the space of continuous functions on R with compact support and by Clg (R), k = 1, the space
of compactly supported functions which are differentiable up to order k. Let M (resp. M™) be the space of Radon
measures (resp. positive Radon measures) on R endowed with the weak topology. If G € Cg(R) and m € M then
(m, G) denotes the integral of G with respect to m.

The empirical positive Radon measure n,N € M, associated to the process e(t) := {e, (t); x € Z}, is defined by

1
7 (du) = =D " ex(D)depn (du).

X€Z
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Fix a strictly positive inverse temperature profile By : R — (0, +-00) and a positive constant 8 such that

1 1 17?
lim —22[—— —_i| =0. (6)
N—oo N = Bo(x/N) B
Denote by uV = ug) o € ‘P(£2) the product probability measure defined by

1o @) =T T gsoce/m) () s,

XEZL

where gg(u) du is the centered Gaussian probability measure on R with variance gL
We assume that the initial state satisfies

H(u"|png) < CoN Q)

for a positive constant C independent of N. Here H (-|-) is the relative entropy, which is defined, for two probability
measures P, Q € P(£2), by

H(P|Q) = dpP —1 ¢d )} 8
(P1O) sgp{/qﬁ 0g</e 0 (8)

with the supremum carried over all bounded measurable functions ¢ on 2. Let us recall the entropy inequality, which
states that for every positive constant ¢ > 0 and every bounded measurable function ¢,

/¢>dP Sa_l{log</e“¢dQ)+H(PlQ)}. 9)

Fix a positive time 7 > 0. The law of the process on the path space D([0, T'], §2), induced by the Markov process
(n(1));=0 starting from p, is denoted by [P, v. For any time s > 0, the probability measure on £2 given by the law of
n(s) is denoted by /Lﬁv.

Since entropy is decreasing in time, (7) implies that

Vs >0, H(ulng) < CoN. (10)

The conditions (6) and (7) are mtroduced to get some moment bounds (see Section 5). They are satisfied by any
continuous function ﬂo going to ! at infinity sufficiently fast.

Theorem 1. Let (yy)yez be a sequence of positive numbers satisfying (3) and such that

,JE%OEZ“ oogmg Z =7 av

or some € (0, 00). Assume that the initial state ™ = p' . satisfies (7) and By satisfies (6).
Bo()

Then, under P, JT,N converges in probability to T;/2 where T; is the unique weak solution of (2): For every

G € Co(R), every t > 0, and every § > 0,

zs]:o.

We follow the method of the “corrected empirical measure” introduced in [12,14]. Since the state space is not
compact, technical adaptations are necessary. In particular, it is not given for free that the corrected empirical measure
and the empirical measure have the same limit points for the weak convergence. It would be trivial if the state space
was compact. Moreover, a replacement lemma, reduced to a one-block estimate, has to be established (see Section 4).

1
(xN,G)— =(T:, G)

hm]P’ |:
2

N—o00
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For any G € Co(R), we define T, G : Z — R by

. .
(T,6)0) =Y (; + ml){G(’T) - G(%) }

j<x
Observe that
—[(,G)x + 1) = (T, G)(x)]| = (VNG)(x/N),
Vx T Vx+1
where Vy stands for the discrete derivative: (VyG)(x/N) = N{G((x +1)/N) — G(x/N)}.

Since T, G may not belong to £1(Z), we modify T, G in order to integrate it with respect to the empirical measure.
Fix 0 < 6 < 1/2 and consider a C? increasing non-negative function g defined on R such that g(¢) = 0 for ¢ <0,
g(@)=1forg>1and g(q) =q forqge[6,1—0].

Fix an arbitrary integer £ > 0 and let g = gg ¢ : R — R be given by

8lg) =8(q/0).

We define

T, c

(Ty,0G)(x) = (T, G)(x) — =—— (T, 8) (x),
Ty

where
Tyn =Y (v + v {h((x + 1/N) — h(x/N)}.
X€EL

In the rest of the paper we make the choice £ := ¢(N) = N/4.

Lemma 1. For each function G € C(z) (R), and each environment y satisfying (3) and (11),

lim N'Y*sup|T, (G(x) — 7G(x/N)| =0

N—o0 xeZ
and
Jim NY4T, 6 =0.
Proof. This is a slight modification of Lemma 4.1 in [14]. [l

We shall denote by X tN € M the corrected empirical measure defined by

1
X6 =X (6) = 1 Y TG e ).

X€ZL

The system is non-gradient but we have

1 1
el = —————V| ey + =N + L[ ——— :
Jx,x+1 Vet Vol |:x znx lnx+1i| (z(yx+yx+l)nx77x+l>

This implies that

1 T 1
N LXM(G)] = Z[MNG)(x/N) - Ty—’GmNg)(x/N)] <ex + —nxmm)

X€Z V.8 2

1 T.
+ Ec(z[(wc)u/m - TV—'GWNg)(x/N)]nxan),

xeZ V.8
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where Ay stands for the discrete Laplacian:

(ANG)(x/N) = N*|G((x + 1)/N) + G((x — 1)/N) —2G(x/N)}.
Therefore, we have

xNG) - x/G)=uXG)+ VNG + MY (G)

with MY (G) a martingale and UV (G), V¥ (G), which are given by
N | G 1
UN(G) = | ds— )y BYG/N){ ex(®) + Sne1)mesi () ),
0 X€Z

where

G T)AG
By(x/N)= [(ANG)(X/N) T (ANS)(X/N):|
V.8

and

1 T
VNG =3 Z[(VNG)(X/N) - TV—’GWNg)(x/N)] (1 Onx41(0) = 12 (0)741(0)).

V.8

Lemma 2. The sequence {(XV, fo nSN ds) € D([0, T], M) x D([0, T], M¥); N > 1} is tight.

Proof. It is well known that the sequence
(x,N,/ Y ds) € D([0,T], M) x D([0, T, M*); N > 1}
0

is tight if and only if the sequence

(X_N(G), /'nSN(H)ds> e D([0, T1,R) x D([0, T],R); N > 1}
0

is tight for every G, H € Cé(R).
By Aldous criterion for tightness in D ([0, T], R)z, it is sufficient to show that

(1) for every r € [0, T] and every € > 0, there exists a finite constant A > 0 such that

supP, v (YN (G)] = A) <e,
N

(2) forevery § >0,

limlimsup sup P, [|Y2,(G)— YN (G)|>6]=0,

e=>0 Nooo Te®,0<e

where @ is the set of all stopping times bounded by T’
for YN (G) = XN (G) and YV (G) = [, 7N (G) ds.

Since G has compact support, there exists a constant K > 0 (independent of ¢ and N) such that

Eo[[7(m", G) = X (G)]]

1
< (N1/4 sup|7G (x./N) — (Ty,gG)(x)|)EMN [W Z ex(t)]
X€Z lx|<K N5/4

12)

13)
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and consequently

E, [/OT de|p(N, G) - X?’(G)!]

T 1
< <N1/4sup}]7G(.x/N)—(Ty’(G)(x)|)/(; dﬂEMN[W Z ex(t)]. (14)

xX€Z |x|<K N5/4

By Lemmas 1 and 10, the right-hand side of (13) (resp. of (14)) vanishes as N — co. Hence, it is sufficient to show
Aldous criterion for YV (G) = XN (G) and for YN (G) = [; XN (G) ds.

From the definition of the Skorohod topology, it is easy to show that the application @ from D([0, T], R) onto
itself defined by

t
@:x:={x(1);0<1<T}—> @) ::{/ x(s)ds;Ofth}
0

is continuous. Thus, if (X" (G))y is tight, then (f; XY (G)) is tight.
Therefore it just remains to show Aldous criterion for YV (G) = XV (G).
Proof of (1) for XN (G):

1 1
P[|XN(G)] = A] < < B (ﬁ §|(Ty,gc)(x)|ex(t)>.

We write (1), ¢G)(x) = (Ty,eG)(x) — yG(x/N)) + yG(x/N) and we get that

1 1
P[|XN(G)| = A] < ZEW(_ 3 (TG0 — fG(x/N>|ex<r)>

NIXISKNS/“
% 1
+ 2Bl 5 > 1GGx/N) e ).
IXI<KN

The first term on the right-hand side of the previous inequality can be bounded above by the right-hand side of (13),
which vanishes. By Lemma 10, the second term is bounded above by C/A with a constant C independent of N.
Therefore, the first condition is satisfied.

Proof of (2) for X N(G): Recall the decomposition (12). In order to estimate the term

E v [|UY(G) = U (G)]]
we observe that |BS (x/N)| is bounded above by

1Ty.6l
1Ty

C|:1x|§KN + (2 + (NE_3))l{x/(N/é)e[l—ZO,1+20]U[—29,29]}:|,

where C, K are constants depending on 6 and G but not on N. By Schwarz inequality, we are reduced to estimate
T+e 1
E#N [/0 dsﬁ Z ex(s):|
|x|<2KN

and

IT,.6l (1 1 /T+8 1
Z = +— )E ds— .
Ta\E TN )Be ), Ay 2 e

[x|<(14+30)N¢
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By Lemma 10, the first term is of order one. It is not difficult to show that liminfy_, o 7}, ¢ > 0, and Lemma 1 gives
LT, ¢ — 0. Thus, by Lemma 10, the second one vanishes as N goes to infinity.
The two last terms of (12) are given by

! T
/0 dsc(Z[wNG)(x/N) - TV—’G(VNg)(x/N)}nxeH)(S)

. V.8

=VvNG)+ MN(G).
By using Lemmas 1 and 10, similar estimates as before show that

li En[|VN(G)|]=0.
Jim, sup B [[VG]

By computing the quadratic variation of the martingale M (G), one obtains that (we recall that sup, y, < y4)
2
Ew[(M34:(G) = MY (G)7]

< g [/mdsZ{(v G)x/N) — Gy )(x/N)}ze (x)e (x—{—l)]
=N2 uN ; . N Ty,g N8 s s .

Observe that

T).c 2 _
{(VNG)(X/N) - TV—(VNg)(X/N)} <Cljy<kn +¢ 2(Ty,G/Ty,g)21|x|§KN5/4'
y’g

Since liminfy o Ty, ¢ > 0 and £T), ¢ — 0, from Lemma 10, we get

SUPEMN{% Z e)z((s)}

520 Ix|<KN

and

1
supEuN{m Z 6,2((5)}

$20 x| <K N5/4

go to 0 with N (and are in particular bounded above by a constant independent of N). (]

Lemma 3. Let (a, B) € M x M™ be a limit point of the sequence
{(XN/ ml ds) e D([0,T], M) x D([0, T, M*); N > 1}.
0
For every G € C(%(R) and every t € [0, T], we have

t t
at(G)—ozo(G)z)?_I/ as(AG)ds, ﬂ,:;?_lf o ds.
0 0

Proof. In the proof of the tightness of XV we have seen that the term

' T.
E,~ [/0 dsﬁ(Z[(VNG)(x/N) - TV—’G(VNg)(x/N)i| anx+1>(s)]

T V.8
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and the term

1
LNI:/ ds —Z—(ANg)(X/N)(ex(S)“F Nx— 1(5)77x+1(5))i|

7 V 8
vanish as N — oo. By using Lemma 5, it implies that
o (G) —ao(G) = B (AG).

Moreover, by (14), we have

t
ﬂz=)7_1/0 oy ds. R

Lemma 4. Any limit point § of the sequence {fo TL’SN ds € D([0, T1, M1); N > 1} is such that, for any t € [0, T], B;
is absolutely continuous with respect to the Lebesgue measure on R.

Proof. Fix a positive time 7 and let R x be the probability measure on M given by

l t
RﬂN(A)ZPMN{?/O 7N ds eA}

for every Borel subset A of M™. Let J: M™ — [0, +00) be a continuous and bounded function. By the entropy
inequality (9) and by using (10) we have

1
/J(”)dRMN(n)SCO+N10g</eNJ(”)dRMB(7T)>. (15)
By the Laplace—Varadhan theorem, the second term on the right-hand side converges as N goes to infinity to

sup [J(m) — Io(m)],
TeMt

where Iy is the large deviations rate function for the random measure 7 under R, i It is a simple exercise to compute
the rate function 1. We have

Io(m) = sup {/f(u)rr(du)—/logMﬂ(f(u))du},

feCo®)

where M F; () is the Laplace transform of ng /2 under L

Mj(0) = (2% = /B (B — )

if @ < 8, and +oo otherwise.
The function I also takes the simple form

Jrph(r@)du if w(du) = 7 (u) du,
otherwise,

Io(ﬂ)—{

where the Legendre transform 4 of Mg is given by h(a) = B — 1/2 —1/21og(Rap) > 0if @ > 0, and 400 otherwise.
Let (fx)r>1 be adense sequence in Cp(R) with f] being the function identically equal to 0. Then Iy is the increasing
limit of J; > 0 defined by

Ji(m) = sup {/fj(u)rr(du)—/logMB(fj(u))du}/\k.

1<j<k
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By using (15) we have

limsup/ Je(m)dR, n () < Co

N—oo

for each k. Since J is a lower semi-continuous function, any limit point R* of R~ is such that

/Jk(n)dR*(n) < Cy.

By the monotone convergence theorem, we have f Io(mr)dR* () < Cy < 4o00. Since Iy() is equal to +oo if 7 is
not absolutely continuous with respect to the Lebesgue measure, it implies that

R*{JT; w(du) =7 (u) du} =1
and the lemma is proved. ]

We conclude as follows. Let («, 8) be a limit point of xNG), fo JTSN(G))Nzl. From the equation

a.(G) —ap(G) =7 / as(AG)ds
0

we see that « is time continuous. Moreover, if A is a subset of R with zero Lebesgue measure, then 8;(A) = 0 for
any ¢ € [0, T]. This implies that o;(A) = 0 for any ¢ € [0, T], i.e. that «; is absolutely continuous with respect to the
Lebesgue measure on R.

By uniqueness of weak solution to the heat equation, we have that 2« is the Dirac mass concentrated on the
(smooth) solution of the heat equation (¢,u) € [0, T] x R — T, (u) starting from )7/361: T, = A AT, Ty = )7,3(;1.

Hence we conclude that {X" € D([0, T], M); N > 1} converges in distribution to (T(u) /2) du. Since the limit is
continuous in time we have that {X ,N ; N > 1} converges in distribution to the deterministic limit (f, (u)/2)du. Since
convergence in distribution to a deterministic variable implies convergence in probability, this implies that

N 1 7
xN(G) - 5/T,(u)c;(u)clu >e|=0.

lim HDMN
N—o0

We use again (13) and the fact that 7 ~! 7, = 7 to get

N 1
7, (G)—E/E(M)G(u)du >¢e|=0

lim ]P)MN
N—o0

and the theorem is proved.

4. One-block estimate
The aim of this section is to prove the following so-called one block estimate [15].

Lemma 5 (One block estimate). For any G € C(z) R), any t >0, and any § > 0,

za}:o.

. 1 '
nglooP,m[ ﬁ)%(ANG)(x/N) fo ds 1 (5)e41(5)

Since G € Cé(R), we can replace (AyG)(x/N) by

1

—— > (ANG)(y/N)
2k+1 ly—x|<k
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|-o

Given two probability measures P, Q on §2 and A a finite subset of Z, H,(P|Q) denotes the relative entropy of
the projection of P on R4 with respect to the projection of Q on R%. We shall denote the projection of P on R* by
Pla. If A= A ={—k, ..., k}, we use the short notation Py.

We define the space—time average of (1Y)o<s<; by

N
v (2N+1)t Z/”“S

|x|<N

as soon as k < N and we are left to prove that

lim lim E, [2N+1 Z/ ' ﬂy(S)le+l(S)

k—00 N—00
[x|=N \x yi=k

Here 7, denotes the shift by x: for any n € £2, the configuration 7,1 is defined by (ty71); = 1x4; for any function
g on £2, 7, g is the function on £2 given by (1xg)(n) = g(tyn); for any p € P(£2), 1, p is the push-forward of p by
7. The probability measure p is said to be translation invariant if 7, p = p for any x € Z.

We have to show

lim lim dv Vg
k—o00 N—o0 JpAk

2k+1 D My } 0. (16)

lyl<k
Lemma 6. For each fixed k, the sequence of probability measure (U;iv)Nzk on R4 is tight.

Proof. It is enough to prove that there exists a constant C; < oo independent of N such that
[T eaar=c. a7
i€y
We begin to prove that
Ha,(WVug) = H(v' |1glay) < Col Akl. (18)

Fix a bounded measurable function ¢ depending only on the sites in A := Ay = {—k, ..., k}. Assume for simplicity
that 2N + 1 = (2k + 1)(2p + 1) for some p > 1. Then we can index the elements of the set {—N, ..., N} in the
following way

{(=N,...,N}={xj+y;j=—p,....p;y € A},

where x; =2kj + 1. Since ¢ depends only on the sites in A, it is clear that under Kgs for each y € A, the random
variables (ij+y¢)j__,, ,p are i.id.

Let ,15\’ =¢! fot N ds. By convexity of the entropy and (10), we have H(ut |M5) < CoN.
We write

fou _/<2N+1 2 tx‘b)dﬂ’N

x|<N

4] N 4] / A1 S ey b
< H 7 1 duz lx|<N tx
< o1 lg) + o log| [ duge

|A| / LAY ea (X jj<p Ty 8)
< ColA 1 duz yeA L jl<p Ty X
< ColA| + N1 og 15e

1 |A|_1 Zlog([ duBeZUISP T>‘“/‘¢),
yeA

< ColA] +
< ColA| N+
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where we used the entropy inequality (9) and the convexity of the application f — log( [ du /gef ). By independence,
for each y, of (7x;4y#) j=—p....,p and the translation invariance of 1z, we get

,,,,,

/qsdu,iv < ColA| +10g</e¢’dul§). (19)

This implies (18) and, by the entropy inequality (9), the inequality (17). ]
For any k, let v,f be a limit point of the sequence (v,iV )n>k. The sequence of probability measures (V;:)kzo forms a

consistent family and, by Kolmogorov theorem, there exists a unique probability measure v on £2 such that vy = v},
By construction, the probability measure v is invariant by translations.
Lemma 7. There exists Cy such that for any box A ={—k, ..., k}, k>0,

H, 0lig) < Col Agl. (20)
Proof. We have seen in the proof of the previous lemma that

Ha, (vVWng) = H(v |gla,) < Col Akl 1)
Since the entropy is lower semicontinuous, it follows that

H, (vl1e) < Col Ax. O

A translation invariant probability measure v on £2 such that (20) is satisfied is said to have a finite entropy density.
By a super-additivity argument (see [3,11]), the following limit

_ Ha, 0lip)
H ;) = lim ——— 22
Wlkg) = lim — 22)
exists and is finite. For any bounded local measurable function ¢ on £2, we define the limit
— — - k
F(¢)= 1i (), Fr(@) =1 Liek TP dpy g
(@)= lim T k@),  Fi(®) og/e Mg
The entropy density H (v|u j) can be expressed by the variational formula
H(V|M5)=SUP{/¢C1U—F(¢)}, (23)
)

where the supremum is taken over all bounded local measurable functions ¢ on £2.
We now show the following lemma

Lemma 8. For any function F € Cé (£2), we have

/Ede:O.

Proof. Assume that F € Cé (£2) has a support included in R4%-1, We have

/Ede:/Ldekz lim /.chu,iv.
N—o0
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Define G = 2N 4+ 1)7' Y | <y & F. By It6 formula
N‘Z{ f du,’ (G () — f duN(n)G(n)}
t
= [ [anXoncaro
=1 / diz’ () (LG) ()
=t / dv (N (LF) ().
Since F (and hence G) is bounded, the left-hand side goes to 0 as NV goes to infinity and it follows that

/EFdeo. |:|

Recall that we want to show (16). From the previous lemmas, it is sufficient to prove that
1
li d _— E , =0
kinéo/ p(”)sz+1 "y"”‘}

lyl<k
for any p € P(£2) such that p has finite entropy density, is stationary for £ and translation invariant.
Proposition 1 gives the characterization of stationary probability measures, translation invariant, and with finite
entropy density. By using the notations of this proposition, to complete the proof of Lemma 5, we have to show that

1
f dx dupl |5 —0.
5 (0,+00) 2 /I‘gzkﬂ Mﬁsz +1 Z NyNy+1 ]

k—o00
lyl=<k
Since, under g, the random variables (/B1,), are distributed according to standard independent Gaussian variables,
and [ B! dr(B) < +oo, it remains to prove

1
li d — D||=o0.
im - m[ T nn(y + )H

k— 00
lyl<k
By using Schwarz inequality, a simple computation gives the result.

Proposition 1. Let v be an invariant measure for L which is translation invariant with finite entropy density. Then,
v is a mixture of the Gaussian product measures g, p > 0,

v= / dA(B) 1
(0,+00)

and the probability measure X on (0, +00) is such that
/ B~ dr(B) < +oo.
(0,+00)

In order to give the proof of this proposition, we need the following lemma

Lemma 9. Let v be an invariant measure for L, translation invariant with finite entropy density. Then, for any local
measurable bounded function ¢ on §2, we have

Vx €Z, /[q&(nx) —¢(m]dv=0.
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Proof. We only give a sketch of the proof since the arguments are almost the same as in [11], Proposition 6.1 (see
also Chapter 2 of [3]).

The proof is divided in two steps. Let us first consider a generic probability measure v,, not necessarily translation
invariant, such that H (v.|n }g) < 400 and let us denote by g the density of v, with respect to u iz We introduce, for
any n, the Dirichlet forms

D, (vy) = sup{— Sn¥ dv*}, (24)
v 14

where the supremum is carried over the set F composed of the positive functions v : 2 — (0, +00) such that 0 <
M1 < Y < M for some positive constant M.
It is easy to check that if D, (v,) < 400 then

1 n
D) =5 D % / (Ye/3) duz. (25)

X=—n

where for any function u : 2 — R, Yyu is the function defined by (Yyu)(n) = u(n*) — u(n). Observe that sz = -2Y,
so that =S, = (1/2) Y h__, vxY2.

In fact, even if v, is not absolutely continuous with respect to u B the Dirichlet form D, (v,) defined by (24) makes
sense in [0, +o00].

Recall that (P/");>¢ is the semigroup generated by the finite dimensional dynamics introduced in Section 2. We
have the following well known entropy production bound (see [3] or [15], Theorem 9.2)

H (v Pl'|ug) +1Du(52,) < Hoilp),

=n -1 rt n
where b, =171 [ v, P/'ds.
Let us denote the density of v, with respect to I by g/'. Since H(v*m/g) < +00, we have D, (V ;) < +00 and,
by the explicit formula (25) of the Dirichlet form,

A _
H0-2ag) + 51 Y [(0VE) g < HOulp, (26)

j=-n

The second term on the left-hand side of the previous inequality is composed by a sum of positive parts. We can
restrict this for any m < n. By using (8) and the variational formula (24) for the Dirichlet form, we get that, for any
function ¢ € Cé (£2) and any functions ¥; € F, j € {—m, ..., m},

vt m Y2ij
/Ptn¢dv*—log/e¢du/§+7 Z i/f d‘_)::,z SH(V*|M/§)~
j=—m
We let n — oo and, by (5), we have
2

Ay < H(vilptj), @7)

_t
/Ptqbdv*—log/e‘/’du/g—FyT Z

j=—m

v

where Dy, =171 fot Ve Py ds.
In the second step of the proof we apply (27) to vy = v™ = v| An ® 1glag, . We recall that A,, denotes the box

{—m,...,m} and Aj, stands for Z \ A,,. Observe that H(vi’")mﬁ) =H,, (V|M/§) so that

; -1 my, -y — g _
mlgnoo(2m+1) H(v* |/Lﬂ)—H(l)|/,Lﬁ).
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By choosing ¢ = Y7L Tido. ¥i = Tivho, with ¢ € C}(£2) and v € F, we get

Z /P,(rlqbo)dv(’”) Fo (¢0)+_ Z / Y§vo d—(m) < H™ ).

i=—m i=—m

We claim that

lim_ 2m+ 3 Z / Py(tigpo) dv{™ = f Pigodv = / o dv,

m—>0<>2m+1 Per = wo

Then, by using (23) and optimizing over ¢ and v/, we get

Y2
sup/ 0 Yo dv =0.
Yo Yo

(28)

It is clear that we can repeat the argument substituting Y; to Yy, and we obtain

)
sup/ ——dv=0
Yo Yo

so that, by summing over j, we have D, (v) = 0 which implies that v is invariant by any flip.
It remains to show (28). The difficulty comes from the fact that even if the function u is local P;u is not. But it is
easy to see, by using (5), that we can replace the semigroup of the infinite dynamics P; by the semigroup of the finite

dimensional dynamics P/, if n is sufficiently large. The function P/'u is then local and the ergodic theorem permits
to conclude.
We refer the interested reader to [3] for the details of the arguments. U

Proof of Proposition 1. By Lemma 9, we have [ Sgdv = 0 for any bounded measurable function g on £2. It follows
that for any g € C&(Q),

/ Agdv =0. (29)

Since v has finite entropy density, we have [ e¢gdv < +oc. By translation invariance, the ergodic theorem gives the
existence v a.s., and in L' (v), of

, E
u(n) = 2£+1 > e () = 2£+1 > ot
[x|<¢ |x|<e

Since v is invariant with respect to any flip, we have v almost surely that u(n) =
Assume first that v is exchangeable.
For any z € [0, co) let v, be the probability measure

vz =v(-|€ =12).

If z = 0 then vy, is the Dirac mass concentrated on the configuration §g with each coordinate equal to O.
Let us now assume that z # 0.
Consider a test function g in (29) of the form

— 1 2
g(n)—f(n)x<2g+1 > m)

lx|<¢
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with f, x compactly supported and smooth. It is easy to show, by taking the limit £ — oo in (29) with g as above, that
[ Afdv, =0

and this can be extended to any f € Cé (£2). We apply the previous equality with a function f of the form

f ) =nxp(m)
with ¢ € Cé (£2) independent of n,.. Then we get

0= /(nx+1 — Nx-1)¢ dv () + Z/(ny—i-l — Ny—1)7x Op, P dvy
y#x

= /(nx+1 — Nx—1)@ dvz(n)
+ /(nx — Nx—2)Nx 8nx_1¢dvz + /(U}H—Z — Nx)Nx ar]x+1¢dvz

+ Z /(ﬂy+1 — Ny—1Mx 8,,),¢de_

y#Ex—1,x,x+1

We claim that the last term is equal to zero. This is a consequence of the exchangeability of v,. Let A be the support
of ¢ (which does not contain x by assumption). Observe that, for any y £ x — 1, x, x + 1, the site x does not belong
to the support of (1y+1 — 1y—1) 9y, ¢. Let ¢ be sufficiently large (e.g. # > |x| + max;e4 |s| + 10). By exchangeability
we have, for any k > 0, that

/(ny-i-l — Ny—1)Nx 3,,),¢ dv, = /(ny+1 — Ny— D Nr+k any¢dvz-

Hence, we get
-1
1
/ Oyt = ny ey B =5 3 f (st = Ty 1) By bl
k=0

Let £ go to infinity and use the convergence of £~ Zi;(l) N¢+k to u(n) = 0 to conclude.
The same argument shows that

/ Nx—-2Mx anx,1¢dvz =0, / Nx+2Mx an‘x+1¢dvz =0
and, similarly, we have
/ 77)2c Oy P dvg = Z/ ey @ dvaz, / 77)2c Opeyr P dvz = Z/ Oy @ vz

Hence, we proved that, for any x € Z and for any function ¢ € Cé (£2) such that x does not belong to the support
Of ¢5

/ (et — o) bdvyGr) + 2 / (B, — By )b dvy = O.

We apply this for a function ¢ depending only on (12x)kez, SO that, for any k, ¢ is independent of 172;41. We have

/ (242 — 1200 dug(n) + 2 / (G — D) iy = 0.
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This implies that the law of (12x)xez under v, is a product of centered Gaussian probability measures on R with
variance z (see e.g. [13]).

The same result occurs for the law of (72k+1)kez.

Let now @4 (n) = [[;c4 ¢s(ns) be a test function with A a finite arbitrary set of Z and ¢, real valued bounded
functions. We write the set A in the form Ag U A where Ay is the set composed of elements of A which are even and
A the set composed of elements of A which are odd. Let By be a set composed of even sites such that |By| = |A{]
and AN By = @. Let o be a permutation on Z such that 0 (A1) = By and Ay is fixed under the action of o. We denote
by o - 1 the configuration defined by (o - 7)x = 14 (x). By exchangeability of v, we have

V2 (Palo - m) = v, (Palm)

and

ao =[] &) [] bo-105s)-

SEAQ seBy
Since the function @4 (o - 1) is a function depending only on (12x)xez and Ag N By = @ we know that
v (@ate-m) =] (/ B5(x)g1/2(x) dx) I </ bo1(5)(X)&1/2(x) dX).
SE€EAQ s€By
We recall that gy /, is the density of the centered Gaussian probability measure on R with variance z. Hence, we proved
v (@4 01) = H( / ¢>s(x)g1/z(x>dx)
SEA

which shows that dv, () is equal to [, . g1/2(nx) dnx.
We now show that v is exchangeable. Let us consider the test function x (1) = ¢ (nx, Nx+DV¥(ey; y #x,x + 1)
with ¢, ¥ smooth and compactly supported functions. By (29), we have

/dvszOzfA¢wdv+/¢Awdv.

Observe that the second term is given by
3 / dv ()1 Be, ¥) () (1 — Ny— DG (. Nrg1)-
y#x,x+1

This is equal to zero because v is invariant by the flips and the function 7 — 1y (3¢, ¥) (1) (Ny+1 — Ny—1)P (Nx, Nx+1)
is an odd function of 5y for y #x, x + 1.
Moreover we have that

(Ap)(n) = (Mx42 — Mx) anx+1¢ + (M1 — Mx—1) an,\-(b-

Remark that 1, 12% 9y, ,, @ is odd with respect to 7,42 so that its integral with respect to v is equal to 0, and similarly
for ny_1y d,,¢. Hence, we get

/ () (a1 By, b — 1 By D =O.

This equation implies that v(nyx, nxt1/(ey; ¥y # x, x + 1)) is exchangeable.
Let now @ be a local test function of the form

@) =[] ¢s ).

seZ
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where (¢;)s is a sequence of bounded smooth functions equal to 1 for |s| > A for a positive constant A. Our aim is to
prove that for any x we have

(@ (") = v(eMm) (30)

which implies the exchangeability of v. We can assume that each ¢, is even or odd since every function can be
decomposed as the sum of an even and an odd function. Moreover each even function ¢ (n;) takes the form by (e5)
for a suitable function ¢.

If one of the ¢; is odd, since v is invariant by all flip operators, (30) is trivial because the two terms are equal to
zero. We assume that all the ¢; are even so that @ is in fact a function depending only of the energies e; and we write
D) =d(e) = [Liez b5 (e5). We shall denote by ¥ the law of e := {ey; y € Z}. We have

/ @ (n)dv(n) = f di(e)® (e)
= /df}(ey; y#x,x+ 1)<f Qs(e)dﬁ(ex,ex+1|ey, y#Xx,x+ 1))
=/dﬁ(ey;yyéx,w1></<15(e““)dﬁ<ex,ex+1|ey,yaéx,x+1))

_ / (1) dv i,

where we used the exchangeability of v(ny, nxy1l(ey; y # x, x + 1)) in the third equality. It concludes the proof that
v is exchangeable.

Hence, we can express v as a mixture of pg, 8 € (0, +-o0], with the convention that . is the Dirac mass concen-
trated on the configuration &o:

v= / dA(B)p.
(0,4-00]

In fact, A is the law under v of the random variable 1/€ (). It remains to prove that v(€(n) = 0) = A({+o00}) =0. It
is a simple consequence of the fact that H,4, (V|M/§) < Co|Ag| for any k and in particular for kK = 0. By (8), we have
that for any positive real M

Co> M/ 1{0;(x) dv]{o} (x) — 10g<[ eMl{O)(x)gﬁ(x) dx) = M)\(H-OO})

Since M is arbitrary large, it follows that A({4+o00}) = 0. ([l

5. Moments bounds
The aim of this section is to give the proof of the following lemma:

Lemma 10. Ler uV be the probability measure Mg) 0 associated to a temperature profile bounded below by a
strictly positive constant such that (6) and (7) are valid. Let (My)n>1 be a sequence of positive integers such that
liminfy— oo My /N > 0. Then, there exists a positive constant C, which is independent of N, such that

1
supE, v |:M_ Z ex(t)i| <C
120 lx|<My

and

. 1 )
lim supEMN[W Z ex(t):|=0.

N=o0120 N |x|<My



Linear dynamics with random flips 811

Let us first explain why the second equality of this lemma is non-trivial. The standard arguments to get moment
upper bounds are based on the entropy inequality (9) and the existence of exponential moments. In our case it would

be necessary to have g (e“”é) < +oo for « sufficiently small. This is false since ug is a Gaussian measure. In [1],
following an idea of Varadhan, and despite the absence of exponential moments, the use of the entropy inequality for
the microcanonical measure was sufficient to get a weak form of the lemma we want to prove. This approach cannot
be carried here because we are in infinite volume and because the Dirichlet form is too degenerate to reproduce the
argument.

Proof of Lemma 10. The first statement is a simple consequence of the entropy inequality (9). Indeed, for any § > 0,
we have

1 H(valﬂg) 1 5y 72/2
E#N[M— Z e,(x)] < My +6MN log(/e =My dﬂB(n))-

[x|<My

The first term on the right-hand side is of order one by (10) and the second term is also of order one if § is sufficiently
small. Hence the left-hand side is of order one in N uniformly in time.

The bound on the second moment of the energy is more difficult to obtain and the entropy inequality is not suffi-
cient. We exploit here the Gaussian structure of the initial state.

Recall the integral equations (4) defining the dynamics. Each Poisson process N, is interpreted as a clock and a
jump of N, as a ring of the clock. Conditionally to the realization of N" = (N,)y, the dynamics is linear, thus the law
remains Gaussian in the time interval between two successive rings. When a clock rings the flip operation conserves
the Gaussian property of the state. Hence, conditionally to V', the state remains Gaussian for any time. It follows that
the law ufv of the process at time ¢ is a convex combination of Gaussian measures G, ¢ with mean m € RZ and
correlation matrix C € Sz(R), the space of symmetric matrices indexed by Z:

= / dpi(m, C)Gp .

Moreover, the convex combination p;(m, C) is the law at time ¢ of the Markov process (m(¢), C(¢)) with formal
generator N 2G where

(GF)(m,C) =Y (Ciy1.y — Cxo1.y + Cxys1 — Cxy) dc,  F

X,y

+ ) (mes1 —my) o F+ Y [F(C*,m*) = F(C,m)]

with C* given by

(C" _JCuy if[u#xandv#x]or[u=v=x],
)u,u " | —Cu.» otherwise

and
(m*), = (=100,
In other words, (C(-), m(-)) are the solutions of the following integral equations
Cry(') = (= DN EOHN @)

% (Cry(0) = [ (= DNEOHFNYEC, 4y ((5) = Coi 5 (5) + Coyr1(5) = Cry—1(8)] ds),
my (1) = (DN O (my (0) — [ (= DN O s () — me—i(5)] ds)

with initial conditions

my(0) =0, Cey(0) =80(x — By (x/N)
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and 1’ =tN>.
The existence and uniqueness of solutions is easily established (by the same methods as presented in Section 2) in
the space ® = 8 x R, where

No = m {m e RZ: Ze_“‘xlmi < +oo},
X

a>0
N =) {c € Sz(R); Y eIt C2 < +oo}.
a>0 X,y

Observe that the initial condition belongs to X. Moreover, for any (i, C) € R, the Gaussian measure with mean m and
correlation matrix C is meaningful (see e.g. Chapter 2 of [5]).
This Markov process conserves the three quantities

domi. D) Cly D Cu 31)

X€Z x,yeZ x€Z
The initial condition ' is such that py is the Dirac mass concentrated on
-1
m=0, Cx,yz(SO(x_y),B() (x/N)

Therefore, we have m(¢) = 0 for any ¢ > 0. By denoting, with abuse of notations, by p;(C) the law of C(¢) at time ¢,
we have by the two last conservation laws (31) that

1 - 1 _
/ dpz(C)(W D (Coy = B0 — y>)2> =5 2 1B /N) = AT

2
N x,yezz N xX€Z

Moreover, we have

4
EMN[W 3 e§<t)]:M,;2 > [ an©Goc(t)

N |x|<My lx|=Mn
3
=7 > / dpi (O)C3
N |x|<My
=3/dpl<0){i D () N cxx}+o<i>
2 ; 3172 ; ’
My \xiaty PMy wisaty My

where we used the fact that, for a Gaussian centered variable, the fourth moment is given by three times the square of
the second one.
Observe that

1 1
do;(C)} — Cix{=2E,~v|— Y
/ pi( >{M12V l;{ , } " [szv g\;f (t)}

and this term is order M&l by the first part of the lemma.
Up to terms of order M;l, we are left with

/dpr(C){# 3 (Cox — 5])2}

N |x|=My

1 _
s/dmo{m 3 (cx,y—ﬁ—lao(x—y»z}

N x,yeZ?



Linear dynamics with random flips 813

1 _
=/dpo(C){W > (Cx,y—ﬂ“50<x—y>)2}

N x,yeZ?

1 _
= (B /) =B

N xeZ

since the penultimate sum is conserved by (C(#));>0. By the assumption (6), the last term goes to zero as N goes to
infinity. (]

6. Green—-Kubo formula

In this section we study the homogenization properties for the diffusion coefficient in the linear response theory
framework. To present the results we have to introduce some notations.
Let (yx)xez be a sequence of i.i.d. positive random variables satisfying the assumption

Ply_ <yx <ysl=1,

where P is the probability measure on RZ given by the law of the disorder y = () ez. The corresponding expectation
is denoted by E.

In this section, time is not accelerated by a factor N2. We first consider the closed system of length N > 1 with
periodic boundary conditions. Let Ty = {0, ..., N — 1} be the usual discrete torus of length N. The generator Ly of
the system is given by (1) with the sums over x € Z replaced by x € Ty.

Linear response theory predicts that the diffusion coefficient D := D({y}, B) appearing in (2) is given by

D= lim lim Ly(), (32)
A>0,A—>0N—>00

where Ly := L}/V”g is the Laplace transform of the current-current correlation function. It is defined for z € H™,
Ht ={ze€C;R(z) >0}, by

2

LN(z>=f—N /0 dte‘”< PR ETIGES jy,y+1(0>>.

xeTy yeTn

Here, (-, -) := (-, ) g denotes the scalar product in L2 (/,Lg) where

py ) = [T gptno)dns

XETN

is the Gibbs equilibrium measure with inverse temperature § > 0 on RTN . We also use the short notation (-) g =)
for the expectation with respect to ,ug .
The Laplace transform Ly can be written as

Z jx,x+], (z— LN)_I( Z jy,y+1)>.

xeTy yeTy

2
Ly(z) = f—N<

Observe that the definition (32) is only formal since it is not clear a priori that the limits exist.
We also consider the homogenized Green—Kubo formula for the infinite volume dynamics. It is defined by

DE) =, fim L @
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where L := L is the Laplace transform of the averaged current-current correlation function. It is defined for z € H+
by

2

L(Z)Z%/O dre™{(jo.1(1), jo.1(0))),

where (-, -)) = {-, -)) g is the inner product defined for bounded local functions f and g by

(f g)p= E(Z[(rxf, 8)p <f>ﬂ<g>ﬂ]).
X€EZL
We shall denote by L2({-)) the Hilbert space generated by the set of bounded local functions and the inner product
(S

The aim of this section is to show the following homogenization result

Theorem 2. For almost every realization of the disorder y , the Green—Kubo formulas (32) and (33) converge and are
equal: D({y}, B) = D(B). Moreover, D is independent of 3.

We recall that the functions Ly and L are analytical functions on Hy (see e.g. [21], Theorem VIIL.2).

Lemma 11. There exists a constant C := C(f, y+), independent of N, y and z € H., such that

|Ly@)| <C.
Proof. The proof is a simple consequence of Proposition 6.1 in [15] and of the fact that Sjy x+1 = —2(yx +
Yx+1) jx.x+1 (see also Theorem 2 in [2]). O

N._ pN(p. : ST 2 .
Let k' := h;' (n; B, y) be the solution of the resolvent equation in IL=({-)):

(@=LVhY =Y jeasr.

XETN

We have

B2 v | .
Ly(2) = 7<hz "N Z Jy,y+l>~

yeTN
Let h, := h;(n; B) be the solution of the resolvent equation in L2((-)):
(z = L)hz = jo1-

‘We have

2
L) = %«hz,jo,l».

Observe that if » is distributed according to p g then 8 172y is distributed according to jt1. Since k. (n; 1) = h,(17; B)

and jy x+1 is an homogeneous function of degree two in 7, it follows that LP(z) = L'(z). This implies the indepen-
dence of the diffusion coefficient with respect to S.

In the following lemma we give an explicit formula for L(z) if R(z) is sufficiently large.

We shall denote by Pg w. the law of the two-dimensional simple symmetric random walk (S;) >0 = (S}, sz) >0

starting from (0, 1) and by Eg w. the corresponding expectation. Let [ be the annealed expectation EEg .
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For any path {S;}{j=o0,....x} of length k, we define e({S};) = ]_[1;;(1)((5.,41 — §;) - w) € {£1}, where w is the vector
(1,1) and x - y denotes the usual scalar product of the two vectors x and y of R?. We also introduce the random
potential

1
-V, (x, = .
exp(—Vz(x, ) P N

Lemma 12. There exists Ao > 0 such that, for any z € Hy with R(z) > X, the Laplace transform L(z) is given by
1 & k
L@ ==3) (~HE[e({Sh)e” 2i=0 VS5, (52— S1)]- (34)
k=0

Proof. Since the generator £ maps a polynomial function to a polynomial function of the same degree, the solution
of the resolvent equation is expected to be of the form

hem = ¢(x, ¥)nany,

x,yeZ?

where ¢, (x, y), (x, y) € Z2, is the (symmetric) solution of

81(x)80(y) + 8o (x)81(y)
2

(24 e + ) Lezy )bz (x, ¥) + (Vo) (x, y) = — 35)

with, for any function u : Z> — R,

(Vu)(x,y) = (u@x.y + 1) —ulx,y = D)+ (u@x + 1, y) —u(x — 1, y)).

We shall denote by A the real part of z € H,. In the sequel we show that, if X is sufficiently large, a solution to (35)
exists, so that &, is of the form given above. In fact, it is not difficult to show that a solution to (35) exists for every
VS H+.

The Laplace transform L(z) is equal to

2 1
L(z) = %«hz,jo,l» = 5<<{ > ¢z<x,y)nxny},jo,1>>

x,yeZ?
B E i 1
= —7; cbz(x,y)nglolo i g;n(nxnynknkﬂ)

1
=5 2 E[e )1 =) + 81 = )]
X,y

:E[Zq&z(x,x—i-l)}.

XE€Z

We define the operator T, acting on the set of real valued functions u on Z?, by

1 -
(Teu)(x, y) = Gt +yy)1x¢y)(vu)(x’y)' (36)

Then (35) can be written in the following form

¢ + T, = pz,
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where p, is the function given by

(61(x)80(y) + 80(x)81(y))
2(z + (yx + vy)lazty)

pz(x,y)=—

Observe that || T;¢|lco < (4/A)||@]lco so that if A > 4 then T is contractive for the || - || norm. It follows that for
A sufficiently large

¢ =Y (—DTfp..
k=0

For any x € Z2, we have the following representation of the operator Tzk

W= 3" 3 (et W (e - wye D0 SRRy Ly g (37

ler|=1" lex|=1

with the convention that the term in the exponential corresponding to j =0 is V,(x). We obtain

1 . LSk V(S
¢ (x,x +1)=—-Egw. |:Z(—4)ke({5}k)e 2 j=0 Va(Sj+(x.x))

<D sl 9+t Do 5]

By summing over x € Z and by taking the expectation with respect to the disorder, we obtain

22
L(z) = ——Z( 4 Ee((S)k)e” Xieo V:(5; (Sk’sk))lsfﬂ:sg]

1 & - _
— 5 2 E[e((SH)e R0 VSi=GhS ).

By taking first the expectation with respect to y, we see that we can translate the environment and hence the potential
by (S 2 S,g) in the first expectation and by (S ! S,l) in the second one. Therefore, we get (34). O

Lemma 13. There exists Lo > 0 such that, for any z € Hy with R(z) > Ao and almost every disorder vy, the limit of
Ln(z) as N goes to infinity exists and is given by

—% Z(—4)klﬁ[5({5}k)e— Yha ViBigy, (S7—s0)]- (38)

Proof. The proof is very similar to the previous one. We look for a solution in the form

BN OEDPACRITN

with ¢, (x, ), (x, y) € T%,, the solution of

=+ -y

5 (39

(24 (e + ) lezy)do(x, ¥) + (Vo) (x, y) =
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Let A be the real part of z € H, and define the operator 7y, acting on the real valued functions on T%,, according to
(36). Then (39) can be written in the form ¢, + T,¢, = p,, where p; is the function given by

(61(x —y) +0_1(x — y))
2(z+ (yx + Vy)lxyéy)

pz(x»)’): -

Observe that || T;u||co < (4/A)|lu]lso so that if A > 4 then T is contractive for the | - |0 norm. Therefore we have

the following representation of ¢,
o
¢ =Y (—DTfp..
k=0

For any x € ’]1'%, we have

W)@ =Y Y (er-w)- (e -we™ Zim0 V-0t o k),

lerl=1  Jex|=1
Hence, we obtain
1 _yk oy _
(T po) (xox o+ D) = =2 (4 B [e (1))e™ 0= =064, (57— 5)].

Since V,((x, x) + §;) = 7x V(§;), the ergodic theorem implies

lim — Z ¢. (x, x+1)_——Z( A E[e((S))e T = Ds (2 — 5],

N—oco N
xe’ll‘N

This completes the proof. U

Since the sequence (LL”3 (z))n 1s a bounded sequence of analytical functions on H,, Montel theorem implies it

1 2
forms a compact sequence in the Banach space of analytical functions. Let Lgo’ﬁ , Lgo’ﬁ be any (analytical) limit
points corresponding to the realizations of y ' and y? of the disorder. For any z € H such that {JR(z) > A¢}, we have

L@ =10 =12 .
Since the two analytical functions ngﬂ and ng;ﬂ on H coincide on {z; 9(z) > Ao} with L?, they are equal on H,.

to LP. It follows that, for almost every realization of the disorder and every z € H,, the limit as N goes to infinity of
LK,’ﬂ (z) exists and is equal to L#(z). The theorem is a trivial consequence of the following non-trivial fact:

Lemma 14. The limit, as X € (0, +00) goes to 0, ofLﬁ (A) exists.

Proof. The proof is similar to the proof of Theorem 1 in [2] (see also [4]). U
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