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#### Abstract

Using fixed point theorems in ordered Banach spaces with the lattice structure, we consider the existence of nontrivial solutions under the condition that the nonlinear term can change sign and study the existence of sign-changing solutions for some second order three-point boundary value problems. Our results improve and generalize on those in the literatures.


## 1. Introduction

In this paper, we shall discuss the existence of nontrivial solutions for the following boundary value problem:

$$
\begin{gather*}
-u^{\prime \prime}(t)=g(t, u(t)), \quad 0 \leq t \leq 1, \\
u(0)=0, \quad u(1)=\alpha u(\beta), \tag{1}
\end{gather*}
$$

where $g:[0,1] \times(-\infty,+\infty) \rightarrow(-\infty,+\infty)$ is continuous, $0<\alpha<1,0<\beta<1$.

Many problems of different areas of physics and applied mathematics can be changed into multipoint boundary value problems for ordinary differential equations (see [1]). In [2], Gupta firstly studied three-point boundary value problems for nonlinear second order ordinary differential equations in 1992. Since then, many authors have been concerned with second order multipoint boundary value problems (see [320] and references therein). For example, some authors have studied the existence and multiplicity of positive solutions for nonlinear multipoint boundary value problems under the condition that the nonlinear term may be nonnegative by applying Krasnosel'skii's fixed point theorem, theory of fixed point index, and so on (see [3-8]). Meanwhile, some authors considered the existence of nontrivial solutions when the nonlinear term can be negative; for example, see [9$11]$ and references therein. For instance, in [10], under the
assumption of non-well-ordered upper and lower solutions, some multiplicity results for solutions of three-point boundary value problems (1) have been obtained using the fixed point index theory. On the other hand, some authors have considered the existence of sign-changing solutions to some boundary value problems (see [12-16, 18] and references therein). For example, in [13], by using the fixed point index method, Xu and Sun have considered the existence of signchanging solutions for the following three-point boundary value problem:

$$
\begin{gather*}
y^{\prime \prime}(t)+g(y(t))=0, \quad 0 \leq t \leq 1  \tag{2}\\
y(0)=0, \quad y(1)=\alpha y(\beta)
\end{gather*}
$$

In [18], Rynne has considered the following second order $m$-point boundary value problem:

$$
\begin{gather*}
-u^{\prime \prime}=f(u) \\
u(0)=0, \quad u(1)=\sum_{i=1}^{m-2} \alpha_{i} u\left(\eta_{i}\right), \tag{3}
\end{gather*}
$$

where $f:(-\infty,+\infty) \rightarrow(-\infty,+\infty)$ is continuous. The author has used global bifurcation theorem to obtain signchanging solutions of the boundary value problem (3) under some conditions on the asymptotic behavior of $f$.

Inspired by [9-18, 21-25], we shall use fixed point theorems derived by Liu and Sun [21] to consider the existence of nontrivial solutions for BVP (1). There are two main features. Firstly, the used methods are fixed point theorems with respect to noncone mappings, which are different from those of [9-18]. Secondly, when we consider the existence of signchanging solution to BVP (1), we generalize the nonlinear term $g(t, \varphi)$, which is different from [13-15, 18].

The organization of this paper is as follows. In Section 2, some preliminaries and lemmas are given including some properties of the lattice and some lemmas that will be used to prove the main results. In Section 3, we shall give the main results. Finally, in Section 4, concrete examples are given to illustrate applications of obtained main results.

## 2. Preliminaries and Some Lemmas

Let $E$ be an ordered Banach space in which the partial ordering $\leq$ is induced by a cone $P \subseteq E$. $P$ is called normal if there exists $N>0$ such that $\theta \leq x \leq y$ implies $\|x\| \leq N\|y\|$ (see [26]).

Definition 1 (see [16, 21-23]). We call $E$ a lattice under the partial ordering $\leq$, if $\sup \{x, y\}$ and $\inf \{x, y\}$ exist for arbitrary $x, y \in E$.

For $x \in E$, let

$$
\begin{equation*}
x^{+}=\sup \{x, \theta\}, \quad x^{-}=\sup \{-x, \theta\} \tag{4}
\end{equation*}
$$

$x^{+}$and $x^{-}$are called the positive part and the negative part of $x$ respectively, and clearly $x=x^{+}-x^{-}$. Take $|x|=x^{+}+x^{-}$, then $|x| \in P$, and $|x|$ is called the module of $x$. For convenience, we use the notations $x_{+}=x^{+}, x_{-}=-x^{-}$, and obviously $x_{+} \in P$, $x_{-} \in(-P), x=x_{+}+x_{-}($see $[16,21-23])$.

Definition 2 (see [16, 21-23]). Let $D \subset E$ and $A: D \rightarrow E$ be a nonlinear operator. $A$ is said to be quasi-additive on lattice, if there exists $v^{*} \in E$ such that

$$
\begin{equation*}
A x=A x_{+}+A x_{-}+v^{*}, \quad \forall x \in D \tag{5}
\end{equation*}
$$

Definition 3 (see [21]). Let $E$ be a Banach space with a cone $P$ and let $A: E \rightarrow E$ be a nonlinear operator. We say that $A$ is a unilaterally asymptotically linear operator along $P$, if there exists a bounded linear operator $L$ such that

$$
\begin{equation*}
\lim _{x \in P,\|x\| \rightarrow \infty} \frac{\|A x-L x\|}{\|x\|}=0 \tag{6}
\end{equation*}
$$

where $L$ is said to be the derived operator of $A$ along $P$ and will be denoted by $A_{P}^{\prime}$.

Remark 4. The operator $A$ in Definition 3 is not assumed to be a cone mapping.

Let $P$ be a cone of Banach space E. $x$ is said to be a positive fixed point of $A$ if $x \in(P \backslash\{\theta\})$ is a fixed point of $A ; x$ is said to be a negative fixed point of $A$ if $x \in((-P) \backslash\{\theta\})$ is a fixed point of $A ; x$ is said to be a sign-changing fixed point of $A$ if $x \notin(P \cup(-P))$ is a fixed point of $A$ (see [21-23]).

Lemma 5 (see [21]). Let E be a Banach space with a lattice structure, let P be a normal cone of $E$, and let $A: E \rightarrow E$ be completely continuous and quasi-additive on lattice. Suppose that there exist $\nu_{1}, \nu_{2} \in P$ and a positive bounded linear operator $L: E \rightarrow E$ with $r(L)<1$, such that

$$
\begin{align*}
A x \geq-v_{1}, & \forall x \in P \\
A x \geq L x-v_{2}, & \forall x \in(-P) . \tag{7}
\end{align*}
$$

In addition, assume that $A \theta=\theta$; the Fréchet derivative $A_{\theta}^{\prime}$ of $A$ at $\theta$ exists, 1 is not an eigenvalue of $A_{\theta}^{\prime}$, the sum of the algebraic multiplicities for all eigenvalues of $A_{\theta}^{\prime}$, lying in the interval $(1, \infty)$, is an odd number, and $A_{P}^{\prime}$ exists, $r\left(A_{P}^{\prime}\right)<1$.

Then $A$ has at least one nontrivial fixed point.
Lemma 6 (see [21]). Let $E, P, A$, and $L$ be as in Lemma 5. Suppose that there exist $\mu_{1}, \mu_{2} \in P$ such that

$$
\begin{gather*}
A x \leq \mu_{1}, \quad \forall x \in(-P)  \tag{8}\\
A x \leq L x+\mu_{2}, \quad \forall x \in P
\end{gather*}
$$

In addition, assume that $A \theta=\theta$; the Fréchet derivative $A_{\theta}^{\prime}$ of $A$ at $\theta$ exists; 1 is not an eigenvalue of $A_{\theta}^{\prime}$, and $A_{(-P)}^{\prime}$ exists; $r\left(A_{(-P)}^{\prime}\right)>1$ and 1 is not an eigenvalue of $A_{(-P)}^{\prime}$ corresponding a positive eigenvector.

Then A has at least one nontrivial fixed point.
Lemma 7 (see [21]). Suppose that $E$ is an ordered Banach space with a lattice structure, $P$ is a normal cone of $E$, and $A$ is quasi-additive on the lattice. Assume that
(i) $A$ is strongly increasing on $P$ and $-P$;
(ii) both $A_{P}^{\prime}$ and $A_{(-P)}^{\prime}$ exist with $r\left(A_{P}^{\prime}\right)>1$ and $r\left(A_{(-P)}^{\prime}\right)>1$, and 1 is not an eigenvalue of $A_{P}^{\prime}$ or $A_{(-P)}^{\prime}$ corresponding a positive eigenvector;
(iii) $A \theta=\theta$; the Fréchet derivative $A_{\theta}^{\prime}$ of $A$ at $\theta$ is strongly positive and $r\left(A_{\theta}^{\prime}\right)<1$;
(iv) the Fréchet derivative $A_{\infty}^{\prime}$ of $A$ at $\infty$ exists; 1 is not an eigenvalue of $A_{\infty}^{\prime}$; the sum of the algebraic multiplicities for all eigenvalues of $A_{\infty}^{\prime}$, lying in the interval $(1, \infty)$, is an even number.
Then A has at least three nontrivial fixed points containing one sign-changing fixed point.

Let $E=C[0,1]$. Define the norm $\|u\|=\max _{0 \leq t \leq 1}|u(t)|$; then $E$ is an ordered Banach space. It is obvious that $P=\{u \in$ $E \mid u(t) \geq 0, t \in[0,1]\}$ is a normal cone of $E$ and that $E$ is a lattice under the partial order $\leq$ which is induced by $P$ (see [16, 21-23]).

For convenience, we list the following conditions.
$\left(\mathrm{H}_{1}\right)$ The sequence of positive solutions of the equation

$$
\begin{equation*}
\sin \sqrt{x}=\alpha \sin \beta \sqrt{x} \tag{9}
\end{equation*}
$$

is

$$
\begin{equation*}
0<\lambda_{1}<\lambda_{2}<\cdots<\lambda_{n}<\lambda_{n+1}<\cdots \tag{10}
\end{equation*}
$$

$\left(\mathrm{H}_{2}\right) \lim _{\varphi \rightarrow+\infty}(g(t, \varphi) / \varphi)=\xi$ uniformly on $[0,1]$.
$\left(\mathrm{H}_{3}\right) \lim _{\varphi \rightarrow-\infty}(g(t, \varphi) / \varphi)=\rho$ uniformly on $[0,1]$.
$\left(\mathrm{H}_{4}\right) g(t, 0) \equiv 0, \lim _{\varphi \rightarrow 0}(g(t, \varphi) / \varphi)=\eta$ uniformly on $[0,1]$.

By [4], it is well known that BVP (1) can be converted to the following nonlinear Hammerstein equation:

$$
\begin{equation*}
u(t)=\int_{0}^{1} Z(t, s) g(s, u(s)) d s, \quad t \in[0,1] \tag{11}
\end{equation*}
$$

where

$$
\begin{gather*}
Z(t, s)=k(t, s)+\frac{\alpha t}{1-\alpha \beta} k(\beta, s),  \tag{12}\\
k(t, s)= \begin{cases}t(1-s), & 0 \leq t \leq s \leq 1 \\
s(1-t), & 0 \leq s \leq t \leq 1\end{cases} \tag{13}
\end{gather*}
$$

Define the operators

$$
\begin{gather*}
(\Phi u)(t)=\int_{0}^{1} Z(t, s) g(s, u(s)) d s, \quad t \in[0,1]  \tag{14}\\
(L u)(t)=\int_{0}^{1} Z(t, s) u(s) d s, \quad t \in[0,1]  \tag{15}\\
(G u)(t)=g(t, u(t)), \quad t \in[0,1] \tag{16}
\end{gather*}
$$

where $Z(t, s)$ is defined by (12), and obviously $\Phi=L G$. It is obvious that fixed points of $\Phi$ are solutions of BVP (1) (see [4]).

Lemma 8 (see [13]). Let $\delta$ be a positive number. The eigenvalues of the linear operator $\delta L$ are

$$
\begin{equation*}
\frac{\delta}{\lambda_{1}}, \frac{\delta}{\lambda_{2}}, \ldots, \frac{\delta}{\lambda_{n}}, \ldots, \tag{17}
\end{equation*}
$$

and the algebraic multiplicity of each positive eigenvalue $\delta / \lambda_{n}$ of the linear operator $\delta L$ is equal to 1 , where $\lambda_{n}$ is defined by (10).

Lemma 9. Let $\Phi$ and $L$ be defined as (14) and (15), respectively. Then
(i) $\Phi, L: E \rightarrow E$ are completely continuous;
(ii) $\Phi$ is quasi-additive on the lattice;
(iii) $r(L)=1 / \lambda_{1}$, where $r(L)$ is the spectral radius of the operator $L$.

Proof. By [4], we know that (i) holds. The proof of (ii) is similar to that of [16, 21-25], so we omit it. We easily know that

$$
\begin{equation*}
r(L)=\sup _{\lambda \in\left\{1 / \lambda_{n}, n=1,2, \ldots\right\}}|\lambda|=\frac{1}{\lambda_{1}} . \tag{18}
\end{equation*}
$$

Lemma 10. Let $\Phi$ and $L$ be defined as (14) and (15), respectively. Then
(i) if $\left(H_{2}\right)$ holds, then $\Phi_{P}^{\prime}=\xi L$;
(ii) if $\left(H_{3}\right)$ holds, then $\Phi_{(-P)}^{\prime}=\rho L$;
(iii) if $\left(H_{4}\right)$ holds, then $\Phi_{\theta}^{\prime}=\eta L$.

Proof. (i) By $\left(\mathrm{H}_{2}\right)$, for any $\epsilon>0$, there exists $R>0$ such that

$$
\begin{equation*}
|g(t, \varphi)-\xi \varphi| \leq \epsilon \varphi, \quad \forall t \in[0,1], \varphi>R . \tag{19}
\end{equation*}
$$

Let $M_{R}=\max _{t \in[0,1], 0 \leq \varphi \leq R}|g(t, \varphi)|$. Then

$$
\begin{array}{r}
|(G u)(t)-\xi u(t)|=|g(t, u(t))-\xi u(t)| \leq M_{R}+\xi R+\epsilon\|u\|, \\
\forall u \in P, \quad\|u\| \geq R, \tag{20}
\end{array}
$$

and hence

$$
\begin{equation*}
\|\Phi u-\xi L u\|=\|L(G u)-\xi L u\| \leq\|L\|\left(M_{R}+\xi R+\epsilon\|u\|\right) \tag{21}
\end{equation*}
$$

which means

$$
\begin{equation*}
\liminf _{u \in P,\|u\| \rightarrow \infty} \frac{\|\Phi u-\xi L u\|}{\|u\|} \leq \epsilon\|L\| ; \tag{22}
\end{equation*}
$$

that is,

$$
\begin{equation*}
\lim _{u \in P,\|u\| \rightarrow \infty} \frac{\|\Phi u-\xi L u\|}{\|u\|}=0 \tag{23}
\end{equation*}
$$

so by Definition 3, we have $\Phi_{P}^{\prime}=\xi L$.
(ii) Similar to the proof of (i), we can prove that conclusion (ii) holds.
(iii) By $\left(\mathrm{H}_{4}\right)$, since $g(t, 0) \equiv 0, \forall t \in[0,1], \Phi \theta=\theta$. And for any $\epsilon>0$, there exists $r>0$ such that

$$
\begin{equation*}
|g(t, \varphi)-\eta \varphi| \leq \epsilon|\varphi|, \quad \forall t \in[0,1],|\varphi| \leq r \tag{24}
\end{equation*}
$$

Then

$$
\begin{equation*}
|(G u)(t)-\eta u(t)|=|g(t, u(t))-\eta u(t)| \leq \epsilon\|u\|, \tag{25}
\end{equation*}
$$

$$
\forall\|u\| \leq r
$$

and hence

$$
\begin{array}{r}
\|\Phi u-\Phi \theta-\eta L u\|=\|L(G u)-\eta L u\| \leq\|L\| \epsilon\|u\| \\
\forall\|u\| \leq r ; \tag{26}
\end{array}
$$

that is,

$$
\begin{equation*}
\lim _{\|u\| \rightarrow 0} \frac{\|\Phi u-\Phi \theta-\eta L u\|}{\|u\|}=0 \tag{27}
\end{equation*}
$$

which means $\Phi_{\theta}^{\prime}=\eta L$.

## 3. Main Results

Theorem 11. Assume that $\left(H_{1}\right)-\left(H_{4}\right)$ hold. In addition, suppose that
(i) $0<\xi<\lambda_{1}, 0<\rho<\lambda_{1}$;
(ii) there exists an odd number $n>0$ such that

$$
\begin{equation*}
\lambda_{n}<\eta<\lambda_{n+1} \tag{28}
\end{equation*}
$$

where $\lambda_{1}, \lambda_{n}$, and $\lambda_{n+1}$ are defined by (10).
Then BVP (1) has at least one nontrivial solution.
Proof. By $\left(\mathrm{H}_{2}\right)$ and $\xi>0$, there exists $c>0$ such that

$$
\begin{equation*}
g(t, \varphi) \geq-c, \quad \forall t \in[0,1], \varphi \geq 0 \tag{29}
\end{equation*}
$$

and hence by (14) and (15), we have

$$
\begin{equation*}
(\Phi u)(t)=(L G u)(t) \geq-L c, \quad \forall t \in[0,1], u \in P \tag{30}
\end{equation*}
$$

And we easily know that $L c \in P$. By $0<\rho<\lambda_{1}$, we know that there exists $d>0$ such that

$$
\begin{equation*}
0<\rho+d<\lambda_{1} . \tag{31}
\end{equation*}
$$

By $\left(\mathrm{H}_{3}\right)$ and (31), there exists $C>0$ such that

$$
\begin{equation*}
g(t, \varphi) \geq(\rho+d) \varphi-C, \quad \forall t \in[0,1], \varphi \leq 0 \tag{32}
\end{equation*}
$$

and therefore by (14) and (15), we get

$$
\begin{equation*}
(\Phi u)(t) \geq(\rho+d)(L u)(t)-L C, \quad \forall t \in[0,1], u \in(-P) \tag{33}
\end{equation*}
$$

And we easily know that $L C \in P$. By (30) and (33), we know that (7) of Lemma 5 is satisfied.

Set $\widetilde{L}=(\rho+d) L$; by (31) and Lemma 9, we have $r(\widetilde{L})=$ $(\rho+d) r(L)<\lambda_{1} r(L)=1$.

By Lemma 10, we have $\Phi_{P}^{\prime}=\xi L, \Phi_{\theta}^{\prime}=\eta L$.
By $\left(\mathrm{H}_{4}\right)$, we easily know that $\Phi \theta=\theta$. By Lemma 8 , we know that $\eta / \lambda_{1}, \eta / \lambda_{2}, \ldots, \eta / \lambda_{n}, \ldots$ are the eigenvalues of $\Phi_{\theta}^{\prime}$.

Since $\lambda_{n}<\eta<\lambda_{n+1}$ and $n>0$ is an odd number, 1 is not the eigenvalue of $\Phi_{\theta}^{\prime}$, and the sum of the algebraic multiplicities for all eigenvalues of $\Phi_{\theta}^{\prime}$, lying in the interval $(1, \infty)$, is an odd number.

By $0<\xi<\lambda_{1}$ and Lemma 9, $r\left(\Phi_{P}^{\prime}\right)=\xi L=\xi r(L)<$ $\lambda_{1} r(L)=1$.

So the conditions of Lemma 5 are satisfied. Lemma 5 assures that $\Phi$ has at least one nontrivial fixed point. So BVP (1) has at least one nontrivial solution.

Theorem 12. Assume that $\left(H_{1}\right)-\left(H_{4}\right)$ hold. In addition, suppose that
(i) $0<\xi<\lambda_{1}$;
(ii) there exist natural numbers $n_{1} \geq 1$ and $n_{2} \geq 1$ such that

$$
\begin{equation*}
\lambda_{n_{1}}<\rho<\lambda_{n_{1}+1}, \quad \lambda_{n_{2}}<\eta<\lambda_{n_{2}+1} \tag{34}
\end{equation*}
$$

where $\lambda_{1}, \lambda_{n_{1}}, \lambda_{n_{1}+1}, \lambda_{n_{2}}, \lambda_{n_{2}+1}$ are defined by (10).
Then BVP (1) has at least one nontrivial solution.

Proof. By $\left(\mathrm{H}_{4}\right)$, we easily know that $\Phi \theta=\theta$. By Lemma 10 , we have $\Phi_{P}^{\prime}=\xi L, \Phi_{(-P)}^{\prime}=\rho L, \Phi_{\theta}^{\prime}=\eta L$.

From Lemma $8, \eta / \lambda_{1}, \eta / \lambda_{2}, \ldots, \eta / \lambda_{n}, \ldots$ are the eigenvalues of the linear operator $\Phi_{\theta}^{\prime}$. Since $\lambda_{n_{2}}<\eta<\lambda_{n_{2}+1}, 1$ is not an eigenvalues of $\Phi_{\theta}^{\prime}$. Since $\lambda_{n_{1}}<\rho<\lambda_{n_{1}+1}$ and (10), we know that $\rho>\lambda_{1}>0$. So $r\left(\Phi_{(-P)}^{\prime}\right)=\rho r(L)=\rho / \lambda_{1}>1$.

By $\left(\mathrm{H}_{3}\right)$ and $\rho>0$, there exists $m>0$ such that

$$
\begin{equation*}
g(t, \varphi) \leq m, \quad \forall t \in[0,1], \varphi \leq 0 \tag{35}
\end{equation*}
$$

hence by (14) and (15), we have

$$
\begin{equation*}
(\Phi u)(t)=(L G u)(t) \leq L m, \quad \forall t \in[0,1], u \in(-P) \tag{36}
\end{equation*}
$$

Obviously, $L m \in P$. Since $0<\xi<\lambda_{1}$, there exists $h>0$ such that

$$
\begin{equation*}
0<\xi+h<\lambda_{1} \tag{37}
\end{equation*}
$$

By $\left(\mathrm{H}_{2}\right)$, there exists $M>0$ such that

$$
\begin{equation*}
g(t, \varphi) \leq(\xi+h) \varphi+M, \quad \forall t \in[0,1], \varphi \geq 0 \tag{38}
\end{equation*}
$$

so by (14) and (15), we have

$$
\begin{array}{r}
(\Phi u)(t)=(L G u)(t) \leq(\xi+h)(L u)(t)+L M \\
\forall t \in[0,1], \quad u \in P . \tag{39}
\end{array}
$$

Set $\widetilde{B}=(\xi+h) L$; by (37) and Lemma 9, we have $r(\widetilde{B})=$ $(\xi+h) r(L)<\lambda_{1} r(L)=1$. Equations (36) and (39) show that (8)of Lemma 6 are satisfied. Therefore, Lemma 6 guarantees that Theorem 12 is valid.

Theorem 13. Suppose that $\left(H_{1}\right)-\left(H_{4}\right)$ hold and $\xi=\rho=\gamma$. In addition, assume that
(i) $g(t, \varphi)$ is strictly increasing on $\varphi$;
(ii) there exists an even number $\tilde{n} \geq 2$ such that

$$
\begin{equation*}
\lambda_{\tilde{n}}<\gamma<\lambda_{\tilde{n}+1} \tag{40}
\end{equation*}
$$

(iii) $0<\eta<\lambda_{1}$,
where $\lambda_{1}, \lambda_{\tilde{n}}$, and $\lambda_{\tilde{n}+1}$ are defined by (10).
Then BVP (1) has at least three nontrivial solutions, containing a sign-changing solution.

Proof. By (13), we know that

$$
\begin{equation*}
k(\beta, s) \geq \beta(1-\beta) s(1-s), \quad \forall s \in[0,1] \tag{41}
\end{equation*}
$$

Since $k(t, s) \geq 0$ for any $t, s \in[0,1]$, by (12) and (41), we have

$$
Z(t, s) \geq \frac{\alpha t}{1-\alpha \beta} \beta(1-\beta) s(1-s) \geq \frac{\alpha \beta(1-\beta)}{1+\alpha-\alpha \beta} t s(1-s)
$$

$$
\begin{equation*}
\forall t, s \in[0,1] \tag{42}
\end{equation*}
$$

It follows from (12) that $k(\tau, s) \leq s(1-s), \forall \tau, s \in[0,1]$; so by (42) we have

$$
\begin{equation*}
Z(t, s) \geq \frac{\alpha \beta(1-\beta) t}{1+\alpha-\alpha \beta} k(\tau, s), \quad \forall \tau, t, s \in[0,1] . \tag{43}
\end{equation*}
$$

Form (13), we easily know that

$$
\begin{align*}
Z(t, s) & \geq \frac{\alpha t}{1-\alpha \beta} k(\beta, s) \geq \frac{\alpha t \tau}{1-\alpha \beta} k(\beta, s) \\
& \geq \frac{\alpha \beta(1-\beta) t}{1+\alpha-\alpha \beta} \frac{\alpha \tau}{1-\alpha \beta} k(\beta, s), \quad \forall t, \tau, s \in[0,1] \tag{44}
\end{align*}
$$

Therefore, by (43) and (44), we get

$$
\begin{equation*}
Z(t, s) \geq \zeta t Z(\tau, s), \quad \forall \tau, t, s \in[0,1] \tag{45}
\end{equation*}
$$

where $\zeta=\alpha \beta(1-\beta) / 2(1+\alpha-\alpha \beta)$.
From (45) and (15), for any $u \in P \backslash\{\theta\}$, we have that

$$
\begin{align*}
(L u)(t) & =\int_{0}^{1} Z(t, s) u(s) d s \geq \zeta t \int_{0}^{1} Z(\tau, s) u(s) d s  \tag{46}\\
& =\zeta t(L u)(\tau), \quad \forall t \in[0,1]
\end{align*}
$$

which means

$$
\begin{equation*}
(L u)(t) \geq \zeta t\|L u\| ; \tag{47}
\end{equation*}
$$

namely,

$$
\begin{equation*}
L(P \backslash\{\theta\}) \subseteq \operatorname{int} P \tag{48}
\end{equation*}
$$

By (48) and the condition (i), we know that $\Phi$ is strongly increasing; so condition (i) of Lemma 7 is satisfied.

By Lemma 10 we have

$$
\begin{equation*}
\Phi_{P}^{\prime}=\Phi_{(-P)}^{\prime}=\gamma L, \quad \Phi_{\theta}^{\prime}=\eta L \tag{49}
\end{equation*}
$$

By Lemmas 8, 9, and (49), we know that $\gamma / \lambda_{1}, \gamma / \lambda_{2}$, $\ldots, \gamma / \lambda_{n}, \ldots$ are the eigenvalues of the linear operators $\Phi_{P}^{\prime}=$ $\Phi_{(-P)}^{\prime}$. Since $\lambda_{\tilde{n}}<\gamma<\lambda_{\tilde{n}+1}$, we know that 1 is not an eigenvalue of $\Phi_{P}^{\prime}$ and $\Phi_{(-P)}^{\prime}$, and $r\left(\Phi_{P}^{\prime}\right)=r\left(\Phi_{(-P)}^{\prime}\right)=\gamma / \lambda_{1}>1$, so condition (ii) of Lemma 7 is also satisfied.

Since $g(t, 0) \equiv 0, \Phi \theta=\theta$. By (48), we know that $\Phi_{\theta}^{\prime}$ is strongly positive. By (49), Lemma 9, and $0<\eta<\lambda_{1}$, we have $r\left(\Phi_{\theta}^{\prime}\right)=\eta / \lambda_{1}<1$. So condition (iii) of Lemma 7 is satisfied.

In the following, we prove that $\Phi_{\infty}^{\prime}=\gamma L$.
In fact, by $\left(\mathrm{H}_{2}\right)\left(\mathrm{H}_{3}\right)$ and $\xi=\rho=\gamma$, for any $\epsilon>0$, there exists $\widetilde{R}>0$ such that

$$
\begin{equation*}
|g(t, \varphi)-\gamma \varphi| \leq \epsilon|\varphi|, \quad \forall t \in[0,1],|\varphi| \geq \widetilde{R} \tag{50}
\end{equation*}
$$

Let $\widetilde{M}=\max _{t \in[0,1],-\widetilde{R} \leq \varphi \leq \tilde{R}}|g(t, \varphi)|$. Then
$|(G u)(t)-\gamma u(t)|=|g(t, u(t))-\gamma u(t)| \leq \widetilde{M}+\gamma \widetilde{R}+\epsilon\|u\|$,

$$
\forall t \in[0,1], \quad\|u\| \geq \widetilde{R},
$$

and hence

$$
\begin{equation*}
\|\Phi u-\gamma L u\|=\|L(G u)-\gamma L u\| \leq\|L\|(\widetilde{M}+\gamma \widetilde{R}+\epsilon\|u\|) \tag{52}
\end{equation*}
$$

which means

$$
\begin{equation*}
\liminf _{\|u\| \rightarrow \infty} \frac{\|\Phi u-\gamma L u\|}{\|u\|} \leq \epsilon\|L\| ; \tag{53}
\end{equation*}
$$

that is,

$$
\begin{equation*}
\lim _{\|u\| \rightarrow \infty} \frac{\|\Phi u-\gamma L u\|}{\|u\|}=0 \tag{54}
\end{equation*}
$$

so we have $\Phi_{\infty}^{\prime}=\gamma L$.
By condition (ii) and Lemma 8, we know that 1 is not the eigenvalue of $\Phi_{\infty}^{\prime}$, and the sum of the algebraic multiplicities for all eigenvalues of $\Phi_{\infty}^{\prime}$, lying in the interval $(1, \infty)$, is an even number $\tilde{n}$. So condition (iv) of Lemma 7 is satisfied. Therefore, Lemma 7 guarantees that Theorem 13 is valid.

Remark 14. In [13-15], the authors considered the boundary value problem (2). In this paper, it is obvious that we generalize and improve the nonlinear term $g$, and we also obtain that BVP (1) has at least a sign-changing solution. The methods we use are different from those of [13-15]. In [18], the author has used global bifurcation theorem to obtain signchanging solutions of the boundary value problem (3), so the methods we use are different from those of [18].

## 4. Applications

In this section, some examples are given to illustrate our main results obtained in Section 3.

Consider the following second order three-point boundary value problem:

$$
\begin{gather*}
-u^{\prime \prime}(t)=g(t, u(t)), \quad 0 \leq t \leq 1, \\
u(0)=0, \quad u(1)=\frac{1}{2} u\left(\frac{1}{2}\right) . \tag{55}
\end{gather*}
$$

By simple calculations, we know that $\lambda_{1} \approx 6.9497, \lambda_{2} \approx$ 39.4784, and $\lambda_{3} \approx 98.6077$ are solutions of the following equation:

$$
\begin{equation*}
\sin \sqrt{x}=\frac{1}{2} \sin \frac{\sqrt{x}}{2} . \tag{56}
\end{equation*}
$$

## Example 1. Choose

$$
g(t, \varphi)
$$

$$
= \begin{cases}2 \varphi+(t-8) \sqrt{\varphi}, & t \in[0,1], \varphi \in[9,+\infty)  \tag{57}\\ \frac{-26+2 t}{8}(\varphi-1) & \\ +t+20, & t \in[0,1], \varphi \in(1,9) \\ 20 \varphi+t \varphi^{7 / 3}, & t \in[0,1], \varphi \in[-1,1] \\ \frac{t+2}{7}(\varphi+1)-20-t, & t \in[0,1], \varphi \in(-8,-1) \\ 3 \varphi+(t-1) \sqrt[3]{\varphi}, & t \in[0,1], \varphi \in(-\infty,-8]\end{cases}
$$

Obviously, the nonlinear term $g(t, \varphi)$ can be negative when $\varphi \geq 0$ and $\xi=2, \rho=3, \eta=20$. It is easy to know that the conditions of Theorem 11 are satisfied. So BVP (55) has at least one nontrivial solution.

Example 2. Choose

$$
\begin{align*}
& g(t, \varphi) \\
& \quad= \begin{cases}\varphi+(t-21) \sqrt{\varphi}, & t \in[0,1], \varphi \in[144,+\infty), \\
\frac{-13+t}{11}(\varphi-1) & \\
+61-t, & t \in[0,1], \varphi \in(1,144), \\
60 \varphi+(1-t) \varphi^{7 / 3}, & t \in[0,1], \varphi \in[-1,1], \\
\frac{749+3 t^{2}+2 t}{26} & \\
\times(\varphi+1)-61+t, & t \in[0,1], \varphi \in(-27,-1), \\
30 \varphi-t+t^{2} \sqrt[3]{\varphi}, & t \in[0,1], \varphi \in(-\infty,-27] .\end{cases} \tag{58}
\end{align*}
$$

It is easy to know that $\xi=1, \rho=30, \eta=60$ and the nonlinear term $g(t, \varphi)$ can be negative when $\varphi \geq 0$. The conditions of Theorem 12 are satisfied. So BVP (55) has at least one nontrivial solution.

Example 3. Choose

$$
\begin{align*}
& g(t, \varphi) \\
& \quad= \begin{cases}60 \varphi+t \sqrt{\varphi}, & t \in[0,1], \varphi \in[4,+\infty) \\
\frac{236+t}{3}(\varphi-1)+t+4, & t \in[0,1], \varphi \in(1,4), \\
3 \varphi+(1+t) \varphi^{7 / 3}, & t \in[0,1], \varphi \in[-1,1] \\
\frac{t+476}{7}(\varphi+1)-4-t, & t \in[0,1], \varphi \in(-8,-1), \\
60 \varphi+t \sqrt[3]{\varphi}, & t \in[0,1], \varphi \in(-\infty,-8]\end{cases} \tag{59}
\end{align*}
$$

Obviously, $\xi=\rho=\gamma=60, \eta=3$. It is easy to know that the conditions of Theorem 13 are satisfied. Thus BVP (55) has at least three nontrivial solutions, containing a sign-changing solution.
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