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VARIATIONAL INEQUALITIES OF ELLIPTIC AND PARABOLIC TYPE

Matthew Rudd and Klaus Schmitt¤

Abstract. This paper constitutes a short survey of existence methods for
variational inequalities of parabolic type. After discussing several illustrative
examples in detail, we discuss some of the common methods for proving exis-
tence of solutions to such problems: the translation method, Rothe’s method,
and the penalty method. As these methods rely on existence results for el-
liptic variational inequalities, we also provide a summary of basic results and
techniques for static problems.

1. INTRODUCTION

The study of evolution problems where the state of the system is subject to some
set of constraints has a long history and its beginnings are nearly simultaneous to
the early studies of variational inequalities.

Since such problems are, by their very nature, nonlinear problems, methods
complementing the semigroup theoretic approach ([4], [11], [21], [33]), used for
the study of evolution equations had to be devised. These methods are mainly
based on existence results for static variational inequalities and go back to theories
presented in [5], [6], [29], and have been discussed in detail in various other places,
e.g., [22], [39], [40].

While most of the sources already mentioned present a theory of variational
inequalities usually from some fixed point of view, we shall here present a survey
of several different ways to arrive at an existence theory.

We begin in Section 2 by presenting some illustrative examples of parabolic
variational inequalities and establish some notation to be used throughout this paper.
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We then present a brief survey and some examples of results about static elliptic
variational inequalities which will subsequently be used to derive existence results
for parabolic variational inequalities. We then discuss three standard methods for
proving existence of solutions to such problems: the translation method (Section 4),
Rothe’s method (Section 5), and the penalty method (Section 6). For more material
on parabolic variational inequalities, see [4], [17], [22], [29], [32], and [39].

2. EXAMPLES

This section presents several examples that motivate the study of parabolic vari-
ational inequalities and indicate their range of applicability. In Section 2.1, we
introduce the subject with a linear diffusion equation whose nonlinear boundary
conditions represent a semipermeable boundary. We then examine two problems for
the p–Laplacian, a parabolic obstacle problem (Section 2.2) and a nonlinear evo-
lution equation (Section 2.3). These three examples guide the way to the general
formulation of parabolic variational inequalities discussed in Section 3.

2.1. Diffusion with a semipermeable membrane

We begin with a model problem describing diffusion in a domain with a semi–
permeable boundary ([29], [32]). Let ­ ½ RN be an open bounded set with smooth
boundary ¡ , let the final time T < 1 be given, and consider the problem of finding
u = u(x; t) such that

@u

@t
¡ ¢ u = f for (x; t) 2 ­ £ (0; T);(2.1)

u(x;0) = u0(x) for x 2 ­ ;(2.2)

u ¸ 0;
@u

@º
¸ 0; and u

@u

@º
= 0 for (x; t) 2 ¡ £ (0;T );(2.3)

where ¢ is the Laplacian with respect to x. With V = H1(­ ), we look for
u 2 V = L2(0;T ;V ), the Banach space of functions v : [0; T] ! V with norm

kvkV =

µ Z T

0
kv(s)k2V dt

¶ 1=2

:(2.4)

Furthermore, we require that f(t) 2 V ¤ for a.e. t 2 (0; T) and that the initial datum
u0 2 H = L2(­ ).

The nonlinear boundary conditions (2.3) lead to this problem’s formulation as a
variational inequality. In fact, if u solves (2.1)–(2.3) and t is an arbitrarily chosen
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point in (0;T ), then u(t) clearly belongs to the closed convex set K ½ V defined
by

K = fv 2 V j v(x) ¸ 0 for x 2 ¡g:(2.5)

For any v 2 V with v(t) 2 K , multiplying both sides of (2.1) by v(t) ¡ u(t) and
integrating over ­ produces the identity

Z

­
(u0(t) ¡ f(t))(v(t) ¡ u(t))dx =

Z

­
¢ u(t)(v(t) ¡ u(t))dx;(2.6)

where we now write u0 for the derivative @u=@t, since we view u as a function of
time with values in V .

Using the divergence theorem and the boundary conditions (2.3), we have
Z

­
¢ u(t)(v(t)¡ u(t)) +ru(t) ¢r(v(t) ¡ u(t))dx

=

Z

¡
(v(t) ¡ u(t))

@u(t)

@º
dx ¸ 0;

(2.7)

from which we see that
Z

­
¢ u(t)(v(t) ¡ u(t))dx ¸ ¡

Z

­
ru(t) ¢r(v(t)¡ u(t))dx:(2.8)

Combining (2.8) with (2.6), we see that u belongs to K and satisfies the parabolic
variational inequality

Z

­
u0(t)(v(t) ¡ u(t)) +ru(t) ¢r(v(t) ¡ u(t))dx

¸
Z

­
f(t)(v(t) ¡ u(t))dx; 8 v 2 K; a:e: t 2 (0;T );

(2.9)

where K denotes the collection of functions v 2 V such that v(t) 2 K for a.e.
t 2 (0; T).

Although this cone K might appear to omit some of the boundary conditions
posed in (2.3), we will see that these two problems are indeed equivalent. To this
end, suppose that u 2 K solves (2.9), and let

v(t) = u(t)+ "³

for t 2 (0;T ), " 6= 0, and an arbitrary test function ³ 2 C1
0 (­ ). As this function

v belongs to K, we may substitute it into (2.9) to obtain the inequality

"

Z

­
(u0(t)³+ru(t) ¢r³ ¡ f(t)³) dx ¸ 0;
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which is actually the equation
Z

­

(u0(t)³ +ru(t) ¢r³ ¡ f(t)³)dx = 0;

since " may be positive or negative. In the sense of distributions, u therefore satisfies
the heat equation (2.1) in ­ £ (0;T ).

It remains to verify the boundary conditions that are not included in the definition
of K. Observe that the relationsZ

­

(u0(t)w(t) +ru(t) ¢rw(t)) dx

¸
Z

­
f(t)w(t)dx; 8w 2 K; a:e: t 2 (0; T)

(2.10)

and Z

­

(u0(t)(u(t)³) +ru(t) ¢r(u(t)³))dx

=

Z

­
f(t)(u(t)³)dx; 8³ 2 C1(­ ); a:e: t 2 (0;T );

(2.11)

follow from (2.9) by first choosing v = w+u, for w 2 K, in (2.9) and then choosing
w(t) = u(t)(1 § ³), ³ 2 C1 (­ ), j³(x)j · 1 in (2.9).

Using equation (2.1), we rewrite (2.10) as
Z

­

(u0(t)w(t) +ru(t) ¢rw(t)) dx

¸
Z

­

¡
u0(t) ¡ ¢ u(t)

¢
w(t)dx; 8w 2 K; a:e: t 2 (0; T);

which is simply
Z

­

(rw(t) ¢ru(t) + w(t)¢ u(t)) dx ¸ 0; 8w 2K; a:e: t 2 (0; T):(2.12)

We now apply the divergence theorem to (2.12) to find that
Z

¡
w(t)

@u(t)

@º
d¾ ¸ 0; 8w 2 K; a:e: t 2 [0;T ];

i.e.,
@u

@º
¸ 0 on ¡ £ (0; T):

A similar argument verifies the remaining condition; we replace f(t) in (2.11)
with u0(t) ¡ ¢ u(t) to obtain for a:e: t 2 (0;T )

Z

­
(ru(t) ¢r(u(t)³) + u(t)³¢ u(t))dx = 0; 8³ 2C1(­ );(2.13)
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to which the divergence theorem applies to deduce that
Z

¡
u(t)³

@u(t)

@º
d¾ = 0; 8³ 2 C1(­ ); a:e: t 2 (0; T):

This means precisely that

u
@u

@º
= 0 on ¡ £ (0; T):

The boundary conditions (2.3) thus hold, so the original diffusion problem may
either be formulated as the boundary value problem (2.1), (2.2), (2.3) or as the
parabolic variational inequality (2.9).

2.2. A nonlinear obstacle problem

In many problems the diffusion coefficient will not be constant but rather will
depend upon the dependent variable in some manner. A class of problems that has
received much attention in recent years is obtained by replacing the Laplacian term
in the integral (2.9) with a term corresponding to the p–Laplacian. To do so, we
let V = W1;p

0 (­ ) for p > 1, and we use W ¡ 1;q (­ ) to denote the dual of V , where
p and q are conjugate exponents, 1=p + 1=q = 1. Letting h¢;¢i denote the pairing
between these spaces, we define the operator

Ap : W1;p
0 (­ )!W ¡ 1;q(­ )

by

hApu; vi=

Z

­
jrujp¡ 2ru ¢rv dx(2.14)

for u; v 2W 1;p
0 (­ ). The operator Ap is defined by the p–Laplacian ¢ p ,

¢ p(u) = ¡ r¢(jrujp¡ 2ru):(2.15)

As in the previous section, V denotes the space L2(0;T ;V ), and K is the set of
functions v 2 V such that v(t) 2 K for a.e. t 2 (0;T ), where K ½ V is a closed
convex set to be specified below.

With this setup, we consider the problem of finding 2 K with the prescribed
initial value

u(0) = u0 2 L2(­ )(2.16)
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and such that the inequality
Z

­
u0(t)(v(t) ¡ u(t))+ jru(t)jp¡ 2ru(t) ¢r(v(t) ¡ u(t))dx

¸
Z

­
f(t)(v(t) ¡ u(t))dx

(2.17)

holds for a.e. t 2 (0;T ) and for all v 2 K, where

K = fv 2 V jv ¸ Ã g;(2.18)

for a given Ã 2W 1;p(­ ) satisfying Ã · 0 on ¡ . The closed convex set K represents
an imposed constraint determined by the obstacle Ã . The existence results to follow
guarantee a solution u 2 K of the parabolic obstacle problem (2.17) for the p–
Laplacian; we devote the remainder of this section to a description of the solution.

From the definition of the constraint set K, we see that, at any time t 2 (0;T ),
u(t) partitions ­ into the two sets

­ +(t) = fx 2 ­ ju(x; t) > Ã (x)g

and
­ 0(t) = fx 2 ­ ju(x; t) = Ã (x)g:

For " 6= 0 and any test function ³ 2 C1
0 (­ +(t)), we follow the argument given

earlier and substitute v(t) = u(t) + "³ into (2.17) to obtain
Z

­
u0(t)³ + jru(t)jp¡ 2ru(t) ¢r³ ¡ f(t)³dx = 0;(2.19)

which means that the equation

@u

@t
¡ ¢ pu = f(2.20)

holds in the sense of distributions, where ¢ p is the p–Laplacian defined above (2.15).
The solution u of the parabolic variational inequality (2.17) therefore satisfies the
partial differential equation (2.20) on

­ + =
[

t2(0;T)

­ +(t)

and equals the obstacle Ã on

­ 0 =
[

t2(0;T)

­ 0(t):
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We emphasize, however, that the boundary of ­ 0 , the free boundary for this prob-
lem, is unknown a priori. In contrast to the example in Section 2.1, this problem
cannot be recast as a classical boundary value problem. This example indicates the
role of variational inequalities in the study of free boundary problems arising from
constraints.

2.3. A nonlinear evolution equation

Using the indicator functional ÁK of the constraint set K defined by (2.18), we
can formulate the obstacle problem of the previous section as a parabolic variational
inequality over the entire space V. Specifically, u 2 V solves inequality (2.17) if
and only if it solves the inequality

Z

­

u0(t)(v(t) ¡ u(t)) + jru(t)jp¡ 2ru(t) ¢r(v(t) ¡ u(t))dx

+ÁK(v(t)) ¡ ÁK(u(t)) ¸
Z

­
f(t)(v(t) ¡ u(t))dx;

8 v 2 V; a:e: t 2 (0;T );

(2.21)

where ÁK : V ! R[ f+1g is defined by

ÁK(v) =

½
0; if v 2K;
+1; if v 62K:

(2.22)

As K is convex and closed, the functional ÁK is convex and lower semicon-
tinuous ([7], [15]). It is then natural to consider replacing ÁK in (2.21) with more
general convex lower semicontinuous functionals. To explore this idea, we define
the functional Á : V ! R[ f+1g by

Á(v) = ® ¡ 1

Z

­
jvj® dx;(2.23)

where we choose the exponent ® in accordance with the convexity requirement and
with the Rellich–Kondrachov theorem ([1], [7]):

² for p < N, ® 2 (1; p¤), where p¤ = Np
N¡ p is the Sobolev conjugate of p;

² for p ¸ N, ® 2 (1;1).

The functional Á is lower semicontinuous by Fatou’s lemma and, for ® > 1; is
Fréchet differentiable, with derivative DÁ : V ! V ¤ given by

hDÁ(u); vi =

Z

­
juj®¡ 2uv dx for u; v 2 V;(2.24)
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where h¢; ¢i denotes the pairing between V and its dual V ¤.
By the existence results in the following sections, there exists a solution u 2 V

of the corresponding variational inequality
Z

­
u0(t)(v(t) ¡ u(t))+ jru(t)jp¡ 2ru(t) ¢r(v(t) ¡ u(t))dx

+Á(v(t)) ¡ Á(u(t)) ¸
Z

­
f(t)(v(t) ¡ u(t))dx;

8v 2 V; a:e: t 2 (0; T):

(2.25)

As this holds for all v 2 V, we may substitute v(t) = u(t) + "³, for " > 0, into
(2.25) to find that u(t) satisfies

"

Z

­

u0(t)³ + jru(t)jp¡ 2ru(t) ¢r³ ¡ f(t)³ dx

+Á(u(t)+ "³) ¡ Á(u(t)) ¸ 0; 8³ 2 C1
0 (­ ):

(2.26)

Since Á is Fréchet differentiable, we have

Á(u(t) + "³) ¡ Á(u(t)) = hDÁ(u(t)); "³i+ o(k"³k):

Substituting this into (2.26) and dividing through by " yields
Z

­
u0(t)³+ jru(t)jp¡ 2ru(t) ¢r³ ¡ f(t)³ dx

+hDÁ(u(t)); ³i+
o(k"³k)

"
¸ 0; 8 ³ 2 C1

0 (­ ):
(2.27)

Letting " tend to 0 and then repeating the argument for " < 0 (which reverses
inequalities), we obtain

Z

­
u0(t)³ + jru(t)jp¡ 2ru(t) ¢r³ ¡ f(t)³ dx

+hDÁ(u(t)); ³i= 0; 8 ³ 2 C1
0 (­ ):

(2.28)

Recalling (2.24), it follows that u is a solution of the nonlinear evolution equation

@u

@t
¡ r¢(jrujp¡ 2ru) + juj®¡ 2u = f in ­ £ (0;T );(2.29)

with initial and boundary conditions

u(x; 0) = u0(x) and(2.30)

u(x; t) = 0 for x 2 ¡ :(2.31)
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In case ® = 1; the above equation (2.29) will need to be replaced by the problem

@u

@t
¡ r¢(jrujp¡ 2ru) +@(juj) 3 f in ­ £ (0; T);(2.32)

where

@juj =
8
<
:

1; if u > 0
[¡ 1;1] ; if u = 0

¡ 1; if u < 0;

(see subsequent discussion for such problems).
More general slow-fast inequality diffusion problems with differential operators

of the form
@u

@t
¡ div

¡
A(jruj2)ru¢+@Á(u);

with A a fast (or slow) growing function, arise naturally in many applications, as
well. (See Section 3, where a static problem of this type is discussed.)

Another interesting set of applications of parabolic variational inequalities in-
volving the p-Laplacian (or other nonlinear diffusion operators of the type just
mentioned), i.e., equation (2.21), is the choice of the indicator functional ÁK; where
the closed convex set K is given by

K = fu 2W 1;p
0 (­ ) : jruj · 1; a:e: x 2 ­ g:

Such problems, particularly for large values of p; serve as approximate models for
the formation of sandpiles, see e.g., [2], [16], [36].

These examples show that, by choosing different functionals Á, the formulation
(2.25) captures a wide variety of problems. The next section exploits this observa-
tion.

3. THE GENERAL PROBLEM

The progression of examples in Sections 2.1, 2.2, and 2.3 indicates a general
formulation of parabolic variational inequalities that encompasses many different
problems. Given a reflexive Banach space V and T < 1, we let V denote the
space

V = L2(0; T ;V);(3.1)

whose dual is the space

V¤ = L2(0; T; V ¤):(3.2)
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This identification of V¤ is only possible because the underlying space V is reflexive
([8], [12]). These are standard function spaces in the treatment of evolution prob-
lems ([8], [11], [29], [39]). We require further that V be continuously embedded
in some Hilbert space H, so that duality yields the pivot space structures

V ,! H ,! V ¤ and V ,!H ,!V¤ ;(3.3)

where H= L2(0;T ;H). Two consequences of (3.3) will be important for us ([39]);
first, the embedding

W := fv 2 V j v0 2 V¤g ,! C ([0; T ];H)(3.4)

holds, which shows that initial data in the Hilbert space H are appropriate for the
problems that we discuss. Moreover, for functions v 2W, we have

d

dt
k v(t)k2V = 2

Z

­
v0(x; t) v(x; t)dx:(3.5)

In addition to these spaces, we have an operator A : V ! V ¤ that satisfies
certain monotonicity and continuity conditions corresponding to the operators that
arise in elliptic variational inequalities. To make the notation less cumbersome, we
henceforth let a(¢;¢) denote the form corresponding to A, i.e.,

a(u;v) := hAu;vi; for u;v 2 V;

where h¢; ¢i denotes the pairing between V ¤ and V . With this notation, we recall
the definitions of the relevant properties of A ([29], [39]):

Definition 3.1. An operator A : V ! V ¤ is

² monotone if

a(u ¡ v; u ¡ v) ¸ 0; 8 u; v 2 V;(3.6)

and strictly monotone if equality forces u = v.

² hemicontinuous if the map

t 7! a(u + tv;v)

is continuous for each u; v 2 V .

² pseudomonotone if A is bounded and such that
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un * u and lim supa(un;un ¡ u) · 0
imply

a(u; u ¡ v) · liminf a(un; un ¡ v); 8 v 2 V:
(3.7)

As shown in [29], pseudomonotonicity ensures that A is a continuous map from
V to V ¤ , where V is endowed with its norm topology and V ¤ is given the weak
topology. Although we explicitly assume pseudomonotonicity of A in the problem
(3.10) stated below, it suffices to verify monotonicity and hemicontinuity, as these
two properties immediately imply that A is pseudomonotone ([29], [39]). As a
specific example, simple calculations show that the operator Ap; induced by the
p–Laplacian and introduced in Section 2.2, is monotone and hemicontinuous, so it
fits the framework outlined here.

Finally, we are given a functional Á : V !R [ f+1g which is convex, lower
semicontinuous with respect to the topology of V , and whose effective domain
D(Á),

D(Á) := fv 2 V j Á(v)< +1g;(3.8)

is nonempty.
Note that the integrals occurring in the preceding parabolic variational inequali-

ties gave the explicit action of V ¤ on V . For conciseness, as in the definition of the
form a(¢;¢) corresponding to A, we therefore use h¢;¢i to denote the pairing between
V ¤ and V , so that the following is the generalization of the problems considered in
Sections 2.1, 2.2, and 2.3:

Problem 3.2. Let the spaces V; H; V; and H be as described above. Suppose
that the pseudomonotone operator A : V ! V ¤ and the convex lower semicontin-
uous functional Á : V ! R [ f+1g; with D(Á) nonempty; satisfy the coercivity
condition

lim
kvk!1

a(v; v ¡ v0) + Á(v)

kvk = 1;(3.9)

for some v0 2 D(Á). We seek u 2 V such that the parabolic variational inequality

hu0(t) ¡ f(t); v(t)¡ u(t)i+a(u(t); v(t) ¡ u(t))

+Á(v(t))¡ Á(u(t)) ¸ 0; 8v 2 V; a:e: t 2 (0; T)
(3.10)

holds and such that u has the prescribed initial value

u(x;0) = u0(x) 2 H:(3.11)

A solution u of (3.10) necessarily belongs to the effective domain of the func-
tional Á. Although we did not mention the coercivity condition (3.9) in the previous
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examples, such conditions arise naturally in minimization problems. They are typ-
ically used to guarantee that certain approximate solutions form a bounded set; for
spaces in which bounded sets are precompact, we may then extract a convergent
subsequence (in the relevant topology) and try to show that the corresponding limit
solves the problem in question.

4. ELLIPTIC VARIATIONAL INEQUALITIES

We will assume some familiarity with the theory of elliptic variational inequal-
ities, which serves as a foundation for the results to follow. However, in order to
attain a semblance of self-containment, we shall briefly review and present some of
the main results on elliptic variational inequalities which we shall employ subse-
quently in our review of the basic existence theory of variational inequalities which
are of evolution type.

4.1. Existence results

Throughout we shall assume that V is a real Banach space with its topological
dual denoted by V ¤; and the pairing between V ¤ and V; by h¢; ¢i. Let

F : V ! R [ §1 = [¡ 1;1]

be a functional with effective domain

D(F) = fu 2 V j F(u) 6= § 1g:

A point u¤ 2 V ¤ is called a subgradient for the functional F at the point u provided
that u 2 D(F) and

F (v) ¸ F(u) + hu¤; v ¡ ui; 8v 2 V:(4.1)

The set of all subgradients at a point u 2D(F) is denoted by @F (u) and called the
subdifferential of F at the point u: (Concerning the properties of the subdifferential
for convex functions, we refer the reader to [35] and [40].)

We shall state and prove here, one of the basic results relating minimization
problems with variational inequalities. To this end we shall assume that the func-
tional F has the following properties:

F;J; j : V ! (¡ 1;1]

where F has the form
F = J + j;
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where J and j are functionals which are lower semicontinuous with respect to a
topology ¿, i.e., the sets

fu j J(u) · ag; fu j j(u) · ag

are closed with respect to ¿ for each a 2 R. Further we assume that F is coercive,
i.e., that

F(u) !1; as kuk ! 1;

and that bounded subsets of V are precompact with respect to the topology ¿.
The topologies ¿ most frequently employed are the weak topology, in case V is

a reflexive space, or the weak star topology, in case V is the dual of a separable
space. In what is to follow, examples for both cases will be of interest.

We have the following result. We also give a brief sketch of a proof.

Theorem 4.1. Assume the above conditions and that J is convex and D(J) 6=
;; D(j) = V; with j Gâteaux differentiable, with Gâteaux derivative j0(u). Then
there exists u 2 D(J) such that

F(u) = min
v2V

F(v)

and

0 2 @J(u) + j0(u);(4.2)

or equivalently that

J(v) ¡ J(u) + hj0(u); v ¡ ui ¸ 0; 8v 2 V:(4.3)

It follows from the assumptions on F (particularly the assumption of lower
semicontinuity and coercivity) that F is bounded below, say,

¡ 1< ® := inf
v2V

F(v):

We thus obtain a bounded sequence fung with

F(un)! ®;

and therefore a subsequence funjg such that, with respect to the topology ¿,

unj ! u;

and
F (u) = ®:
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Therefore

F(u) = J(u) + j(u) · F (v) = J(v)+ j(v); 8v 2 V:

Hence, for t > 0 and v 2 V < we obtain

0 · 1

t
(J(u+ t(v ¡ u)) ¡ J(u)) +

1

t
(j(u + t(v ¡ u)) ¡ j(u)) ;

and, using the convexity of J and the differentiability of j; we obtain

0 · J(v) ¡ J(u) + hj0(u); v ¡ ui+ 1

t
o(t);

from which follows (4.3) and thus, by definition of the subdifferential,

¡ j0(u) 2 @J(u);

i.e., we also have (4.2).
For monotone mappings we have another fundamental result ([29]), known as

the Browder–Minty Theorem. It is the following:

Theorem 4.2. Let V be a reflexive Banach space; and let A : V ! V ¤ be a
monotone hemicontinuous mapping which is bounded. Let Á be a convex, lower
semicontinuous functional from V to R [ f1g with nonempty effective domain
D(Á). Finally, suppose that A and Á satisfy the coercivity condition

lim
kuk!1

hAu;u ¡ u0i+ Á(u)

kuk = 1;(4.4)

for some u0 2 D(Á). Then; for all f 2 V ¤; there exists a solution u 2 V of the
variational inequality

hAu ¡ f; v ¡ ui+ Á(v) ¡ Á(u) ¸ 0 8v 2 V:(4.5)

The solution is unique, whenever A is strictly monotone.

We point out important special cases of the above theorems, when in the case
of Theorem 4.1 the functional j and in the case of Theorem 4.2 the functional Á
are the indicator functionals of a convex set K in V , i.e.,

Á(u) =

½
0; for u 2K

1; for u 62K;
(4.6)

with the set K closed with respect to either the topology ¿ (Theorem 4.1) or the
topology of V (Theorem 4.2).
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In these cases, the solution u of the variational inequality (4.5) clearly belongs
to the set K ; such sets K typically correspond to obstacles, unilateral constraints,
or certain boundary conditions.

For more information on static variational inequalities, we refer to [3], [9], [14],
[17], [23], [24], [27], [28], [37], and the references which they provide.

4.2. An example

Let us consider the boundary value problem
½ ¡ div(A(jruj2)ru) +F (x;u) = 0; in ­

u = 0; on @­ ;
(4.7)

where ­ ½ RN is a bounded domain with smooth boundary.
Let

Á : R! R; Á(s) = A(s2)s:

Then, if Á(s) = jsjp¡ 1s; p > 1; problem (4.7) is the stationary equation corre-
sponding to some of the problems indicated in the previous section, and is fairly
well understood and a great variety of existence results are available. These results
are usually obtained using variational methods, monotone operator methods or fixed
point and degree theory arguments in the Sobolev space W 1;p

0 (­ ): If, on the other
hand, we assume that Á is an odd nondecreasing function such that:

Á(0) = 0; Á(t)> 0; t > 0;

lim
t!1

Á(t) = 1;

and
Á is right continuous;

then a Sobolev space setting for the problem is not appropriate. The first general
existence results using the theory of monotone operators in Orlicz-Sobolev spaces
were obtained in [13] and in [19], [20]. Other recent work that puts the problem
into this framework is contained in the papers [10] and [18].

We assume that F : ­ £ R !R is a Carathéodory function that satisfies certain
growth conditions to be specified later.

A natural way of formulating the boundary value problem is a variational in-
equality formulation of the problem in a suitable Orlicz-Sobolev space. In order to
do this we shall have need of some facts about Orlicz-Sobolev spaces which we
shall give now.

Let us put © (t) =
R t
0 Á(s)ds; t 2 R. Then © is a Young (or N-) function

(cf. [1], [25], [26]). Also, following these references, we denote by © the conjugate
Young function of © ; i.e.,

© (t) = supfts ¡ © (s) : s 2 Rg;
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and by © ¤ the Sobolev conjugate of © ; i.e.,

(© ¤)¡ 1(t) =

Z t

0

© ¡ 1(s)ds

s
N+1
N

ds;(4.8)

provided that
Z 1

1

© ¡ 1(s)ds

s
N+1
N

ds =1:(4.9)

Let © be a Young function. The Orlicz class ~L© := ~L© (­ ) is the set of all
(equivalence classes) of measurable functions u defined on ­ such that

Z

­
© (ju(x)j)dx <1:

The Orlicz spaceL© := L© (­ ) is the linear hull of ~L© , i.e., the set of all measurable
functions u on ­ such that

Z

­

©

µ ju(x)j
k

¶
dx <1; for some k > 0:

Then L© is a Banach space when equipped with the norm (the Luxemburg norm)

kuk© = inf

½
k > 0 :

Z

­
©

µ juj
k

¶
dx · 1

¾
;

or the equivalent norm (the Orlicz norm)

kuk(© ) = sup

½ ¯̄
¯̄
Z

­

uvdx

¯̄
¯̄ : v 2 ~L© ;

Z

­

© (jvj)dx · 1

¾
:

If © 1 and © 2 are two Young functions, one writes

© 1 · © 2;

provided there exist constants t0 and k such that

© 1(t) · © 2(kt); t ¸ t0;

and one says that © 1 and © 2 are equivalent whenever

© 1 · © 2 and © 2 · © 1:

If © 1 and © 2 are equivalent, then they determine the same Orlicz space. Also, it is
the case that the imbedding

L© 2 ,! L© 1;
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is continuous, whenever © 1 · © 2 .
The closure of L1 in L© is denoted by E© , which is a separable Banach space.

The Orlicz-Sobolev space W 1L© := W 1L© (­ ) is the set of all u 2 L© such that
the distributional derivatives @iu = @u

@xi
, i = 1;¢¢¢ ;N; are also in L© . This is a

Banach space with respect to the norm

kuk1;© = kukW1L©
= kuk© +

NX

i=1

k@iuk© :

It is known (cf. [25], [34]) that L© is the dual space of E© , i.e.,

L© = (E© )¤ ; and L© = (E© )¤:

The space W 1E© is defined similarly.
We denote by W 1

0L© the closure of C1
0 (­ ) with respect to the weak* topology.

We also mention a notion of relative growth of Young functions which will play
a role in our considerations (cf. [1], [25], [26]). A Young function © 1 is said to
grow essentially more slowly than another Young function © 2, abbreviated by

© 1 ¿ © 2;

if
lim
t!1

© 1(t)

© 2(kt)
= 0; 8k > 0:

Now, we formulate and extend (4.7) as a variational inequality in a suitable
Orlicz-Sobolev space.

Multiplying both sides of (4.7) by v 2 C1
0 (­ ) and integrating by parts (provided

these integrations may be performed), we see that the weak form of (4.7) is
Z

­
A(jruj2)ru ¢rvdx+

Z

­
F (x;u)vdx = 0:(4.10)

A natural choice of the space of test functions v is, of course, W 1
0L© . However,

the mapping u 7!L(u), where

hL(u); vi =

Z

­

A(jruj2)ru ¢rvdx; v 2W 1
0L© ;

is not necessarily defined on the whole space, we, hence, formulate (4.10) as a
variational inequality.

Consider the functional

J : W1
0 L© !R [ f1g; J(u) :=

Z

­
© (jruj)dx:
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Since @©
@»i

(j»j) = A(j»j2)»i, i = 1; : : : ; N; we have, at least formally,

hJ0(u); vi=

Z

­

NX

i=1

A(jruj2)@i u@ivdx =

Z

­
A(jruj2)ru ¢rvdx:

Let us now assume that F satisfies the growth condition

jF(x; s)j · B(x) + jª 0
0(s)j; s 2R; x 2 ­ ;(4.11)

where ª 0 is a differentiable Young function such that ª 0 is strictly convex,

ª 0 ¿ © ¤ ;(4.12)

and

B 2 Lª 0
:(4.13)

We then may, for u 2W 1L© , define k(u) 2 (W 1L© )¤ by

hk(u); vi :=

Z

­
F (x;u)vdx; 8v 2W1L© :

The following lemma holds (see [27]):

Lemma 4.3. The mapping

k : W1L© ! (W1L© )¤

is continuous.

In many situations, it is more convenient to work in an Orlicz space which lies
between L© ¤ and Lª 0 . We choose a Young function ª such that

ª 0 ¿ ª ¿ © ¤:(4.14)

We can replace, because of this ordering, © ¤ by ª in the proof of Lemma 4.3 and
obtain:

Lemma 4.4. If u 2 Lª ; then Ã 0(u) 2 Lª 0
and

F(¢; u) 2Lª 0
½ Lª :(4.15)

Moreover,

kF (¢; u)kª · CkF(¢;u)kª 0
· kBkª 0

+ kÃ 0(juj)kª 0
:
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We also have:

Lemma 4.5. If u 2 Lª ; then F(¢; u) 2Lª . The mapping

k : u 7! k(u) = F(¢;u)

is continuous and bounded from Lª to Lª :

Thus one may formulate (4.10) (at least formally) as the equation:

J0(u) + k(u) = 0:(4.16)

However, J is not differentiable in general (J is not even defined on the whole
space W1

0 L© ; since J assumes, in general, finite values only on a convex, nondense
subset of W 1

0L© ). On the other hand, since J is convex and lower semicontinuous
(as will be stated later), we replace (4.16) by the inclusion

0 2 @J(u) + k(u);(4.17)

where @J is the subdifferential of J ; this, in turn, is equivalent to the variational
inequality

½
J(v)¡ J(u) + hk(u); v ¡ ui ¸ 0; 8v 2W1

0 L©

u 2W 1
0L© :

(4.18)

The advantage of this formulation is that solutions of (4.17) are included in the
effective domain of the functional J ,

D(J) =
n
u 2W 1

0L© : J(u) =

Z

­
© (jruj)dx <1

o
:

We therefore may consider (4.18) as the variational inequality formulation of
(4.10) (and hence (4,7)).

We now proceed to discuss the existence of solutions of (4.18) and more general
inequalities. We first provide some properties of the functional J; (see again [27]).

Lemma 4.6. The functional J is convex and lower semicontinuous on W 1L© .
If © is strictly convex, then J is strictly convex on W 1

0L© .

In what follows, we consider the following variational inequality associated with
the boundary value problem (4.18):

½
J(v) ¡ J(u) + hk(u); v ¡ ui ¸ 0; 8v 2K
u 2 K;

(4.19)
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where K is a convex subset of W 1
0 L© , closed with respect to the weak¤ topology

and 0 2 K (in the case K = W 1
0L© , (4.19) reduces to (4.18)).

We consider the problem that k is independent of u:
½

J(v) ¡ J(u) + hk; v ¡ ui ¸ 0; 8v 2 K
u 2 K;

(4.20)

with k 2Lª , hk;vi =
R
­ kvdx, v 2W 1

0L© .
We may rewrite (4.20) as

½
J(v) + hk; vi ¸ J(u) + hk;ui; 8v 2K
u 2 K;

and see that u solves (4.20) if and only if u is a minimizer of the problem

min
v2K

[J(v)+ hk;vi]:(4.21)

We will indicate why (4.21) has a solution.
To accomplish this we shall, in what follows, make the additional assumption:

² © satisfies a ¢ 2 condition at infinity (cf. [25]), which has as a consequence
that L© = E© .

It follows from the work in [19] that in the space W 1
0L© a Poincaré inequality

holds and consequently that kjrujk© furnishes an equivalent norm for W 1
0L© : Thus

for u 2W 1
0 L© we shall henceforth use

kuk := kjrujk© :

We have the following lemma ([27]):

Lemma 4.7. The functional J is sequentially lower semicontinuous with respect
to the weak¤ topology of W1

0 L© and is coercive in the sense that

J(u)

kuk ! 1; as kuk !1:(4.22)

From this lemma, and Theorem 4.1 we obtain the following result:

Theorem 4.8. For each k 2 Lª (½ (W 1
0L© )¤); the set Uk of solutions of

(4:21) (and thus of (4:20)) is nonempty; convex; and bounded in W 1
0L© ; and thus

precompact in Lª . The solution set is a singleton; whenever © is strictly convex.

In case k is dependent upon u; various assumptions may be imposed on k in
order that Theorem 4.1 may be applied to deduce the existence of a solution of
(4.19). We remark that conditions have been given in [10] guaranteeing that k = j0

for some functional j:
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5. THE TRANSLATION METHOD

The translation method, introduced by Brézis and Lions ([5], [29]), was one of
the first techniques used to establish the existence of solutions to parabolic varia-
tional inequalities. This approach exploits the fact that the operator ¡ d=dt generates
the semigroup of translations ([33], [38]), which leads naturally to a difference ap-
proximation scheme.

The resulting technique does not apply to problem (3.10) as stated in Section 3,
due to its requirement that u0(t) belong to V ¤ for a.e. t 2 (0;T ). To eschew this
smoothness assumption, we introduce a weak formulation of parabolic variational
inequalities in Section 5.1. We use the translation method to prove the existence of
weak solutions of (3.10) and then address the question of when such weak solutions
actually solve (3.10).

5.1. Weak solutions of parabolic inequalities

If u 2 V solves problem (3.10), then we clearly have

hv0(t)¡ f(t); v(t) ¡ u(t)i+ a(u(t); v(t) ¡ u(t))

+Á(v(t)) ¡ Á(u(t)) ¸ hv0(t) ¡ u0(t); v(t) ¡ u(t)i;
8 v 2 V; a:e: t 2 (0;T ):

(5.1)

It follows upon integrating inequality (5.1) from 0 to T and using (3.5),
Z T

0

hv0(t) ¡ u0(t); v(t) ¡ u(t)idt

=
1

2
k v(T) ¡ u(T)k2

V ¡ 1

2
k v(0) ¡ u(0)k2V :

we obtain
Z T

0

¡hv0(t) ¡ f(t); v(t) ¡ u(t)i+a(u(t); v(t) ¡ u(t))
¢
dt

+© (v) ¡ © (u) ¸ 0; 8v 2 V with v(0) = u0;
(5.2)

where © : V ! R [ f1g is the convex lower semicontinuous functional defined
by

© (v) =

Z T

0
Á(v(t))dt for v 2 V:(5.3)

The effective domain D(© ) of © is defined as in (3.8).
The problem of finding u 2 V such that (5.2) holds is the weak version of

the parabolic variational inequality (3.10), and u is correspondingly referred to as
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a weak solution. A natural question, then, is when a weak solution actually solves
the strong formulation (3.10).

Before proceeding, we establish some notation and some ancillary facts. For
each t > 0, let S(t) denote translation by t, i.e.,

S(t)(u(s)) = u(s ¡ t) for u 2 V;

from which we obtain the important family of operators
½
I ¡ S(t)

t
; t > 0

¾
:(5.4)

By virtue of the pivot space structure (3.3) and the fact that fS(t)g is a semigroup
of contractions, we find that the operators (5.4) are monotone:

1

t
h(I ¡ S(t))v; viV =

1

t
h(I ¡ S(t))v; vH ¸ 0;(5.5)

where the first pairing is between V¤ and V and the second is between H and itself.
Letting t ! 0 in (5.5) shows that

hv0; viV ¸ 0; 8 v 2 V \D(d=dt):(5.6)

In addition to these monotonicity results, the following compatibility of the
semigroup fS(t)g with the effective domain of © plays a key role in the translation
method. We require D(© ) to be invariant under fS(t)g, i.e.,

S(t)(D(© )) ½ D(© ) for t > 0:(5.7)

An important consequence of condition (5.7) is that, for each v 2 D(© ), the se-
quence fv® g defined by

v® =

µ
I + ®

d

dt

¶ ¡ 1

v; for ® > 0;(5.8)

belongs to D(© ) \D(d=dt) and satisfies

lim
®!0

v® = v; hv0® ; v® ¡ viV · 0:(5.9)

Finally, for t > 0, we define the mapping At : V ! V ¤ by

At =
I ¡ S(t)

t
+ A;

with the corresponding form at(¢;¢),

at(u;v) = hAtu; vi; for u;v 2 V:
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5.2. Existence of weak solutions

We now prove the following result ([5]):

Theorem 5.1. Let the spaces V; H; V; and H be as described above. Suppose
that the pseudomonotone operator A : V ! V ¤ and the convex lower semicontin-
uous functional Á : V ! R [ f+1g; with D(Á) nonempty; satisfy the coercivity
condition

lim
kvk!1

a(v;v ¡ v0) + Á(v)

kvk = 1(5.10)

for some v0 2 D(Á). Further; suppose that the semigroup of translations fS(t)g
and D(© ) satisfy the compatibility condition (5:7); where © is defined by (5:3).
Then, for each f 2 V¤; there exists u 2D(© ) such that

Z T

0

¡hv0(s)¡ f(s); v(s) ¡ u(s)i+ a(u(s); v(s) ¡ u(s))
¢
ds

+© (v) ¡ © (u) ¸ 0; 8v 2 D(© ) \D(d=dt) with v(0) = u0:
(5.11)

Proof. First, note that the operator At inherits the pseudomonotonicity and
coercivity conditions of A, thanks to the monotonicity results verified in Section
5.1. One first verifies that the following variational inequality

Z T

0
(at(ut(s); v(s) ¡ ut(s)) ¡ hf(s); v(s) ¡ ut(s)i)ds

+© (v) ¡ © (ut) ¸ 0; 8v 2 V:
(5.12)

is an elliptic variational inequality of the type discussed in Section 4 and hence that
the Browder–Minty theorem, Theorem 4.2, may be applied to deduce the existence
of a solution ut 2 D(© ) of (5.12). Using the definition of At, we thus obtain
futg ½ D(© ) such that

Z T

0

DI ¡ S(t)

t
ut(s) ¡ f(s); v(s)¡ ut(s)

E
ds

+

Z T

0
a(ut(s); v(s) ¡ ut(s)) ds+ © (v) ¡ © (ut) ¸ 0; 8v 2 V:

(5.13)

The variational inequality (5.13) and the coercivity condition (3.9) show that
futg is bounded. Consequently we may assume that

ut *u 2K and Aut *g 2 V ¤:

The convergence of fAutg follows from the boundedness of A.
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We now show that the weak limit u solves (5.2). Due to the monotonicity of
the operators (5.4), the inequality

Z T

0

DI ¡ S(t)

t
v(s) ¡ f(s); v(s) ¡ ut(s)

E
ds

+

Z T

0
a(ut(s); v(s)¡ ut(s))ds+© (v) ¡ © (ut) ¸ 0; 8v 2 V :

(5.14)

follows from (5.13). By adding
R T
0 a(ut(s); v(s) ¡ u(s))ds to both sides of (5.14)

and rearranging terms, we have

Z T

0

DI ¡ S(t)

t
v(s) ¡ f(s); v(s) ¡ ut(s)

E
ds

+

Z T

0
a(ut(s); v(s) ¡ u(s))ds +© (v) ¡ © (ut)

¸
Z T

0
a(ut(s);ut(s) ¡ u(s))ds 8v 2 V:

(5.15)

Hence,

limsup
t!0

Z T

0
a(ut(s);ut(s) ¡ u(s))ds

·
Z T

0
hv0(s) ¡ f(s); v(s) ¡ u(s)ids

+© (v) ¡ © (u); 8 v 2 V:

(5.16)

For each ® > 0, define u® as in (5.8). We may then substitute v = u® into
(5.16) to obtain

lim sup
t!0

Z T

0
a(ut(s); ut(s) ¡ u(s))ds

·
Z T

0
hu0® (s)+ g(s) ¡ f(s); u® (s) ¡ u(sids

+© (u® ) ¡ © (u);

(5.17)

because of (5.9). Letting ® ! 0; we deduce

lim sup
t!0

Z T

0

a(ut(s);ut(s)¡ u(s)) ds · 0:(5.18)
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Hence, by the pseudomonotonicity of A; we obtain that
Z T

0
a(u(s);u(s) ¡ v(s))ds

· lim inf
t!0

Z T

0
a(ut(s); ut(s) ¡ v(s))ds; 8 v 2 V:

(5.19)

Combining (5.19) with inequality (5.16), we find that
Z T

0
a(u(s);u(s) ¡ v(s))ds

·
Z T

0

hv0(s) ¡ f(s); v(s)¡ u(s)i ds+ © (v) ¡ © (u); 8 v 2 V;

which is precisely the parabolic variational inequality (5.2).
Since all of the examples considered in Section 2 satisfy the requirements of

Theorem 5.1, we have established the existence of weak solutions to all of these
problems. Of course, one would like to know whether these weak solutions satisfy
the original strong formulation (3.10).

We refer to [5] where some such results are discussed.

6. ROTHE’S METHOD

Rothe’s Method ([22], [31], [41]), also known as the method of lines or the
method of semidiscretization, is an extension of the backward Euler scheme for
parabolic equations and is a powerful tool in both the theoretical and numerical
analyses of evolution problems. To illustrate the method, we use it to solve the
sample parabolic variational inequality (2.9) discussed in Section 2.1:

Problem: Find u 2 K with u(0) = u0 2 H and such that

hu0(t); v(t) ¡ u(t)i+ a(u(t); v(t) ¡ u(t)) ¸ 0; 8v 2K; a:e: t 2 (0; T);(6.1)

where

K = fv 2 V jv(x) ¸ 0 for x 2 ¡g;(6.2)

and K consists of those v 2 V such that v(t) 2 K for a.e. t 2 (0;T ), and a(¢; ¢) is
the form

a(u;v) =

Z

­
ru ¢rv dx for u; v 2 V:

As mentioned earlier, this problem models diffusion in a domain with a semiper-
meable boundary.
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The first step of Rothe’s method is to partition the time interval [0;T ] into n
equal subintervals [ti¡ 1; ti], where i = 1;2; : : : ;n, ti = ih, and h is the mesh width
T
n . For each i = 1; 2; : : : , we consider the problem of finding a solution ui 2 K
of

Dui ¡ ui¡ 1

h
; v ¡ ui

E
+ a(ui; v ¡ ui) ¸ 0; 8 v 2 K:(6.3)

with
u0 = u0(x); x 2 ­ :

Rewriting inequality (6.3) in the form

1

h
hui; v ¡ uii+a(ui; v ¡ ui) ¸ 1

h
hui¡ 1; v(t) ¡ ui(t)i; 8v 2K;(6.4)

and observing that ui¡ 1 is known at each step, we see that (6.3) is an elliptic
variational inequality for the bilinear form

u;v 7¡! 1

h

Z

­
uv dx +

Z

­
ru ¢rv dx(6.5)

defined on V £ V . For n large, the coefficient 1=h is large, so the form (6.5)
satisfies the coercivity condition (4.4) with v0 = 0. Our basic existence result (4.2)
therefore applies to the elliptic variational inequality (6.3) to guarantee a solution
ui 2K .

We thus obtain n autonomous functions ui 2 K , i = 1; : : : ;n, that may be
combined to form Rothe’s function, a proposed approximate solution of the original
parabolic variational inequality:

un(x; t) = ui¡ 1(x) +
t ¡ ti¡ 1

h
(ui(x) ¡ ui¡ 1(x)); t 2 [ti¡ 1; ti]:(6.6)

Observe that Rothe’s function un(x; t) is linear in time over each subinterval
[ti¡ 1; ti]; the time variable plays the role of a homotopy parameter connecting ui¡ 1

at time ti¡ 1 to ui at time ti.
To show that un(x; t) converges to a solution u(x; t) of (6.1) as n ! 1,

we establish some necessary estimates and then apply the Arzelà–Ascoli Theorem.
Thus, for j ¸ 2, we take v = uj in the inequality (6.3) for i = j ¡ 1 and v = uj¡ 1

in the inequality for i = j to produce
Duj¡ 1 ¡ uj¡ 2

h
; uj ¡ uj¡ 1

E
+ a(uj¡ 1;uj ¡ uj¡ 1) ¸ 0;(6.7)

Duj ¡ uj¡ 1

h
; uj¡ 1 ¡ uj

E
+a(uj ;uj¡ 1 ¡ uj) ¸ 0:(6.8)
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Adding inequalities (6.7) and (6.8) yields

1

h
kuj ¡ uj¡ 1k2 + kr(uj ¡ uj¡ 1)k2 · 1

h
huj¡ 1 ¡ uj¡ 2; uj ¡ uj¡ 1i;(6.9)

from which we obtain

kuj ¡ uj¡ 1k2 +2hkr(uj ¡ uj¡ 1)k2 · kuj¡ 1 ¡ uj¡ 2k2; j ¸ 2(6.10)

by applying the Cauchy–Schwarz inequality and using the elementary inequality
2ab · a2 + b2. The norm k ¢k being used here is the norm of H = L2(­ ).

For the case j = 1, we choose v = u0 in (6.3) to get

1

h
ku1 ¡ u0k2 + kr(u1 ¡ u0)k2 · jhru0;r(u1 ¡ u0)ij:

If the initial datum u0 belongs to H2(­ )\H1
0(­ ), integration by parts reveals that

jhru0;r(u1 ¡ u0)ij · jh¢ u0;u1 ¡ u0ij · k¢ u0k ku1 ¡ u0k;

so that we have the basic bound
°°°u1 ¡ u0

h

°°° · k¢ u0k:(6.11)

Combining this estimate with inequality (6.10) shows that
°°°ui ¡ ui¡ 1

h

°°° · C; i = 1; 2; : : : ; n;(6.12)

for some constant C that is independent of n. Upon choosing v = ui in (6.3), a
similar uniform bound involving the norm of V follows:

kuikV · C i = 1;2; : : : ;n:(6.13)

These bounds provide a uniform estimate on the derivative u0n, since

u0n =
ui ¡ ui¡ 1

h
:

Thus, (6.12) says that

ku0nk · C for t 2 [0; T];(6.14)

which immediately gives the equicontinuity result

jun(t) ¡ un(¿)j · C jt ¡ ¿j; for t; ¿ 2 [0; T]
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for the family fung, n 2 N. The Arzelà–Ascoli Theorem and the compact em-
bedding of H1

0 (­ ) into L2(­ ) then guarantee that un converges to some function
u in the space C([0;T ];L2(­ )). In fact, u is Lipschitz continuous and therefore
differentiable almost everywhere in [0; T].

It remains to show that the limit u solves the parabolic variational inequality
(6.1). To accomplish this, we next define un(t) to be the step function

un(t) = ui for t 2 [ti¡ 1; ti]:(6.15)

It follows from (6.13) that fung has a subsequence that converges weakly in H1
0 (­ ),

which we relabel as fung. Moreover, (6.12) yields the bound

jun(t) ¡ un(t)j · C

n
;

from which it follows that the weak limit of this sequence is u. By exploiting
the bound (6.14) in a similar fashion, we see that u0n converges weakly to u0 in
L2(0;T ;L2(­ )).

In terms of un and un, the elliptic variational inequality (6.3) is

hu0n(t); v(t) ¡ un(t)i+a(un(t); v(t) ¡ un(t)) ¸ 0; 8 v 2K;(6.16)

which holds almost everywhere in [0; T]. For arbitrary points ¿1 and ¿2 in [0; T],
integrating (6.16) from ¿1 to ¿2 gives

Z ¿2

¿1

hu0n(t); v(t) ¡ un(t)i+ a(un(t); v(t) ¡ un(t))dt ¸ 0; 8v 2 K:(6.17)

Taking liminf as n!1 in this inequality, we have
Z ¿2

¿1

hu0(t); v(t) ¡ u(t)i+ a(u(t); v(t) ¡ u(t))dt ¸ 0; 8v 2K;(6.18)

since un ! u and u0n ! u in L2(0;T ;L2(­ )) and the bilinear form a(¢;¢) is weakly
lower semicontinuous. As (6.18) holds for any ¿1 and ¿2, the parabolic variational
inequality (6.1) follows, proving that u is the desired solution.

Rothe’s method for parabolic variational inequalities (3.10) may thus be sum-
marized as the following algorithm:

² For a given integer n, divide the time interval [0; T] into equal intervals of
width h = T

n .

² For each i = 1; : : : ; n, obtain a solution ui 2 K of the elliptic variational
inequality
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Dui ¡ ui¡ 1

h
¡ f; v ¡ ui

E
+ a(ui; v ¡ ui) ¸ 0 8v 2 K;(6.19)

where ui¡ 1 2 K is known.

² Construct Rothe’s function un(x; t) (6.6) and prove that fung converges to a
solution u of (3.10) as n!1.

The first two steps of this procedure are simple, as long as there are existence
results for elliptic variational inequalities involving the particular operator A and
the function spaces in question. The details of the third step, however, will depend
heavily on the particular problem under consideration. A general result that follows
from an application of Rothe’s method is the following ([22]):

Theorem 6.1. Let the spaces V; H; V; and H be as described before. Suppose
that the pseudomonotone operator A : V ! V ¤ and the convex lower semicontin-
uous functional Á : V ! R [ f+1g; with D(Á) nonempty; satisfy the coercivity
condition

lim
kvk!1

a(v;v ¡ v0) + Á(v)

kvk = 1(6.20)

for some v0 2 D(Á); and suppose that there exists z0 2 H satisfying

hz0; vi+ a(u0; v) + Á(v) ¡ Á(u0) ¸ hf(0); v ¡ u0i 8v 2 V(6.21)

for the initial datum u0 2 H. Finally, suppose that f : [0;T ]£ H !H is Lipschitz.
Then there exists a unique u 2 L1(0;T ;V )\C([0;T ];H) with u0 2 L1(0; T;H)
such that

hu0(t) ¡ f(t; u(t); v(t) ¡ u(t)i+a(u(t); v(t) ¡ u(t))

+Á(v(t)) ¡ Á(u(t)) ¸ 0; 8v 2 V; a:e: t 2 (0;T )
(6.22)

and u(0) = u0 2 H.

We remark that Ka·cur, [22], actually proves this theorem for the more general
case of a maximal monotone operator A. Operators of this type arise in many
evolution problems and are much more general than the pseudomonotone operators
considered here. For instance, maximal monotone operators, such as the funda-
mental example provided by the subdifferential of a convex function, are generally
multivalued, whereas we have only considered single–valued operators from V to
V ¤ . We refer to [6] for a thorough treatment of such operators and their fundamental
role in evolution problems on Hilbert spaces.

Although this technique and the translation method of the previous section both
employ a difference approximation of u0, we emphasize that the two approaches
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are quite different. Rothe’s method produces strong solutions u 2 C([0; T];H),
whereas the translation method only provides weak solutions, whose regularity must
then be investigated. In addition, the constructive nature of Rothe’s method renders
it effective in numerical analysis and computation. For more on this aspect of the
method, as well as applications to a wide variety of evolution problems, we refer
the reader to [22], [41].

7. THE PENALTY METHOD

Penalization is another common approach to variational inequalities, see, e.g.,
[5], [17], [23], [29], [32] for some detailed discussions. The underlying idea is to
replace the inequality under consideration with a sequence of equations involving
a penalty operator P whose kernel is the closed, convex set D(Á), where Á is the
convex lower semicontinuous functional in the inequality. In the common case in
which Á is the indicator functional of a constraint set K, for example, the approxi-
mating equations thus penalize admissible functions for violating the constraint that
K represents. One then shows that the sequence of solutions obtained converges to
a solution of the original variational inequality.

For simplicity of exposition, we restrict attention to the obstacle problem for
the p–Laplacian that was discussed in Section 2.2. After showing how to use the
penalty method to solve this particular problem, we describe how to apply it to the
more general situation of problem (3.2).

We are thus interested in finding u 2 K with u(0) = u0 2 L2(­ ) and such that
the parabolic variational inequality

hu0 ¡ f;v ¡ ui+a(u; v ¡ u) ¸ 0; 8v 2 K;(7.1)

holds, whereV = W1;p
0 (­ ), V = L2(0; T; V ), and h¢; ¢i denotes the pairing between

V¤ and V, given explicitly by

hu; vi =

Z T

0

Z

­

(u(t); v(t))dxdt; u 2 V¤; v 2 V;(7.2)

where the integrand
R
­ (u(t); v(t))dx is the action of u(t) 2 V ¤ on v(t) 2 V . We

emphasize that this pairing is the same as that used in Section 5; this is necessary
because the penalty method for the parabolic variational inequality (7.1) requires
the solution of parabolic equations. In the preceding sections, we used associated
elliptic problems to treat the parabolic variational inequalities of interest.

In addition, a(¢; ¢) is the form

a(u;v) =

Z T

0

Z

­
jru(t)jp¡ 2ru(t) ¢rv(t)dx dt; for u; v 2 V;(7.3)
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and
Ap : V ! V¤

is given by
hApu;vi := a(u; v);

K is the constraint set

K = fv 2 V jv ¸ Ã g;(7.4)

for a given Ã 2W 1;p(­ ) satisfying Ã · 0 on ¡ , and K is the set of all v 2 V with
v(t) 2K for a.e. t 2 (0;T ).

For this particular problem, we define the appropriate penalty operator P : V !
V¤ by

(Pv)(t) := ¡ (Ã ¡ v(t))+; v 2 V; t 2 [0;T ];(7.5)

where (Ã ¡ v(t))+ denotes the positive part of Ã ¡ v(t) 2 V , i.e.,

(Ã ¡ v(t))+ := maxfÃ ¡ v(t);0g:

This truncation operation leaves V = W 1;p
0 (­ ) invariant, so it follows from the

pivot space structure (3.3) that P maps V into V¤.
Note that the kernel of P is precisely the constraint set K. In addition, we have

the following:

hPu ¡ Pv; u ¡ vi

=

Z T

0

Z

­
(¡ (Ã ¡ u(t))+ +(Ã ¡ v(t))+)(u(t)¡ v(t))dxdt

=

Z T

0

Z

fu;v<Ã g
(u(t) ¡ v(t))2 dx dt

=

Z T

0

Z

fu<Ã · vg
¡ (Ã ¡ u(t))(u(t)¡ v(t))dx dt

+

Z T

0

Z

fv<Ã · ug
(Ã ¡ v(t))(u(t) ¡ v(t))dxdt

+

Z T

0

Z

fu;v>Ãg
0 ¢(u(t) ¡ v(t))dx; dt;

which is nonnegative because the first three integrands are clearly nonnegative and
the last integral vanishes. Thus, P is monotone. Since the sum of a pseudomonotone
operator and a monotone operator is pseudomonotone ([29], [39]), it follows that
Ap + ·P is pseudomonotone for any positive scalar ·.
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Let us choose v0 2 K; then, since Pv0 = 0; and P is monotone, we obtain the
lower bound

a(v; v ¡ v0) + ·hPv;v ¡ v0i= a(v;v ¡ v0) + ·hPv ¡ Pv0; v ¡ v0i
¸ a(v;v ¡ v0)

¸ kvkp ¡ kvkp
q kv0k; for v 2 V:

(7.6)

Therefore, Ap+ ·P also satisfies the desired coercivity condition. Finally, a simple
calculation verifies that P is hemicontinuous.

For " > 0, we now consider the associated penalized problem

u0 ¡ ¢ pu +
1

"
Pu = f in ­ £ (0; T);(7.7)

which is understood in the sense of distributions. Since Ap+
1
"P is pseudomonotone

and coercive, equation (7.7) has a solution u" in V \D(d=dt) ([29]), in the sense
that

hu0" +Apu" ¡ f;vi=
1

"
h¡ Pu"; vi; 8v 2 V;

where, as above, h¢; ¢i denotes the pairing between V¤ and V. One can show that a
subsequence of the resulting set fu"g of solutions of (7.7) converges as "! 0 to a
solution of the parabolic variational inequality (7.1).

This is accomplished by noting that the boundedness of the sequence fu"g
follows from the coercivity condition (3.9) and, as shown in ([29]), we can conclude
from the identity

hPu"; vi = "hu0" + Apu"; vi; 8v 2 V;
that

kPu"(t)kV¤ · C";(7.8)

for some constant C > 0. Consequently, we may extract a subsequence fu"ng such
that "n ! 0, u"n ! u in V for some u 2 V, and Pu"n ! 0 in V ¤; as n!1.

Since P is monotone, we have

hPv ¡ Pu"n ; v ¡ u"ni ¸ 0; 8 v 2 V;
from which we obtain

hPv;v ¡ ui ¸ 0; 8v 2 V(7.9)

after passing to the limit as n ! 1. For any w 2 V and s > 0, substituting
v = u+ sw into (7.9), yields

hP(u+ sw); swi ¸ 0:
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Dividing by s and using the hemicontinuity of P we see that

hPu;wi ¸ 0; 8w 2 V;

from which it follows that Pu = 0. The weak limit u therefore belongs to K.
Using equation (7.7) and the monotonicity of P , we have

hu0"n +Apu"n ¡ f;u ¡ u"n i=
1

"n
hPu ¡ Pu"n iu ¡ u"ni ¸ 0;

which yields

limsup
n!1

hApu"n; u"n ¡ ui · lim sup
n!1

hf ¡ u0"n ;u"n ¡ ui = 0:

We may thus use the pseudomonotonicity of Ap to obtain

hApu; u ¡ vi · lim inf
n!1

hApu"n ;u"n ¡ vi · hf ¡ u0;u ¡ vi; 8v 2 V;(7.10)

which is exactly inequality (7.1). The function u obtained from this penalization
process therefore solves the parabolic obstacle problem for the p–Laplacian and
u 2 V, u0 2 V¤ ; hence, u 2 C([0; T];H). Thus, the solution u has the same
regularity property as that obtained by Rothe’s method.

Due to the nature of the constraint set K in this particular example, it was
easy to identify the appropriate penalty operator P (7.5). For the general parabolic
variational inequality (3.10), the penalty operator P may be defined by

P = J(I ¡ PD(Á ));(7.11)

where J is the duality map and PD(Á ) denotes projection onto the closed convex set
D(Á). This definition assures that P is monotone and hemicontinuous, properties
that were essential in the argument above.

An aspect of the penalty method that we have not pursued is its effectiveness
in treating problems of regularity. Regularity results for the penalized equations
may be exploited to deduce more detailed information about the solution u of the
variational inequality of interest. We refer to ([17]) and the references therein for
specific results in this direction.

Finally, the penalty method may also be applied to variational inequalities of
hyperbolic type. Mignot and Puel illustrate this approach in [30], and more general
discussions of this class of variational inequalities may be found in [5], [22], [29].
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