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PERTURBATION ANALYSIS OF A NONLINEAR MATRIX EQUATION

Shufang Xu and Mingsong Cheng

Abstract. Consider the nonlinear matrix equation X + A∗X−2A = I, where
A is an n × n complex matrix, I the identity matrix and A∗ the conjugate
transpose of the matrix A. In this paper a perturbation bound for a class of
special solutions of this matrix equation is derived, and an explicit expression
of its condition number is obtained. The results are illustrated by using some
numerical examples.

1. INTRODUCTION

Consider the nonlinear matrix equation

(1.1) X + A∗X−2A = I,

where A ∈ Cn×n and I denotes the identity matrix. Here Cn×n denotes the set
of all n × n complex matrices, A∗ the conjugate transpose of a matrix A. It is
often required to find the Hermitian positive definite (h.p.d.) solutions of the matrix
Equation (1.1).

Ivanov et al. [1, 4, 5] gave some sufficient conditions for the existence of the
Hermitian positive definite solutions to the matrix Equation (1.1) and proposed some
iterative methods for solving it. Liu and Gao [6] consider the more general matrix
equation

(1.2) Xs + ATX−tA = I,

where s and t are natural numbers. They derived some sufficient conditions for
the existence of a positive definite solution based on the fixed-point theory, and
proposed three iterative methods for computing the positive definite solutions. See
also [2, 7. 9-11].
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In this paper a perturbation bound for a class of special solutions of the matrix
Equation (1.1) is derived, and an explicit expression of its condition number is
obtained. The results are illustrated by using some numerical examples.

We start with some notations which we shall use throughout this paper. We use
Hn×n to denote the set of all n×n Hermitian matrices. AT , Ā, and A∗ denote the
transpose, the conjugate, and the conjugate transpose of a matrix A, respectively.
The symbols ‖ · ‖ denotes the matrix spectral norm, and ‖ · ‖F the Frobenius norm.
For A = [a1, . . . , an] = [aij] ∈ Cn×n and B ∈ Cm×m, we use A ⊗ B = [aijB]
to denotes the Kronecker product of A and B, and use vec(A) to denote the vector
defined by vec(A) = (aT

1 , . . . , aT
n )T . For Hermitian mtrices P and Q, we write

P > Q (P ≥ Q) if P − Q is Hermitian positive definite (semi-definite). It is well
known that P ≥ Q > 0 implies P −1 ≤ Q−1 and P

1
2 ≥ Q

1
2 .

The paper is organized as follows. In Section 2, we give the definition of the
maximal solution to the matrix Equation (1.1), and present some of its properties.
In Section 3, we derive a perturbation bound for a class of special maximal solution
to the matrix Equation (1.1). An explicit expression of the condition number for
the maximal solution is given in Section 4. Finally, some illustration numerical
examples are given in Section 5.

2. MAXIMAL SOLUTION AND ITS PROPERTIES

Let

(2.1) H = { X : X is a h.p.d. solution of the matrix Equation (1.1) }.

If X ∈ H satisfies that for any Y ∈ H, Y ≥ X implies X = Y , then X is called
a maximal solution of the matrix Equation (1.1).

Theorem 2.1. There is at most one X ∈ H such that X > 2
3I . Therefore, If

X ∈ H satisfies that X > 2
3I , then X is a maximal solution of the matrix equation.

To prove this theorem, we need the following lemma.

Lemma 2.1. [4]. The matrix Equation (1.1) has a h.p.d. solution X if and only
if there exist unitary matrices U and V and diagonal matrices Γ > 0 and Σ ≥ 0
such that Γ + Σ2 = I and A = V ΓUΣV ∗. In this case, X = V ΓV ∗ is a h.p.d.
solution.

Proof of Theorem 2.1. Suppose X1, X2 ∈ H with X1, X2 > 2
3I , and

let X1 = V1Γ1V
∗
1 and X2 = V2Γ2V

∗
2 be the spectral decompositions of X1 and

X2, respectively. By Lemma 2.1, there exist unitary matrices U1, U2 and diagonal
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matrices Σ1 ≥ 0, Σ2 ≥ 0 such that Γ1 + Σ2
1 = I , Γ2 + Σ2

2 = I , and A =
V1Γ1U1Σ1V

∗
1 = V2Γ2U2Σ2V

∗
2 . It follows from Γ1 +Σ2

1 = I and Γ1 = V ∗
1 X1V1 >

2
3I that ‖Σ1‖ <

√
3

3 , and hence

‖X−1
1 A‖ = ‖V1Γ−1

1 V ∗
1 V1Γ1U1Σ1V

∗
1 ‖ = ‖Σ1‖ <

√
3

3
,

‖X−2
1 A‖ = ‖V1Γ−2

1 V ∗
1 V1Γ1U1Σ1V

∗
1 ‖ ≤ ‖Γ−1

1 ‖‖Σ1‖ <

√
3

2
.

Similarly, we have ‖X−1
2 A‖ <

√
3

3 and ‖X−2
2 A‖ <

√
3

2 .
Let ∆X = X2 − X1, then ∆X satisfies

(2.2) ∆X − A∗X−2
1 ∆XX−1

2 A − A∗X−1
1 ∆XX−2

2 A = 0.

Denote F(W ) = W − A∗X−2
1 WX−1

2 A − A∗X−1
1 WX−2

2 A, then

‖F(W )‖ ≥ ‖W‖(1 − ‖X−2
1 A‖‖X−1

2 A‖ − ‖X−1
1 A‖‖X−2

2 A‖) = ρ‖W‖,

where ρ = 1 − ‖X−2
1 A‖‖X−1

2 A‖ − ‖X−1
1 A‖‖X−2

2 A‖ > 0. This shows that F is
invertible, and so F(∆X) = 0 has a unique solution ∆X = 0, that is, X1 = X2.
This completes the proof.

Theorem 2.2. If X ∈ H satisfies ‖X−1‖3‖A‖2 < 1
2 , then X > 2

3I , and so X
is a maximal solution.

Proof. Suppose that X > 2
3I is not true, then the smallest eigenvalue λn of

X must satisfy λn ≤ 2
3 . Hence we have ‖X−1 − I‖ ≥ 1

2 . On the other hand, the
assumption ‖X−1‖3‖A‖2 < 1

2 implies that

‖X−1 − I‖ = ‖X−1(I − X)‖ ≤ ‖X−1‖ ‖I − X‖
= ‖X−1‖ ‖A∗X−2A‖ ≤ ‖X−1‖3 ‖A‖2

<
1
2
.

This is a contradiction, hence we have X > 2
3I . Thus, By Theorem 2.1, X is a

maximal solution of the matrix Equation (1.1).

Theorem 2.3. If ‖A‖ < 2
√

3
9 , then there exists XL ∈ H such that XL > 2

3I .
Moreover, we have

(2.3) ‖X−1
L ‖ ≤ 1 + η,
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and for any other solution X(including non-Hermitian ones) of the matrix Equation
(1.1),

(2.4) ‖X−1‖ > 2 − η.

Here 0 < η < 1
2 satisfies

(2.5) ‖A‖2(1 + η)3 = η.

Proof. It is easy to verify that X is a solution to the matrix Equation (1.1) if
and only if Y = X−1 satisfies

(2.6) Y = A∗Y 2AY + I.

Now define matrix sequence {Yk} by

(2.7) Yk = I + A∗Y 2
k−1AYk−1,

where Y0 = 0. By induction we can prove that

(2.8) ‖Yk‖ ≤ 1 + ηk, k = 1, 2, . . . ,

where

(2.9) η1 = 0, ηk = ‖A‖2(1 + ηk−1)3.

From (2.9) and the assumption ‖A‖ < 2
√

3
9 we can easily derive that

1
2

> ηk+1 > ηk ≥ 0,

and hence there exists a positive number η with 0 < η ≤ 1
2 such that η = lim

k→∞
ηk.

Combining this with (2.9) gives rise to that

‖A‖2(1 + η)3 = η,

which, together with ‖A‖ < 2
√

3
9 , implies that η < 1

2 . Consequently, from (2.8), we
get

‖Yk‖ ≤ 1 + ηk ≤ 1 + η,

which implies that

(2.10)

‖Yk+1 − Yk‖ = ‖A∗Y 2
k AYk − A∗Y 2

k−1AYk−1‖
≤ ‖A‖‖Y 2

k AYk − Y 2
k AYk−1 + Y 2

k AYk−1 − Y 2
k−1AYk−1‖

≤ ‖A‖(‖Y 2
k A‖‖Yk − Yk−1‖+ ‖Y 2

k − Y 2
k−1‖‖AYk−1‖

)
≤ ‖A‖2

(‖Yk‖2 + ‖Yk−1‖‖Yk‖ + ‖Yk−1‖2
)‖Yk − Yk−1‖

≤ 3(1 + η)2‖A‖2‖Yk − Yk−1‖
≤ ρ‖Yk − Yk−1‖,
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where

(2.11) ρ = 3(1 + η)2‖A‖2 = 3(1 + η)2
η

(1 + η)3
=

3η

1 + η
< 1.

Using (2.10) repeatedly, we have

‖Yk+1 − Yk‖ ≤ ρk,

which implies that the matrix sequence {Yk} is convergent. Let Ỹ = lim
k→∞

Yk . Then

Ỹ is a solution to the matrix Equation (2.6) and satisfies ‖Ỹ ‖ ≤ 1 + η.
Notice that here it cannot be asserted that Ỹ is Hermitian. In order to prove that

Ỹ is Hermitian, we consider the following matrix equation

(2.12) Y = I +
1
2
(A∗Y 2AY + Y A∗Y 2A).

It is not hard to verify that for any solution Y of the matrix Equation (2.6), no
matter whether it is Hermitian or not, Y must satisfy the matrix Equation (2.12). In
fact, if Y is a solution of the matrix Equation (2.6), then it follows that

(I − A∗Y 2A)Y = I,

which means that I − A∗Y 2A is the inverse of Y , and so it is implied that

Y (I − A∗Y 2A) = I,

i.e.,
Y = Y A∗Y 2A + I.

This, together with Y satisfying (2.6), implies that Y is a solution of the matrix
Equation (2.12).

Similarly, define matrix sequence {Zk} by

Zk+1 = I +
1
2
(A∗Z2

kAZk + ZkA∗Z2
kA),

where Z0 = 0. Clearly, such Zk are all Hermitian. Moreover, following the same
lines as the proof of (2.10) it can be proved that

‖Zk‖ ≤ 1 + η and ‖Zk+1 − Zk‖ ≤ ρk

for all k = 1, 2, . . ., where η and ρ defined by (2.5) and (2.11), respectively. Thus
there must be a Hermitian matrix Z with ‖Z‖ ≤ 1 + η such that lim

k→∞
Zk = Z.
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The next task is to prove that the matrix Equation (2.12) has a unique solution
Y with ‖Y ‖ ≤ 2 − η. Let Y be such a solution. Then it follows that

‖Zk+1 − Y ‖ =
1
2
‖A∗Z2

kAZk + ZkA∗Z2
kA − A∗Y 2AY − Y A∗Y 2A‖

≤ 1
2
‖A‖2

(
2‖Zk‖2 + 2‖Zk‖‖Y ‖ + 2‖Y ‖2

)
‖Zk − Y ‖

≤ ‖A‖2
(
(1 + η)2 + (1 + η)(2− η) + (2− η)2

)‖Zk − Y ‖

= ρ1‖Zk − Y ‖ ≤ ρ2
1‖Zk−1 − Y ‖ ≤ · · ·

≤ ρk+1
1 ‖Z0 − Y ‖ = ρk+1

1 ‖Y ‖,

where

ρ1 = ‖A‖2
(
(1 + η)2 + (1 + η)(2− η) + (2− η)2

)
= ‖A‖2(η2 − η + 7) = 1− (2η − 1)2

(1 + η)3
< 1,

and hence, we have
Y = lim

k→∞
Zk = Z.

In particular, it follows that

Ỹ = Z and ‖Y ‖ > 2 − η

for any other solution Y of the matrix Equation (2.6). Thus Ỹ must be a Hermitian
solution of the matrix Equation (2.6).

Notice that

‖A∗Ỹ 2AỸ ‖ ≤ ‖A‖2‖Ỹ ‖3 ≤ ‖A‖2(1 + η)3 = η <
1
2
,

then we have
Ỹ = I + A∗Ỹ 2AỸ ≥ (1− 1

2
)I =

1
2
I,

which means that Ỹ is a Hermitian positive definite matrix. Moreover, ‖Ỹ ‖ ≤
1 + η < 3

2 implies that Ỹ < 3
2I , and so Ỹ −1 > 2

3I . Consequently, let XL = Ỹ −1.
Then we complete the proof of the theorem.

Remark 2.1. Under the condition ‖A‖ < 2
√

3
9 , Hasanov and Ivanov [5] showed

that the matrix Equation (1.1) has a h.p.d. solution X such that 2
3I < X ≤ I , and
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Liu and Gao [6] proved such solution is unique. Here we used the different method
to prove the same result and obtain some more useful properties of this solution.

In addition, it is worthwhile to point out that the condition ‖A‖ < 2
√

3
9 is only

a sufficient condition for which the matrix Equation (1.1) has the maximal solution
XL with XL > 2

3I . This can be seen from the following simple example.

Example 2.1. Let A =
[
0 α

0 0

]
, where 2

√
3

9 ≤ α <
√

3
3 . It is easy to verfy

that ‖A‖ = α ≥ 2
√

3
9 , and XL =

[
1 0
0 1 − α2

]
≥ 2

3I is the maximal solution of the

matrix Equation (1.1) with this given data.

3. PERTURBATION BOUND

Assume that the matrix Equation (1.1) has the maximal solution XL with XL >
2
3I , and let the coefficient matrix A be slightly perturbed to Ã = A+∆A. We next
derive a perturbation bound for XL.

Let X̃L = XL +∆X with ∆X ∈ Hn×n satisfies the perturbed matrix equation

(3.1) X̃L + Ã∗X̃−2
L Ã = I.

Since XL satisfies

(3.2) XL + A∗X−2
L A = I,

subtracting (3.2) from (3.1) gives rise to

(3.3) ∆X − A∗(X−2
L − X̃−2

L )A + A∗X̃−2
L ∆A + (∆A)∗X̃−2

L Ã = 0.

Noting that

X−2
L −X̃−2

L =X−2
L ∆XX̃−1

L +X−1
L ∆XX̃−2

L

=X−2
L ∆X

(
X−1

L −X−1
L ∆XX̃−1

L

)
+X−1

L ∆X
(
X−1

L −X−1
L ∆XX̃−1

L

)2

=X−2
L ∆XX−1

L −X−2
L ∆XX−1

L ∆XX̃−1
L +X−1

L ∆XX−2
L

+X−1
L ∆X

[
(X−1

L ∆XX̃−1
L )2−X−2

L ∆XX̃−1
L −X−1

L ∆XX̃−1
L X−1

L

]
,

Equation (3.3) can be written as

(3.4) L(∆X) = Q(∆A)+F(∆X),
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where

(3.5) L(∆X) = ∆X − (X−2
L A)∗∆X(X−1

L A) − (X−1
L A)∗∆X(X−2

L A),

(3.6) Q(∆A) = −A∗X̃−2
L ∆A − (∆A)∗X̃−2

L A − (∆A)∗X̃−2
L ∆A,

(3.7)
F(∆X) =−A∗X−2

L ∆XX−1
L ∆XX̃−1

L A+A∗X−1
L ∆X

[
(X−1

L ∆XX̃−1
L )2

−X−2
L ∆XX̃−1

L − X−1
L ∆XX̃−1

L X−1
L

]
A.

Next we show that the operator L is invertible.

Lemma 3.1. The linear operator L defined by (3.5) is invertible, and ‖L−1‖ ≤
1

3 − 2ζ
, where ζ = ‖X−1

L ‖.

Proof. Let XL = V ΓV ∗ be the spectral decomposition of XL. By Lemma
2.1, there exist unitary matrix U and diagonal matrix Σ ≥ 0 such that Γ + Σ2 = I

and A = V ΓUΣV ∗. Thus, it follows from ζ = ‖X−1
L ‖ that ‖Γ−1‖ = ζ and

‖Σ‖2 = 1 − 1
ζ

, and hence we have

(3.8)

‖L(W )‖ ≥ ‖W‖ − 2‖X−1
L A‖‖X−2

L A‖‖W‖
= ‖W‖(1 − 2‖Σ‖‖Γ−1UΣ‖)
≥ ‖W‖(1 − 2‖Σ‖2‖Γ−1‖)
= (3− 2ζ)‖W‖

for any W ∈ Hn×n. Since ζ = ‖X−1
L ‖ < 3

2 , (3.8) implies that L is invertible and

‖L−1‖ ≤ 1
3 − 2ζ

.

Applying Lemma 3.1 we can rewrite (3.4) as

(3.9) ∆X = L−1
(
Q(∆A)

)
+ L−1

(
F(∆X)

)
.

Now let

(3.10) ε = ‖∆A‖, ζ = ‖X−1
L ‖, l = ‖L−1‖−1, t =

√
ζ − 1
ζ
√

ζ
,

and define

(3.11) α =
(3− 2ζ)[4lζ2 − (3− 2ζ)(4ζ2 − ζ − 3)]

27ζ3
, γ =

l

3ζ(l + 2ζ − 2)
.
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Then, by Lemma 3.1 and the assumption for XL, we have

(3.12) 1 ≤ ζ = ‖X−1
L ‖ <

2
3

and l = ‖L−1‖−1 ≥ 3− 2ζ,

and so

α ≥ (3− 2ζ)[4(3− 2ζ)ζ2 − (3 − 2ζ)(4ζ2 − ζ − 3)]
27ζ3

=
(3− 2ζ)2(ζ + 3)

27ζ3
> 0.

The main result of this section is as follows:

Theorem 3.1. If 0 < ε <
√

α + t2 − t, then the maximal solution X̃L, with
X̃L > 2

3I , of the perturbed matrix Equation (3.1) exists, and we have

(3.13) ‖X̃L − XL‖ ≤ δ∗,

where δ∗ is the minimal positive solution of the equation

(3.14) ζ2(l + 2ζ − 2)δ3 − ζ(2l + 3ζ − 3)δ2 + lδ − ζ2(2tε + ε2) = 0.

Proof. Let

f(∆X) = L−1
(
Q(∆A)

)
+ L−1

(
F(∆X)

)
.

Obviously, f(∆X) can be regarded as a continuous mapping from Hn×n to Hn×n.
Define

(3.15) β =
l2(4l + 9ζ − 9)

27ζ3(l + 2ζ − 2)2
,

and let

(3.16) g(x) = ζ2(l + 2ζ − 2)x3 − ζ(2l + 3ζ − 3)x2 + lx− ζ2(2tε + ε2).

Then we have

g′(x) = 3ζ2(l + 2ζ − 2)x2 − 2ζ(2l + 3ζ − 3)x + l

=
(
3ζ(l + 2ζ − 2)x − l

)
(ζx − 1)

= 3ζ2(l + 2ζ − 2)(x− γ)(x− 1
ζ
),

where γ defined as in (3.11). Since γ < 1
ζ , then it follows that g(x) is strictly mono-

tonically increasing on (−∞, γ] ∪ [1
ζ , ∞), and strictly monotonically decreasing

on [γ , 1
ζ ]. Hence,

(3.17) g(γ) =
l2(4l + 9ζ − 9)

27ζ(l + 2ζ − 2)2
− ζ2(ε2 + 2tε) = −ζ2(ε2 + 2tε − β)
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is a maximal value of g(x), and g(1
ζ ) = 1−ζ

ζ − ζ2(ε2 + 2tε) < 0 is a minimal value

of g(x), where β defined as in (3.15). Moreover, it is easy to verify that γ ≥ 1
ζ
− 2

3
,

so g(γ) ≥ g
(1
ζ
− 2

3
)
. On the other hand, if 0 < ε <

√
t2 + α − t, we have

(3.18)

g
(1
ζ
− 2

3
)
= ζ2(l + 2ζ − 2)

(1
ζ
− 2

3

)3

− ζ(2l + 3ζ − 3)
(1

ζ
− 2

3

)2

+l
(1

ζ
− 2

3

)
− ζ2(ε2 + 2tε)

=
3−2ζ

3ζ

[
(l+2ζ−2)

(
1− 4

3
ζ+

4
9
ζ2

)
−(2l+3ζ−3)

(
1− 2

3
ζ
)
+l

]
−ζ2(ε2 + 2tε)

=
3 − 2ζ

27ζ
(4lζ2 + 9 + 8ζ3 − 3ζ − 14ζ2) − ζ2(ε2 + 2tε)

=
3 − 2ζ

27ζ

[
4lζ2 − (3 − 2ζ)(4ζ2 − ζ − 3)

] − ζ2(ε2 + 2tε)

= −ζ2(ε2 + 2tε − α) > 0.

This, together with g(0) < 0 and g( 1
ζ ) < 0, shows that equation (3.14) has three

positive real roots x1, x2, x3 such that 0 < x1 < 1
ζ − 2

3 ≤ γ < x2 < 1
ζ < x3. We

use δ∗ to denote the smallest one, that is, δ∗ = x1.
Now define

(3.19) Sδ∗ = {∆X ∈ Hn×n : ‖∆X‖ ≤ δ∗}.
Then for any ∆X ∈ Sδ∗ we have

‖X−1
L ∆X‖ ≤ ‖X−1

L ‖‖∆X‖ ≤ ζδ∗ < 1.

Hence the matrix I + X−1
L ∆X is nonsingular and

(3.20)
‖(XL + ∆X)−1‖ = ‖(I + X−1

L ∆X)−1X−1
L ‖

≤ ‖X−1
L ‖

1−‖X−1
L ∆X‖ ≤ ζ

1−ζ‖∆X‖ .

Noting that the proof of Lemma 3.1 implies that

‖X−1
L A‖ = ‖Σ‖ = (1 − 1

ζ
)

1
2 , ‖X−2

L A‖ = ‖Γ−1UΣ‖ ≤ ζ(1− 1
ζ
)

1
2 ,

we have

‖(XL + ∆X)−1A‖ = ‖(I + X−1
L ∆X)−1X−1

L A‖ ≤ (1 − 1
ζ )

1
2

1 − ζ‖∆X‖ ,(3.21)
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‖(XL + ∆X)−2A‖ = ‖(I + X−1
L ∆X)−1X−1

L (I + X−1
L ∆X)−1X−1

L A‖(3.22)

≤
ζ(1− 1

ζ )
1
2

(1− ζ‖∆X‖)2 .

Combining (3.6), (3.7), (3.10), (3.11), (3.20), (3.21), and (3.22), we obtain

‖f(∆X)‖ ≤1
l
‖Q(∆A)‖+

1
l
‖F(∆X)‖

≤1
l

{
2εζ(1 − 1

ζ )
1
2

(1− ζ‖∆X‖)2 +
ε2ζ2

(1− ζ‖∆X‖)2 +
ζ2‖∆X‖2(1 − 1

ζ )

1− ζ‖∆X‖

+ ‖∆X‖(1− 1
ζ
)

1
2

(
ζ3‖∆X‖2(1− 1

ζ )
1
2

(1− ζ‖∆X‖)2 + 2
ζ2‖∆X‖(1− 1

ζ )
1
2

1 − ζ‖∆X‖
)}

=
ζ2(ε2 + 2tε) + 3(ζ2 − ζ)‖∆X‖2 − 2(ζ3 − ζ2)‖∆X‖3

l(1− ζ‖∆X‖)2

≤ζ2(ε2 + 2tε) + 3(ζ2 − ζ)δ2∗ − 2(ζ3 − ζ2)δ3∗
l(1− ζδ∗)2

= δ∗

for any ∆X ∈ Sδ∗ , in which the last equality is due to the fact that δ∗ is a solution
to the Equation (3.14). Thus we have proved that f(Sδ∗) ⊂ Sδ∗ . By the Schauder
fixed-point theorem, there exists a ∆X∗ ∈ Sδ∗ such that f(∆X∗) = ∆X∗, i.e.,
there exists a solution ∆X∗ to the perturbed Equation (3.4) such that

(3.23) ‖∆X∗‖ ≤ δ∗.

Let X̃L = XL + ∆X∗. Then X̃L is a Hermitian solution of the perturbed
matrix Equation (3.1). Noting that ‖X−1

L ‖‖∆X∗‖ < 1 and that XL is a Hermitian
positive definite matrix, we know that X̃L is also Hermitian positive definite. Since
δ∗ <

1
ζ
− 2

3
, we have

‖X̃−1
L ‖ = ‖(XL + ∆X∗)−1‖ = ‖(I + X−1

L ∆X∗)−1X−1
L ‖

≤ ‖X−1
L ‖

1 − ‖X−1
L ‖‖∆X∗‖

≤ ζ

1− ζδ∗
<

3
2
,

which implies that X̃−1
L < 3

2I , and so, X̃L > 2
3I . Thus, inequality (3.23) is just

inequality (3.13). The proof is completed.

Remark 3.1. Consider F (x, ε) ≡ g(x), where g(x) is defined by (3.16). It is
easy to verify that F (0, 0) = 0 and ∂F

∂x (0, 0) �= 0. By the Implicit Function Theorem,
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there exists an analytic function δ∗(ε) : Nε −→ R such that F (δ∗(ε), ε) ≡ 0 for
any ε ∈ Nε, where Nε is a neighborhood of the origin. It is easy to see that the
δ∗ = δ∗(ε) is just the minimal positive solution of Equation (3.14) for sufficient
small positive number ε. Hence, we can get the second order absolute perturbation
bound for the maximal solution XL as follows:

(3.24) ‖X̃L − XL‖ ≤ δ′∗(0)‖∆A‖+
1
2
δ′′∗ (0)‖∆A‖2 + O(‖∆A‖3), ∆A −→ 0,

where
δ′∗(0) =

2tζ2

l
, δ′′∗ (0) =

2ζ2l2 + 8ζ2(ζ − 1)(2l + 3ζ − 3)
l3

.

Combining this with (3.9) gives rise to

(3.25) ∆X = −L−1
(
A∗X−2

L ∆A + (∆A)∗X−2
L A

)
+ O(‖∆A‖2), ∆A −→ 0.

4. CONDITION NUMBERS

We now apply the theory of condition developed by Rice [8] to study condition
numbers of the maximal solution XL, with XL > 2

3I , to the matrix Equation (1.1).
Suppose that the coefficient matrix A is slightly perturbed to Ã ∈ Cn×n, and

let ∆A = Ã − A. From Theorem 3.1 and Remark 3.1 we see that if ‖∆A‖F is
sufficiently small, then the maximal solution X̃L to the perturbed matrix Equation
(3.1) exists, and

(4.1) ∆X ≡ X̃L − XL = −L−1
(
A∗X−2

L ∆A + (∆A)∗X−2
L A

)
+ O(‖∆A‖2

F ),

as ∆A −→ 0.
By the theory of condition developed by Rice [8] we define the condition number

of the maximal solution XL by

(4.2) c(XL) = lim
δ→0

sup
‖∆A

α
‖F≤δ

‖∆X‖F

ξδ
,

where ξ and α are positive parameters. Taking ξ = α = 1 in (4.2) gives the absolute
condition number cabs(XL), and taking ξ = ‖XL‖F , α = ‖A‖F in (4.2) gives the
relative condition number crel(XL).

Substituting (4.1) into (4.2) we get

(4.3)

c(XL) =
1
ξ

max
∆A
α

�=0

∆A∈Cn×n

‖L−1(C∗∆A + (∆A)∗C)‖F

‖∆A

α
‖F

=
1
ξ

max
E �=0

E∈Cn×n

‖αL−1(C∗E + E∗C)‖F

‖E‖F
,
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where C = X−2
L A.

Let L be the matrix representation of the linear operator L, then it follows from
(3.5) that

(4.4) L = I ⊗ I − DT ⊗ C∗ − CT ⊗ D∗,

where D = X−1
L A., and let

(4.5)

w = vec(E) = u + iv, g = (uT , vT )T , u, v ∈ Rn2
,

L−1(I ⊗ C∗) = L−1
(
I ⊗ (X−2

L A)∗
)

= U1 + iΩ1,

L−1(CT ⊗ I)Π = L−1
(
(X−2

L A)T ⊗ I
)
Π = U2 + iΩ2,

where U1, U2, Ω1, Ω2 ∈ Rn2×n2 , and Π is the vec-permutation matrix [3], i.e.,

vec(ET ) = Πvec(E).

Moreover, let

(4.6) Uc =

[
U1 + U2 Ω2 − Ω1

Ω1 + Ω2 U1 − U2

]
,

then from (4.3) we get

c(XL) =
α

ξ
max
E �=0

E∈Cn×n

‖L−1(I ⊗ C∗)vec(E) + L−1(CT ⊗ I)vec(E∗)‖
‖vec(E)‖

=
α

ξ
max
w �=0

‖(U1 + iΩ1)w + (U2 + iΩ2)w̄‖
‖w‖

=
α

ξ
max
g �=0

‖Ucg‖
‖g‖ =

α

ξ
‖Uc‖.

(4.7)

Overall, we have the following result.

Theorem 4.1. The condition number c(XL) defined by (4.2) has the explicit
expression

(4.8) c(XL) =
α

ξ
‖Uc‖,

where the matrix Uc is defined by (4.6).

Remark 4.1. From (4.8) we have the relative condition number

crel(XL) =
‖A‖F‖Uc‖
‖XL‖F

.
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5. NUMERICAL EXAMPLES

To illustrate the results of the previous sections, in this section some simple
examples are given, which were carried out using MATLAB 6.5 on a PC Pentium
IV/1.7G computer, with machine epsilon ε ≈ 2.2 × 10−16.

Example 5.1. Consider the matrix equation

X + A∗
kX−2Ak = I,

with Ak = δk
‖A‖2

A, where

δk =
2
√

3
9

− 10−k, A =


2 1 0 0 0
1 2 1 0 0
0 1 2 1 0
0 0 1 2 1
0 0 0 1 2

 .

We now consider perturbation bounds for the maximal solution X
(k)
L when the

coefficient matrix Ak is perturbed to Akj = Ak + 10−jA0, where A0 is a random
matrix generated by MATLAB function rand with ‖A0‖ = 1. By Theorem 3.1, we
can compute the perturbation bounds δ

(kj)
∗ with the perturbed matrices Akj :

r(kj) ≡ ‖X (k)
L − X

(kj)
L ‖ ≤ δ

(kj)
∗ ,

where X
(k)
L and X

(kj)
L are the maximal solutions with the coefficient matrices Ak

and Akj , respectively. Some results are listed in Table 5.1.
From the results listed in Table 5.1 we see that the perturbation bound of XL

decreases as the error ‖Ã−A‖ decreases, and moreover, we can see that our estimate
for the perturbation bound is quite good in such cases.

Table 5.1
j 5 6 7 8 9

r(1j) 4.847×10−6 4.847×10−7 4.847×10−8 4.847×10−9 4.842×10−10

δ
(1j)
∗ 3.581×10−4 3.557×10−5 3.555×10−6 3.554×10−7 3.554×10−8

r(2j) 1.601×10−5 1.601×10−6 1.601×10−7 1.601×10−8 1.596×10−9

δ
(2j)
∗ 1.205×10−4 1.203×10−5 1.203×10−6 1.203×10−7 1.203×10−8

r(3j) 4.801×10−5 4.797×10−6 4.797×10−7 4.795×10−8 4.781×10−9

δ
(3j)
∗ 3.769×10−4 3.709×10−5 3.703×10−6 3.703×10−7 3.702×10−8
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Example 5.2. Consider the matrix Equation (1.1) with the coefficient matrix

A =
[
0 α
0 0

]
, where 0 < α <

√
3

3 . In this case the matrix Equation (1.1) has the

maximal solution
XL =

[
1 0
0 1− α2

]
.

Take α = 2
√

3
9 − 10−k , and suppose that the perturbation in the coefficient matrix

A is

∆A = 10−10×
[
0.9501 0.6068

0.2311 0.4860

]
.

Some numerical results on the relative perturbation bounds δ∗/‖XL‖F , δ̃ and crel(XL)
are shown in Table 5.2, where δ∗ is as in (3.13) with the unitary invariant norm
‖ · ‖F , δ̃ is the relative perturbation bound given by Proposition 4.1 in [7], and
crel(XL) is given in Remark 4.1.

Table 5.2

k 2 4 6 8 10
δ∗/‖XL‖F 0.841×10−8 0.788×10−8 0.787×10−8 0.787×10−8 0.787×10−8

δ̃ 0.266×10−8 0.273×10−6 0.273×10−4 0.274×10−2 0.392
crel(XL) 0.2132 0.2254 0.2256 0.2256 0.2256

The results listed in Table 5.2 show that the relative perturbation bound δ ∗/‖XL‖F

is fairly sharp, while the bound δ̃ given by [7] is conservative.
On the other hand, take α = 0.57 <

√
3

3 , and suppose that the perturbation in
the coefficient matrix is

∆A = 10−k×
[
0.9501 0.6068

0.2311 0.4860

]
.

In this case the relative condition number is crel(XL) = 0.5386, which is computed
by the formula given as in Remark 4.1. This shows that the maximal solution XL

is well-conditioned. Since the condition (b) of Proposition 4.1 in [7] is violated, δ̃
becomes negative, and so we can not use it as a perturbation bound. However, as
shown in Table 5.3, in such a case δ∗/‖XL‖F can still give quite sharp perturbation
bounds.

Table 5.3

k 6 7 8 9 10
δ∗/‖XL‖F 3.404×10−5 3.398×10−6 3.398×10−7 3.398×10−8 3.398×10−9
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