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#### Abstract

In this paper, we study the second initial boundary value problem for strongly hyperbolic systems in cylinders with Lipschitz base. We investigate the unique solvability of the problem and the smoothness with respect to time of the generanized solution.


## 1. Introduction

We are concerned with initial boundary value problems for non-stationary systems in cylinders with non-smooth base. These problems with Dirichlet boundary condition in the cylinders with base containing conical points have been investigated in $[5,7,9]$, where some important results on the unique existence, smoothess and asymptotical representation of the solution for the problems in Sobolev spaces were given. The initial-Neumann problem for hyperbolic equations and systems in the cylinders with base containing conical points was described in [2,8]. In [2] coefficients of the systems are indepedent of the time variable and in [8] the problem has been dealt with for the second order equations. The initial boundary value problems for parabolic equations in the cylinders with base containing conical points were established in [6,10]. Such problems for Schrödinger systems have been studied in Sobolev spaces with weights $[3,4]$. In the present paper, we consider the second initial problem for the hyperbolic systems with coefficients depending on both spatial and time variables in the Lipschitz cylinders. We study the existence, uniqueness and smoothness with respect to time of the generanized solution for these problems.

The paper is organized as follows. In the second section we define the initialNeumann problem for the hyperbolic systems in Lipschitz cylinders. In third section we study the solvability of the problem. In the fourth setion we consider regularity with respect to time of the generanized solution. The last section is intended to a problem of mathematical physics.
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## 2. Formulation of the Problem

Let $\Omega$ be a bounded domain in $\mathbb{R}^{n}, n \geq 2$, with the Lischitz boundary $\partial \Omega$. Denote $\Omega_{T}=\Omega \times(0, T), S_{T}=\partial \Omega \times(0, T)$ for each $T: 0<T \leq \infty$.

For each multi-index $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{N}^{n},|\alpha|=\alpha_{1}+\cdots+\alpha_{n}$, the symbol $D^{\alpha}=\partial^{|\alpha|} / \partial x_{1}^{\alpha_{1}} \ldots \partial x_{n}^{\alpha_{n}}$ denotes the generalized derivative of order $\alpha$ with respect to $x=\left(x_{1}, \ldots, x_{n}\right) ; \partial^{k} / \partial t^{k}$ is the generalized derivative of order $k$ with respect to $t$. Let $u=\left(u_{1}, \ldots, u_{s}\right)$ be a complex-valued vector function defined on $\Omega_{T}$. We use notation: $D^{\alpha} u=\left(D^{\alpha} u_{1}, \ldots, D^{\alpha} u_{s}\right) ; u_{t^{j}}=\partial^{k} u / \partial t^{k}=\left(\partial^{j} u_{1} / \partial t^{j}, . ., \partial^{j} u_{s} / \partial t^{j}\right)$.

Throughout the paper we need the following functional spaces (see [1]):
$H^{m}(\Omega)$ is the space consisting of all vector functions $u(x)$ defined on $\Omega$ such that

$$
\|u\|_{H^{m}(\Omega)}=\left(\sum_{0 \leq|p| \leq m} \int_{\Omega}\left|D^{p} u\right|^{2} d x\right)^{\frac{1}{2}}<+\infty
$$

$H^{m, k}\left(\Omega_{T}\right)$ is the space consisting of all vector functions $u(x, t)$ defined on $\Omega_{T}$ such that

$$
\|u\|_{H^{m, k}\left(\Omega_{T}\right)}^{2}=\int_{\Omega_{T}}\left(\sum_{0 \leq|p| \leq m}\left|D^{p} u\right|^{2}+\sum_{j=1}^{k}\left|u_{t^{j}}\right|^{2}\right) d x d t<+\infty
$$

Let $\gamma$ be a positive number. We denote the following spaces:
$H^{m, k}\left(\gamma, \Omega_{T}\right)$ is the space consisting of all vector functions $u(x, t)$ defined on $\Omega_{T}$ such that

$$
\|u\|_{H^{m, k}\left(\gamma, \Omega_{T}\right)}^{2}=\int_{\Omega_{T}}\left(\sum_{0 \leq|p| \leq m}\left|D^{p} u\right|^{2}+\sum_{j=1}^{k}\left|u_{t^{j}}\right|^{2}\right) e^{-\gamma t} d x d t<+\infty
$$

$L_{2}\left(\gamma, \Omega_{T}\right)$ is the space of vector functions $u(x, t)$ defined on $\Omega_{T}$ with the normal

$$
\|u\|_{L_{2}\left(\gamma, \Omega_{T}\right)}=\left(\int_{\Omega_{T}}|u|^{2} e^{-\gamma t} d x d t\right.
$$

Now we introduce the differential operator

$$
L(x, t, D)=\sum_{|p|,|q| \leq m} D^{p} a_{p q} D^{q}
$$

where $a_{p q}=a_{p q}(x, t)$ are the $s \times s$ matrices with the bounded complex-valued components $a_{p q}^{i j}(x, t)$ in $\bar{\Omega}_{T}$. Assume that $a_{p q}=(-1)^{|p|+|q|} a_{q p}^{*}(|p|,|q| \leq m)$ and there exists a positive constant $\alpha_{0}$ such that

$$
\begin{equation*}
\sum_{|p|=|q|=m} a_{p q} \eta_{q} \overline{\eta_{p}} \geq \alpha_{0} \sum_{|p|=m}\left|\eta_{p}\right|^{2} \tag{2.1}
\end{equation*}
$$

for all vectors with complex components $\eta_{p} \in \mathbb{C}^{s}$ and $(x, t) \in \overline{\Omega_{T}}$.
Denote

$$
B(u, v)(t)=\sum_{|p|,|q| \leq m}(-1)^{|p|} \int_{\Omega} a_{p q}(., t) D^{q} u(., t) \overline{D^{p} v}(., t) d x
$$

Lemma 2.1. Let $\Omega$ be a bounded domain with Lipschitz boundary $\partial \Omega$ and assume that the condition (2.1) is fulfilled. Then there exist two constants $\mu_{0}>0$ and $\lambda_{0} \geq 0$ such that the following inequality

$$
(-1)^{m} B(u, u)(t) \geq \mu_{0}\|u\|_{H^{m}(\Omega)}^{2}-\lambda_{0}\|u\|_{L_{2}(\Omega)}^{2}
$$

holds for all function $u \in H^{m, 1}\left(\gamma, \Omega_{T}\right), \gamma>0$.
Proof. We begin by condition (2.1) with $\eta_{p}=u \in H^{m, 1}\left(\gamma, \Omega_{T}\right)$. We have

$$
\sum_{|p|=|q|=m} \int_{\Omega} a_{p q}(., t) D^{q} u(., t) \overline{D^{p} u}(., t) d x \geq \alpha_{0} \sum_{|p|=m}\left\|D^{p} u(., t)\right\|_{L_{2}(\Omega)}^{2} .
$$

From this and Cauchy inequality its follows that

$$
\begin{aligned}
& \alpha_{0} \sum_{|p|=m}\left\|D^{p} u(., t)\right\|_{L_{2}(\Omega)}^{2} \\
\leq & (-1)^{m} B(u, u)(t)+\epsilon \sum_{|p|=m}\left\|D^{p} u(., t)\right\|_{L_{2}(\Omega)}^{2}+C(\epsilon)\|u(., t)\|_{H^{m-1}(\Omega}^{2},
\end{aligned}
$$

where $0<\epsilon<\alpha_{0}$, and $C(\epsilon)=$ const $>0$ depend on $\epsilon$. Therefore, we obtain

$$
\|u(., t)\|_{H^{m}(\Omega)}^{2} \leq C_{1}\left((-1)^{m} B(u, u)(t)+\|u(., t)\|_{H^{m-1}(\Omega)}^{2}\right), C_{1}=\text { const }>0 .
$$

Applying interpolation inequality for the domain $\Omega$ with Lipschitz boundary $\partial \Omega$ (see [11]), we get

$$
\|u(., t)\|_{H^{m}(\Omega)}^{2} \leq C_{2}\left((-1)^{m} B(u, u)(t)+\|u(., t)\|_{L_{2}(\Omega)}^{2}\right), C_{2}=\text { const }>0
$$

Lemma is completely proved.
Denote by $N_{j}(x, t . D), j=0,1, \ldots, m-1$, the boundary operators:

$$
N_{j}(x, t . D)=\sum_{|\alpha| \leq 2 m-1-j} b_{j \alpha}(x, t) D^{\alpha},
$$

where $b_{j \alpha}(x, t), j=0,1, \ldots m$, are the $s \times s$ matrices with the bounded complex-valued components on $S_{T}$. Moreover, suppose $N_{j}(x, t, D), j=0,1, \ldots, m-1$, satisfy the formula:

$$
\int_{\Omega} L(., t, D) u \bar{v} d x=B(u, v)(t)+\sum_{j=0}^{m-1} \int_{\partial \Omega} N_{j}(., t, D) u \frac{\partial^{j} \bar{v}}{\partial \nu^{j}} d s
$$

with all $u, v \in C^{\infty}(\bar{\Omega})$ and almost all $t \in(0, T)$, where $\nu$ is the unit exterior normal to $S_{T}$.

We consider the following problem in the cylinder $\Omega_{T}$ :

$$
\begin{gather*}
(-1)^{m-1} L(x, t, D) u-u_{t t}=f(x, t)  \tag{2.2}\\
\left.u\right|_{t=0}=\left.u_{t}\right|_{t=0}=0  \tag{2.3}\\
\left.N_{j}(x, t, D) u\right|_{S_{T}}=0, j=0, \ldots, m-1 \tag{2.4}
\end{gather*}
$$

The function $u(x, t)$ is called the generalized solution in the space $H^{m, 1}\left(\gamma, \Omega_{T}\right)$ of problem (2.2)-(2.4) iff $u(x, t) \in H^{m, 1}\left(\gamma, \Omega_{T}\right), u(x, 0)=0$ and for each $\tau, 0<\tau<T$, the equality

$$
\begin{equation*}
(-1)^{m-1} \int_{0}^{\tau} B(u, \eta)(t) d t+\int_{\Omega_{\tau}} u_{t} \bar{\eta}_{t} d x d t=\int_{\Omega_{\tau}} f \bar{\eta} d x d t \tag{2.5}
\end{equation*}
$$

holds for all $\eta(x, t) \in H^{m, 1}\left(\gamma, \Omega_{T}\right)$ satisfying $\eta(x, t)=0$ with $t \in[\tau, T)$.

## 3. The Unique Solvability

In this section we study the uniqueness and existence theorems of the generalized solution of problem (2.2)-(2.4) in the space $H^{m, 1}\left(\gamma, Q_{T}\right)$.

Donote $a_{p q t^{k}}=\partial^{k} a_{p q} / \partial t^{k}$ and putting

$$
B_{t^{k}}(u, v)(t)=\sum_{|p|,|q| \leq m}(-1)^{|p|} \int_{\Omega} a_{p q t^{k}}(., t) D^{q} u(., t) \overline{D^{p} v}(., t) d x
$$

we have $B(u, v)(t)=B_{t^{0}}(u, v)(t)$. Using integrating by parts and hypothesis $a_{p q}=$ $\left.(-1)^{|p|+|q|} a_{q p}^{*}(|p|,|q|) \leq m\right)$ in $\bar{\Omega}_{T}$ we have the following formula.

$$
\begin{equation*}
2 \operatorname{Re} \int_{0}^{\tau} B_{t^{k}}\left(v, v_{t}\right)(t) d t=B_{t^{k}}(v, v)(\tau)-B_{t^{k}}(v, v)(0)-\int_{0}^{\tau} B_{t^{k+1}}(v, v)(t) d t \tag{3.1}
\end{equation*}
$$

for all $\tau \in(0, T)$.
Donote by $m^{*}$ the number of multiindexes which have order not excceding $m$. Using Cauchy inequality we have the following lemma.

Lemma 3.1. If $\left|a_{p q t^{k}}^{i j}\right| \leq \mu$ with $(x, t) \in \bar{\Omega}_{T}, 1 \leq i, j \leq s, \leq|p|,|q| \leq m$, $\mu=$ const $>0$, then

$$
\left|B_{t^{k}}(v, v)(t)\right| \leq m^{*} \mu\|v(., t)\|_{H^{m}(\Omega)}^{2} .
$$

Theorem 3.2. Suppose that coefficients of the operator $L(x, t, D)$ satisfy condition (2.1) and $\left|a_{p q t^{k}}^{i j}(x, t)\right| \leq \mu$ with $(x, t) \in \bar{\Omega}_{T}, 1 \leq i, j \leq s, \leq|p|,|q| \leq m, k \leq 1$, $\mu=$ const $>0$. Then for every $\gamma>0$ problem (2.2)-(2.4) has at most generalized solution in $H^{m, 1}\left(\gamma, \Omega_{\tau}\right)$.

Proof. Assume problem (2.2)-(2.4) has two generalized $u_{1}, u_{2} \in H^{m, 1}\left(\gamma, \Omega_{T}\right)$ for a $\gamma>0$. Put $u=u_{1}-u_{2}$ and define the function $\eta(x, t)=\int_{b}^{t} u(x, \tau) d \tau$ with $0 \leq t \leq b$ and $\eta(x, t)=0$ with $t>b$. Substituting $u=\eta_{t}$ into (2.5) and adding obtained equality to its complex conjugate, we obtain

$$
(-1)^{m-1} 2 \operatorname{Re} \int_{0}^{b} B\left(\eta_{t}, \eta\right)(t) d t+2 \operatorname{Re} \int_{\Omega_{b}} \eta_{t t} \overline{\eta_{t}} d x d t=0
$$

From formula (3.1) with $v=\eta, k=1$ and integrating by parts the second term of this equality it follows that

$$
(-1)^{m} B(\eta, \eta)(0)+(-1)^{m} \int_{0}^{b} B_{t}(\eta, \eta)(t) d t+\left\|\eta_{t}(., b)\right\|_{L_{2}(\Omega)}^{2}=0
$$

From this equality and Lemmas 2.1, 3.1 we have

$$
\begin{align*}
& \left\|\eta_{t}(., b)\right\|_{L_{2}(\Omega)}^{2}+\mu_{0}\|\eta(., 0)\|_{H^{m}(\Omega)}^{2} \\
\leq & m^{*} \mu \int_{0}^{b}\|\eta(., t)\|_{H^{m}(\Omega)}^{2} d t+\lambda_{0}\|\eta(., 0)\|_{L_{2}(\Omega)}^{2} \tag{3.2}
\end{align*}
$$

Putting $v_{p}(x, t)=\int_{t}^{0} D^{p} u(x, s) d s$, we have

$$
\begin{align*}
D^{p} \eta(x, t) & =\int_{b}^{t} D^{p} u(x, s) d s=v_{p}(x, b)-v(x, t) \\
\|\eta(., 0)\|_{H^{m}(\Omega)}^{2} & =\sum_{|p|=0}^{m}\left\|v_{p}(., b)\right\|_{L_{2}(\Omega)}^{2} \tag{3.3}
\end{align*}
$$

and

$$
\begin{equation*}
\int_{0}^{b}\|\eta(., t)\|_{H^{m}(\Omega)}^{2} d t \leq b \sum_{|p|=0}^{m}\left\|v_{p}(., b)\right\|_{L_{2}(\Omega)}^{2}+\int_{0}^{b} \sum_{|p|=0}^{m}\left\|v_{p}(., t)\right\|_{L_{2}(\Omega)}^{2} d t . \tag{3.4}
\end{equation*}
$$

On the other hand,

$$
\begin{align*}
& \lambda_{0}\|\eta(., 0)\|_{L_{2}(\Omega)}^{2}=2 \lambda_{0} \operatorname{Re} \int_{b}^{0} \int_{\Omega} \eta_{t}(x, t) \overline{\eta(x, t)} d x d t  \tag{3.5}\\
\leq & \int_{0}^{b}\left\|\eta_{t}(., t)\right\|_{L_{2}(\Omega)}^{2} d t+2 \lambda_{0}^{2} b\left\|v_{0}(., b)\right\|_{L_{2}(\Omega)}^{2}+2 \lambda_{0}^{2} \int_{0}^{b}\left\|v_{0}(., t)\right\|_{L_{2}(\Omega)}^{2} d t .
\end{align*}
$$

By Cauchy inequality from (3.2),(3.3),(3.4) and (3.5) we obtain

$$
\begin{aligned}
& \left\|\eta_{t}(., b)\right\|_{L_{2}(\Omega)}^{2}+\left(\mu_{0}-b C_{1}\right) \sum_{|p|=0}^{m}\left\|v_{p}(., b)\right\|_{L_{2}(\Omega)}^{2} \\
\leq & C_{2} \int_{0}^{b}\left(\left\|\eta_{t}(x, t)\right\|_{L_{2}(\Omega)}^{2}+\sum_{|p|=0}^{m}\left\|v_{p}(x, t)\right\|_{L_{2}(\Omega)}^{2}\right) d t,
\end{aligned}
$$

where $C_{1,2}=$ const $>0$. Putting $J(b)=\left\|\eta_{t}(x, t)\right\|_{L_{2}(\Omega)}^{2}+\sum_{|p|=0}^{m}\left\|v_{p}(x, t)\right\|_{L_{2}(\Omega)}^{2}$, we obtain $J(b) \leq C \int_{0}^{b} J(t) d t(C=$ const $>0)$ for almost $b \in\left[0, \frac{\mu_{0}}{2 C}\right]$. Hence, from Growall-Bellman inequality we must have $J(b)=0$ for almost $b \in\left[0, \frac{\mu_{0}}{2 C}\right]$. Consequently, $u(x, b)=0$ for almost $b \in\left[0, \frac{\mu_{0}}{2 C}\right]$. Using the similar argument as the above, we can prove that $u(x, b)=0$ for a.e $b \in[0, T]$. Since $T$ is arbitrary, we obtain $u_{1}(x, t)=u_{2}(x, t)$. The theorem is proved.

Denote

$$
\gamma_{0}=\frac{\mu m^{*}+\sqrt{\left(\mu m^{*}\right)^{2}+4 \lambda_{0}^{2} \mu_{0}}}{2 \mu_{0}}
$$

Theorem 3.3. Suppose coefficients of the operator $L(x, t, D)$ satisty hypotheses of the Theorem 3.2 and $f \in L_{2}\left(\gamma_{0}, \Omega_{T}\right)$. Then for each $\gamma>\gamma_{0}$ problem (2.2)-(2.4) has the generalized solution in $H^{m, 1}\left(\gamma, \Omega_{T}\right)$ and the inequality

$$
\|u\|_{H^{m, 1}\left(\gamma, \Omega_{T}\right)}^{2} \leq C\|f\|_{L_{2}\left(\gamma_{0}, \Omega_{T}\right)}^{2}
$$

holds, where $C=$ const $>0$ is independent of $u$ and $f$.
Proof. We will prove the existence of the generalized solution by Galerkin approximating method. Suppose $\left\{\varphi_{k}(x)\right\}_{k=1}^{\infty}$ is the system of functions in $H^{m}(\Omega)$ such that its linear closure is just $H^{m}(\Omega)$ and it is orthonormal in $L_{2}(\Omega)$. Put $u^{N}(x, t)=$ $\sum_{k=1}^{N} c_{k}^{N}(t) \varphi_{k}(x)$, where $c_{k}^{N}(t), k=1, \ldots, N$, are the solution of the system of the ordinary differential equations of second order:

$$
\begin{equation*}
(-1)^{m-1} B\left(u^{N}, \varphi_{l}\right)(t)-\int_{\Omega} u_{t t}^{N}(., t) \overline{\varphi_{l}} d x=\int_{\Omega} f(., t) \overline{\varphi_{l}} d x, l=1, \ldots, N, \tag{3.6}
\end{equation*}
$$

with the initial conditions

$$
\begin{equation*}
c_{k}^{N}(0)=0, \quad \frac{d}{d t} c_{k}^{N}(0)=0 k=1, \ldots, N . \tag{3.7}
\end{equation*}
$$

Assume that $\tau$ is a positive number: $\tau<T$. Let us multiply (3.6) by $d \overline{c_{k}^{N}(t)} / d t$ and take the sum with respect to $l$ from 1 to $N$. Then we integrate the equality obtained with respect to $t$ from 0 to $\tau$ and add this equality to its complex conjugate. We obtain

$$
(-1)^{m-1} 2 \operatorname{Re} \int_{0}^{\tau} B\left(u^{N}, u_{t}^{N}\right)(t) d t-\int_{\Omega_{\tau}} \frac{\partial}{\partial t}\left(u_{t}^{N} \overline{u_{t}^{N}}\right) d x d t=2 \operatorname{Re} \int_{\Omega_{\tau}} f \overline{u_{t}^{N}} d x d t .
$$

From this equality and integrating by parts with condition (3.7) we obtain

$$
\begin{equation*}
(-1)^{m} 2 \operatorname{Re} \int_{0}^{\tau} B\left(u^{N}, u_{t}^{N}\right)(t) d t+\left\|u_{t}^{N}(., \tau)\right\|_{L_{2}(\Omega)}^{2}=-2 \operatorname{Re} \int_{\Omega_{\tau}} f \overline{u_{t}^{N}} d x d t \tag{3.8}
\end{equation*}
$$

Applying formula (3.1) with condition (3.7) and noting that

$$
\lambda_{0}\left\|u^{N}(\cdot, \tau)\right\|_{L_{2}(\Omega)}^{2}=2 \lambda_{0} \operatorname{Re} \int_{\Omega_{\tau}} u_{t}^{N} \overline{u^{N}} d x d t,
$$

we can rewrite (3.8) as follows

$$
\begin{aligned}
& \left\|u_{t}^{N}(., \tau)\right\|_{L_{2}(\Omega)}^{2}+(-1)^{m} B\left(u^{N}, u^{N}\right)(\tau)+\lambda_{0}\left\|u^{N}(., \tau)\right\|_{L_{2}(\Omega)}^{2} \\
= & (-1)^{m} \operatorname{Re} \int_{0}^{\tau} B_{t}\left(u^{N}, u^{N}\right)(t) d t+2 \lambda_{0} \operatorname{Re} \int_{\Omega_{\tau}} u^{N} \overline{u_{t}^{N}} d x d t-2 \operatorname{Re} \int_{\Omega_{\tau}} f \overline{u_{t}^{N}} d x d t .
\end{aligned}
$$

Using Lemmas 2.1, 3.1 and Cauchy inequality, from this equality we have

$$
\begin{align*}
& \left\|u_{t}^{N}(., \tau)\right\|_{L_{2}(\Omega)}^{2}+\mu_{0}\left\|u^{N}(., \tau)\right\|_{H^{m}(\Omega)}^{2} \\
\leq & \left(\mu m^{*}+\varepsilon\right) \int_{0}^{\tau}\left\|u^{N}(., t)\right\|_{H^{m}(\Omega)}^{2} d t+\left(\frac{\lambda_{0}^{2}}{\varepsilon}+\delta\right) \int_{0}^{\tau}\left\|u_{t}^{N}(., t)\right\|_{L_{2}(\Omega)}^{2} d t \\
& +\frac{1}{\delta} \int_{0}^{\tau}\|f(., t)\|_{L_{2}(\Omega)}^{2} d t  \tag{3.9}\\
= & \left(\frac{\lambda_{0}^{2}}{\varepsilon}+\delta\right) \int_{0}^{\tau}\left(\left\|u_{t}^{N}(., \tau)\right\|_{L_{2}(\Omega)}^{2}+\frac{\left(\mu m^{*}+\varepsilon\right) \varepsilon}{\lambda_{0}^{2}+\delta \varepsilon}\left\|u^{N}(., t)\right\|_{H^{m}(\Omega)}^{2}\right) d t \\
& +\frac{1}{\delta} \int_{0}^{\tau}\|f(., t)\|_{L_{2}(\Omega)}^{2} d t .
\end{align*}
$$

where $\varepsilon, \delta=$ const $>0$ arbitrary. Consider the following equation:

$$
\begin{equation*}
\frac{\left(\mu m^{*}+\varepsilon\right) \varepsilon}{\lambda_{0}^{2}+\delta \varepsilon}=\mu_{0} . \tag{3.10}
\end{equation*}
$$

From this equation we obtain

$$
\begin{equation*}
\delta=\frac{\left(\mu m^{*}+\varepsilon\right) \varepsilon-\lambda_{0}^{2} \mu_{0}}{\varepsilon \mu_{0}} \tag{3.11}
\end{equation*}
$$

Denote

$$
\varepsilon_{0}=\frac{-\mu m^{*}+\sqrt{\left(\mu m^{*}\right)^{2}+4 \lambda_{0}^{2} \mu_{0}}}{2} \geq 0 .
$$

From (3.11) it follows that $\delta>0$ with $\varepsilon>\varepsilon_{0}$ and

$$
\frac{\lambda_{0}^{2}}{\varepsilon}+\delta=\frac{\mu m^{*}+\varepsilon}{\mu_{0}}>\frac{\mu m^{*}+\varepsilon_{0}}{\mu_{0}}=\frac{\mu m^{*}+\sqrt{\left(\mu m^{*}\right)^{2}+4 \lambda_{0}^{2} \mu_{0}}}{2 \mu_{0}}=\gamma_{0} .
$$

Therefore, can rewrite (3.9) as follows

$$
\begin{align*}
& \left\|u_{t}^{N}(., \tau)\right\|_{L_{2}(\Omega)}^{2}+\mu_{0}\left\|u^{N}(., \tau)\right\|_{H^{m}(\Omega)}^{2} \\
\leq & \frac{\mu m^{*}+\varepsilon}{\mu_{0}} \int_{0}^{\tau}\left(\left\|u_{t}^{N}(., t)\right\|_{L_{2}(\Omega)}^{2}+\mu_{0}\left\|u^{N}(., t)\right\|_{H^{m}(\Omega)}^{2}\right) d t  \tag{3.12}\\
& +C(\varepsilon) \int_{0}^{\tau}\|f(., t)\|_{L_{2}(\Omega)}^{2} d t
\end{align*}
$$

with $\varepsilon>\varepsilon_{0}$, where $C(\varepsilon)=$ const $>0$ depends on $\varepsilon$.
Put

$$
J_{0}^{N}(t)=\left\|u_{t}^{N}(., \tau)\right\|_{L_{2}(\Omega)}^{2}+\mu_{0}\left\|u^{N}(., \tau)\right\|_{H^{m}(\Omega)}^{2}
$$

Then for all $\gamma>\gamma_{0}$ there exists $\varepsilon>\varepsilon_{0}$, such that

$$
\gamma>\gamma_{0}(\varepsilon)=\frac{\mu m^{*}+\varepsilon}{\mu_{0}}>\gamma_{0} .
$$

From this fact and (3.12) we obtain

$$
\begin{equation*}
J_{0}^{N}(\tau) \leq \gamma_{0}(\varepsilon) \int_{0}^{\tau} J_{0}^{N}(t) d t+C(\varepsilon) \int_{0}^{\tau}\|f(., t)\|_{L_{2}(\Omega)}^{2} d t . \tag{3.13}
\end{equation*}
$$

Applying Gronwall-Bellman inequality to (3.13), we obtain

$$
\begin{aligned}
J_{0}(\tau) & \leq C(\varepsilon) e^{\gamma_{0}(\varepsilon) \tau} \int_{0}^{\tau} e^{-\gamma_{0}(\varepsilon) t}\|f(., t)\|_{L_{2}(\Omega)}^{2} d t \\
& \leq C(\varepsilon) e^{\gamma_{0}(\varepsilon) \tau} \int_{0}^{\tau} e^{-\gamma_{0} t}\|f(., t)\|_{L_{2}(\Omega)}^{2} d t .
\end{aligned}
$$

Hence, we have

$$
\left\|u_{t}^{N}(., \tau)\right\|_{L_{2}(\Omega)}^{2}+\mu_{0}\left\|u^{N}(., \tau)\right\|_{H^{m}(\Omega)}^{2} \leq C(\varepsilon) e^{\gamma_{0}(\varepsilon) \tau}\|f\|_{L_{2}\left(\gamma_{0}, \Omega_{T}\right)}^{2},
$$

where $C_{0}(\varepsilon)=$ const $>0$ depends on $\varepsilon$. From this inequality we have

$$
\begin{equation*}
\left\|u_{t}^{N}(., \tau)\right\|_{L_{2}(\Omega)}^{2}+\left\|u^{N}(., \tau)\right\|_{H^{m}(\Omega)}^{2} \leq C_{0}(\varepsilon) e^{\gamma_{0}(\varepsilon) \tau}\|f\|_{L_{2}\left(\gamma_{0}, \Omega_{T}\right)}^{2} . \tag{3.14}
\end{equation*}
$$

Multiplying both sides of (3.14) by $e^{-\gamma \tau}$ and integrating with respect to $\tau$ from 0 to $T$, we arrive at

$$
\begin{align*}
& \int_{0}^{T}\left(\left\|u_{t}^{N}(., \tau)\right\|_{L_{2}(\Omega)}^{2}+\mu_{0}\left\|u^{N}(., \tau)\right\|_{H^{m}(\Omega)}^{2}\right) e^{-\gamma \tau} d \tau  \tag{3.15}\\
\leq & C_{0}(\varepsilon)\|f\|_{L_{2}\left(\gamma_{0}, \Omega_{T}\right)}^{2} \int_{0}^{T} e^{(\gamma(\varepsilon)-\gamma) \tau} d \tau .
\end{align*}
$$

Because $\gamma_{0}(\varepsilon)-\gamma<0$, so the integral $\int_{0}^{T} e^{\left(\gamma_{0}(\varepsilon)-\gamma\right) \tau} d \tau$ is converged. Moreover, $\varepsilon$ depends on $\gamma$. Therefore, from (3.15) we obtain

$$
\left\|u^{N}\right\|_{H^{m, 1}\left(\gamma, \Omega_{T}\right)}^{2} \leq C(\gamma)\|f\|_{L_{2}\left(\gamma_{0}, \Omega_{T}\right)}^{2}
$$

where $C(\gamma)=$ const $>0$ depends on $\gamma$. From this, we have the existence of a subsequence of $\left\{u^{N}\right\}$ weakly converging to $u \in H^{m, 1}\left(\gamma, \Omega_{T}\right)$ and $u(x, 0)=0$ in $\Omega$. It is easy to verify that $u$ is a generalized solution of the problem (2.2)-(2.4). Moreover, we have

$$
\|u\|_{H^{m, 1}\left(\gamma, \Omega_{T}\right)}^{2} \leq C\|f\|_{L_{2}\left(\gamma_{0}, \Omega_{T}\right)}^{2}
$$

where $C=$ const $>0$ is independent of $u$ and $f$. The theorem is proved.
Remark. If $\lambda_{0}=0$, then we do not need to estimate the term $\lambda_{0}\left\|u^{N}(., \tau)\right\|_{L_{2}(\Omega)}^{2}$ in the proof of Theorem 3.3. Then $\varepsilon_{0}=0$ and $\gamma_{0}=\frac{\mu m^{*}}{\mu_{0}}$.

## 4. The Smoothness with Respest to the Time Variable

In this section we will derive the smoothness with respect to the time of the generalized solution of problem (2.2)-(2.4). We prove that the smoothness in the time of the generalized solution depends on only the coefficients and the right side of the systems. For simplicity of presentation, we only consider the case $\lambda_{0}=0$. The case $\lambda_{0}>0$ is considered similarly.

Put

$$
\gamma_{h}=\frac{(2 h+1) m^{*} \mu}{\mu_{0}}
$$

for all nonnegative integers $h$. We have the following theorem.
Theorem 4.1. Let $u(x, t)$ be the generalized solution of problem (2.2)-(2.4) in Theorem 3.3. Moreover, assume that coefficients of the operator $L(x, t, D)$ satisfy condition (2.1) and hypotheses of the Lemma 3.1 with all $k \leq h+1$ and $f_{t^{k}} \in L_{2}\left(\gamma_{k}, \Omega_{T}\right)(k \leq$ $h) ; f_{t^{k}}(x, 0)=0,(k \leq h-1)$. Then for every $\gamma>\gamma_{h}$ the function $u(x, t)$ has generalized derivatives with respect to $t$ up to order $h$ in the space $H^{m, 1}\left(\gamma, \Omega_{T}\right)$ and the following estimate holds

$$
\left\|u_{t^{h}}\right\|_{H^{m, 1}\left(\gamma, \Omega_{T}\right)}^{2} \leq C \sum_{k=0}^{h}\left\|f_{t^{k}}\right\|_{L_{2}\left(\gamma_{k}, \Omega_{T}\right)}^{2}
$$

where $C=$ const $>0$ independent of $u$ and $f$.
Proof. We use notations in the proof of Theorem 3.3. Since (3.6) is a linear ordinary differential system with initial condition (3.7), applying hypothesis of the

Theorem we have $d^{h+1} \overline{c_{k}^{N}(t)} / d t^{h+1} \in L^{2}(0, \tau)$ for $0<\tau<T$. Let us differentiate (3.6) $h$ times with respect to $t$. Then multiply it by $d^{h+1} \overline{c_{l}^{N}(t)} / d t^{h+1}$ and take the sum with respect to $l$ from 1 to $N$. Next integrate the obtained equality with respect to $t$ from 0 to $\tau$ and add this equality to its complex conjugate. We have

$$
\begin{align*}
& \quad(-1)^{m-1} 2 \operatorname{Re} \sum_{|p|,|q|=0}^{m}(-1)^{|p|} \int_{\Omega_{\tau}}\left(a_{p q} D^{q} u^{N}\right)_{t^{h}} \overline{D^{p} u_{t^{h+1}}^{N}} d x d t \\
& -2 \operatorname{Re} \int_{\Omega_{\tau}} u_{t^{h+2}}^{N} \overline{u_{t^{h+1}}^{N}} d x d t=2 \operatorname{Re} \int_{\Omega_{T}} f_{t^{h}} \overline{u_{t^{h+1}}^{N}} d x d t . \tag{4.1}
\end{align*}
$$

Put

$$
\begin{aligned}
(I) & =2 \operatorname{Re} \sum_{|p|,|q|=0}^{m}(-1)^{|p|} \int_{\Omega_{\tau}}\left(a_{p q} D^{q} u^{N}\right)_{t^{h}} \overline{D^{p} u_{t^{h+1}}^{N}} d x d t \text { and } \\
(I I) & =2 \operatorname{Re} \int_{\Omega_{\tau}} u_{t^{h+2}}^{N} \overline{u_{t^{h+1}}^{N}} d x d t .
\end{aligned}
$$

Using integrating by parts, condition (3.7) and hypotheses $f_{t^{k}}(x, 0)=0,0 \leq k \leq h$, we obtain

$$
\begin{equation*}
(I I)=\left\|u_{t^{h+1}}(., \tau)\right\|_{L_{2}(\Omega)}^{2} \tag{4.2}
\end{equation*}
$$

Denote $\binom{h}{k}=h!/ k!(h-k)!$. We have

$$
\begin{aligned}
(I) & =2 \operatorname{Re} \sum_{k=0}^{h}\binom{h}{k} \int_{\Omega_{\tau}} a_{p q t^{k}} D^{q} u_{t^{h-k}}^{N} D^{p} u_{t^{h+1}}^{N} d x d t \\
& =\sum_{k=0}^{h}\binom{h}{k} 2 \operatorname{Re} \int_{0}^{\tau} B_{t^{k}}\left(u_{t^{h-k}}^{N}, u_{t^{h+1}}^{N}\right)(t) d t .
\end{aligned}
$$

On the other hand, from hypothesis $f_{t^{k}}(x, 0)=0,0 \leq k \leq h$, and condition (3.7) it follows that $D^{p} u_{t^{k}}^{N}=0,0 \leq k \leq s, 1 \leq|p| \leq m$. Therefore, using formula (3.1) with $v=u_{t^{h}}^{N}$ and integrating by parts we obtain

$$
\begin{aligned}
(I)= & B\left(u_{t^{h}}^{N}, u_{t^{h}}^{N}\right)(\tau)-\int_{0}^{\tau} B_{t}\left(u_{t^{h}}^{N}, u_{t^{h}}^{N}\right)(t) d t \\
& +\sum_{k=1}^{h}\binom{h}{k} 2 \operatorname{Re} \int_{0}^{\tau} B_{t^{k}}\left(u_{t^{h-k}}^{N}, u_{t^{h+1}}^{N}\right)(t) d t \\
= & B\left(u_{t^{h}}^{N}, u_{t^{h}}^{N}\right)(\tau)-\int_{0}^{\tau} B_{t}\left(u_{t^{h}}^{N}, u_{t^{h}}^{N}\right)(t) d t \\
& +\sum_{k=1}^{h}\binom{h}{k} 2 \operatorname{Re} B_{t^{k}}\left(u_{t^{h-k}}^{N}, u_{t^{h}}^{N}\right)(\tau) \\
& -\sum_{k=1}^{h}\binom{h}{k} 2 \operatorname{Re} \int_{0}^{\tau} B_{t^{k+1}}\left(u_{t^{h-k}}^{N}, u_{t^{h}}^{N}\right)(t) d t \\
& -\sum_{k=1}^{h}\binom{h}{k} 2 \operatorname{Re} \int_{0}^{\tau} B_{t^{k}}\left(u_{t^{h-k+1}}^{N}, u_{t^{h}}^{N}\right)(t) d t \\
= & B\left(u_{t^{h}}^{N}, u_{t^{h}}^{N}\right)(\tau)-(2 h+1) \int_{0}^{\tau} B_{t}\left(u_{t^{h}}^{N}, u_{t^{h}}^{N}\right)(t) d t \\
& +\sum_{k=1}^{h}\binom{h}{k} 2 \operatorname{Re} B_{t^{k}}\left(u_{t^{h-k}}^{N}, u_{t^{h}}^{N}\right)(\tau) \\
& -\sum_{k=1}^{h}\binom{h}{k} 2 \operatorname{Re} \int_{0}^{\tau} B_{t^{k+1}}\left(u_{t^{h-k}}^{N}, u_{t^{h}}^{N}\right)(t) d t \\
& -\sum_{k=2}^{h}\binom{h}{k} 2 \operatorname{Re} \int_{0}^{\tau} B_{t^{k}}\left(u_{t^{h-k+1}}^{N}, u_{t^{h}}^{N}\right)(t) d t
\end{aligned}
$$

From (4.2) and (4.3) we rewrite (4.1) as follows

$$
\begin{align*}
& \left\|u_{t^{h+1}}(., \tau)\right\|_{L_{2}(\Omega)}^{2}+(-1)^{m} B\left(u_{t^{h}}^{N}, u_{t^{h}}^{N}\right)(\tau) \\
= & -(-1)^{m-1}(2 h+1) \int_{0}^{\tau} B_{t}\left(u_{t^{h}}^{N}, u_{t^{h}}^{N}\right)(t) d t \\
+ & (-1)^{m-1} \sum_{k=1}^{h}\binom{h}{k} 2 \operatorname{Re} B_{t^{k}}\left(u_{t^{h-k}}^{N}, u_{t^{h}}^{N}\right)(\tau)  \tag{4.4}\\
- & (-1)^{m-1} \sum_{k=1}^{h}\binom{h}{k} 2 \operatorname{Re} \int_{0}^{\tau} B_{t^{k+1}}\left(u_{t^{h-k}}^{N}, u_{t^{h}}^{N}\right)(t) d t \\
- & (-1)^{m-1} \sum_{k=2}^{h}\binom{h}{k} 2 \operatorname{Re} \int_{0}^{\tau} B_{t^{k}}\left(u_{t^{h-k+1}}^{N}, u_{t^{h}}^{N}\right)(t) d t-2 \operatorname{Re} \int_{\Omega_{T}} f_{t^{h}} \overline{u_{t^{h+1}}^{N}} d x d t .
\end{align*}
$$

Applying Lemmas 2.1, 3.1 and Cauchy inequality to (4.4) we have

$$
\begin{aligned}
& \left\|u_{t^{h+1}}(., \tau)\right\|_{L_{2}(\Omega)}^{2}+\mu_{0}\left\|u_{t^{h}}^{N}(., \tau)\right\|_{H^{m}(\Omega)}^{2} \\
\leq & (2 h+1) \mu m^{*} \int_{0}^{\tau}\left\|u_{t^{h}}^{N}\right\|_{H^{m}(\Omega)}^{2} d t \\
& +\varepsilon\left\|u^{N}(., \tau)_{t^{h}}\right\|_{H^{m}(\Omega)}^{2}+C_{h, 1}(\varepsilon) \sum_{k=0}^{h-1}\left\|u_{t^{k}}^{N}(., \tau)\right\|_{H^{m}(\Omega)}^{2} \\
& \varepsilon \int_{0}^{\tau}\left\|u^{N}(., \tau)_{t^{h}}\right\|_{H^{m}(\Omega)}^{2} d t+C_{h, 2}(\varepsilon) \sum_{k=0}^{h-1} \int_{0}^{\tau}\left\|u_{t^{k}}^{N}(., \tau)\right\|_{H^{m}(\Omega)}^{2} d t \\
& +\delta \int_{0}^{\tau}\left\|u_{t^{h+1}}^{N}\right\|_{L_{2}(\Omega)}^{2} d t+\frac{1}{\delta} \int_{\Omega_{\tau}}\left|f_{t^{h}}\right|^{2} d x d t
\end{aligned}
$$

where $0<\varepsilon<\mu_{0}$, and $C_{h, 1}, C_{h, 2}(\varepsilon)=$ const $>0$ depend on $\varepsilon$. From this we obtain

$$
\begin{aligned}
& \left\|u_{t^{h+1}}(., \tau)\right\|_{L_{2}(\Omega)}^{2}+\left(\mu_{0}-\varepsilon\right)\left\|u_{t^{h}}^{N}(., \tau)\right\|_{H^{m}(\Omega)}^{2} \\
\leq & \left((2 h+1) \mu m^{*}+\varepsilon\right) \int_{0}^{\tau}\left\|u_{t^{h}}^{N}\right\|_{H^{m}(\Omega)}^{2} d t+\delta \int_{0}^{\tau}\left\|u_{t^{h+1}}^{N}\right\|_{L_{2}(\Omega)}^{2} d t \\
& +C_{h, 1}(\varepsilon) \sum_{k=0}^{h-1}\left\|u_{t^{k}}^{N}(., \tau)\right\|_{H^{m}(\Omega)}^{2}+C_{h, 2}(\varepsilon) \sum_{k=0}^{h-1} \int_{0}^{\tau}\left\|u_{t^{k}}^{N}(., \tau)\right\|_{H^{m}(\Omega)}^{2} d t \\
& +\frac{1}{\delta} \int_{\Omega_{\tau}}\left|f_{t^{h}}\right|^{2} d x d t \\
= & \delta \int_{0}^{\tau}\left(\left\|u_{t^{h+1}}^{N}\right\|_{L_{2}(\Omega)}^{2}+\frac{\left((2 h+1) \mu m^{*}+\varepsilon\right)}{\delta}\left\|u_{t^{h}}^{N}\right\|_{H^{m}(\Omega)}^{2}\right) d t \\
& +C_{h, 1}(\varepsilon) \sum_{k=0}^{h-1}\left\|u_{t^{k}}^{N}(., \tau)\right\|_{H^{m}(\Omega)}^{2}+C_{h, 2}(\varepsilon) \sum_{k=0}^{h-1} \int_{0}^{\tau}\left\|u_{t^{k}}^{N}(., \tau)\right\|_{H^{m}(\Omega)}^{2} d t \\
& +\frac{1}{\delta} \int_{\Omega_{\tau}}\left|f_{t^{h}}\right|^{2} d x d t
\end{aligned}
$$

Putting

$$
\frac{\left((2 h+1) \mu m^{*}+\varepsilon\right)}{\delta}=\mu_{0}-\varepsilon
$$

we have

$$
\delta=\frac{\left((2 h+1) \mu m^{*}+\varepsilon\right)}{\mu_{0}-\varepsilon} \equiv \gamma_{h}(\varepsilon) .
$$

From this fact and (4.5) we obtain

$$
\begin{align*}
& \left\|u_{t^{h+1}}(., \tau)\right\|_{L_{2}(\Omega)}^{2}+\left(\mu_{0}-\varepsilon\right)\left\|u_{t^{h}}^{N}(., \tau)\right\|_{H^{m}(\Omega)}^{2} \\
& \leq \gamma_{h}(\varepsilon) \int_{0}^{\tau}\left(\left\|u_{t^{h+1}}^{N}\right\|_{L_{2}(\Omega)}^{2}+\left(\mu_{0}-\varepsilon\right)\left\|u_{t^{2}}^{N}\right\|_{H^{m}(\Omega)}^{2}\right) d t \\
& +C_{h, 1}(\varepsilon) \sum_{k=0}^{h-1}\left\|u_{t^{k}}^{N}(., \tau)\right\|_{H^{m}(\Omega)}^{2}+C_{h, 2}(\varepsilon) \sum_{k=0}^{h-1} \int_{0}^{\tau}\left\|u_{t^{k}}^{N}(., \tau)\right\|_{H^{m}(\Omega)}^{2} d t  \tag{4.6}\\
& +C_{h, 3}(\varepsilon) \int_{0}^{\tau}\left\|f_{t^{h}}\right\|_{L_{2}(\Omega)}^{2} d t .
\end{align*}
$$

We now use induction to prove:

$$
\begin{equation*}
\left\|u_{t^{s}}^{N}(., \tau)\right\|_{H^{m}(\Omega)}^{2} \leq C_{s}(\varepsilon) e^{\gamma_{s}(\varepsilon) \tau} \sum_{k=0}^{s}\left\|f_{t^{k}}(., \tau)\right\|_{L_{2}\left(\gamma_{k}, \Omega_{T}\right)}^{2} \tag{4.7}
\end{equation*}
$$

with for all $\gamma>\gamma_{s}, 0<\varepsilon<\mu_{0}$. From (3.14) it follows that (4.7) holds for $s=0$. Assume that (4.7) holds for $s-1$. From (4.6) with $h=s$, we have

$$
\begin{aligned}
& \left\|u_{t^{s+1}}(., \tau)\right\|_{L_{2}(\Omega)}^{2}+\left(\mu_{0}-\varepsilon\right)\left\|u_{t^{s}}^{N}(., \tau)\right\|_{H^{m}(\Omega)}^{2} \\
& \leq \gamma_{s}(\varepsilon) \int_{0}^{\tau}\left(\left\|u_{t^{s+1}}^{N}\right\|_{L_{2}(\Omega)}^{2}+\left(\mu_{0}-\varepsilon\right)\left\|u_{t^{s}}^{N}\right\|_{H^{m}(\Omega)}^{2}\right) d t \\
& \quad+C_{s, 1}(\varepsilon) \sum_{k=0}^{s-1}\left\|u_{t^{k}}^{N}(., \tau)\right\|_{H^{m}(\Omega)}^{2}+C_{s, 2}(\varepsilon) \sum_{k=0}^{s-1} \int_{0}^{\tau}\left\|u_{t^{k}}^{N}(., \tau)\right\|_{H^{m}(\Omega)}^{2} d t \\
& \quad+C_{s, 3}(\varepsilon) \int_{0}^{\tau}\left\|f_{t^{s}}\right\|_{L_{2}(\Omega)}^{2} d t
\end{aligned}
$$

with $0<\varepsilon<\mu_{0}$. Therefore, by the induction hypothesis and $\gamma_{k} \leq \gamma_{s-1}(k \leq s-1)$, from this inequality we obtain

$$
\begin{aligned}
& \left\|u_{t^{s+1}}(., \tau)\right\|_{L_{2}(\Omega)}^{2}+\left(\mu_{0}-\varepsilon\right)\left\|u_{t^{s}}^{N}(., \tau)\right\|_{H^{m}(\Omega)}^{2} \\
\leq & \gamma_{s}(\varepsilon) \int_{0}^{\tau}\left(\left\|u_{t^{s+1}}^{N}\right\|_{L_{2}(\Omega)}^{2}+\left(\mu_{0}-\varepsilon\right)\left\|u_{t^{s}}^{N}\right\|_{H^{m}(\Omega)}^{2}\right) d t \\
& +C_{s, 1}(\varepsilon) \sum_{k=0}^{s-1} C_{k}(\varepsilon) e^{\gamma_{k}(\varepsilon) \tau} \sum_{j=0}^{k}\left\|f_{t^{j}}(., \tau)\right\|_{L_{2}\left(\gamma_{j}, \Omega_{T}\right)}^{2} \\
& +C_{s, 2}(\varepsilon) \sum_{k=0}^{s-1} \int_{0}^{\tau}\left(C_{k}(\varepsilon) e^{\gamma_{k}(\varepsilon) t} \sum_{j=0}^{k}\left\|f_{t^{j}}(., \tau)\right\|_{L_{2}\left(\gamma_{j}, \Omega_{T}\right)}^{2}\right) d t \\
& +C_{s, 3}(\varepsilon) \int_{0}^{\tau}\left\|f_{t^{s}}\right\|_{L_{2}(\Omega)}^{2} d t \\
\leq & \gamma_{s}(\varepsilon) \int_{0}^{\tau}\left(\left\|u_{t^{s+1}}^{N}\right\|_{L_{2}(\Omega)}^{2}+\left(\mu_{0}-\varepsilon\right)\left\|u_{t^{s}}^{N}\right\|_{H^{m}(\Omega)}^{2}\right) d t \\
& +C_{1}(\varepsilon) e^{\gamma_{s-1}(\varepsilon) \tau} \sum_{j=0}^{s-1}\left\|f_{t^{j}}(., \tau)\right\|_{L_{2}\left(\gamma_{j}, \Omega_{T}\right)}^{2} \\
& +C_{2}(\varepsilon) \int_{0}^{\tau}\left(e^{\gamma_{s-1}(\varepsilon) t} \sum_{j=0}^{s-1}\left\|f_{t^{j}}(., \tau)\right\|_{L_{2}\left(\gamma_{j}, \Omega_{T}\right)}^{2}\right) d t \\
& +C_{s, 3}(\varepsilon) \int_{0}^{\tau}\left\|f_{t^{s}}\right\|_{L_{2}(\Omega)}^{2} d t .
\end{aligned}
$$

## Denote

$$
\begin{aligned}
J_{s}(\tau)= & \left\|u_{t^{s+1}}(., \tau)\right\|_{L_{2}(\Omega)}^{2}+\left(\mu_{0}-\varepsilon\right)\left\|u_{t^{s}}^{N}(., \tau)\right\|_{H^{m}(\Omega)}^{2} \\
\phi(\tau)= & C_{1}(\varepsilon) e^{\gamma_{s-1}(\varepsilon) \tau} \sum_{j=0}^{s-1}\left\|f_{t^{j}}\right\|_{L_{2}\left(\gamma_{j}, \Omega_{T}\right)}^{2} \\
& +C_{2}(\varepsilon) \int_{0}^{\tau}\left(e^{\gamma_{s-1}(\varepsilon) t} \sum_{j=0}^{s-1}\left\|f_{t^{j}}\right\|_{L_{2}\left(\gamma_{j}, \Omega_{T}\right)}^{2}\right) d t+C_{s, 3}(\varepsilon) \int_{0}^{\tau}\left\|f_{t^{s}}(., t)\right\|_{L_{2}(\Omega)}^{2} d t
\end{aligned}
$$

From this fact and (4.8) it follows that

$$
J_{s}^{N}(\tau) \leq \gamma_{s}(\varepsilon) \int_{0}^{\tau} J_{s}^{N}(t) d t+\phi(\tau)
$$

From this relation and the Gronwal-Bellman inequality, we obtain

$$
J_{s}(\tau) \leq e^{\gamma_{s}(\varepsilon) \tau} \int_{0}^{\tau} e^{-\gamma_{s}(\varepsilon) t} \phi^{\prime}(t) d t
$$

Therefore, we have

$$
\begin{align*}
& \left\|u_{t^{s+1}}^{N}(., \tau)\right\|_{L^{2}(\Omega)}^{2}+\left(\mu_{0}-\varepsilon\right)\left\|u_{t^{s}}^{N}(., \tau)\right\|_{H^{m}(\Omega)}^{2} \\
& \leq C(\varepsilon) e^{\gamma_{s}(\varepsilon) \tau} \int_{0}^{\tau} e^{-\gamma_{s}(\varepsilon) t}\left(e^{\gamma_{s-1}(\varepsilon)} \sum_{j=0}^{s-1}\left\|f_{t^{j}}\right\|_{L_{2}\left(\gamma_{j}, \Omega_{T}\right)}^{2}+\left\|f_{t^{s}(., t)}\right\|_{L_{2}(\Omega)}^{2}\right) d t  \tag{4.9}\\
& \leq C_{s, 0}(\varepsilon) e^{\gamma_{s}(\varepsilon) \tau} \sum_{j=0}^{s}\left\|f_{t_{j}}\right\|_{L_{2}\left(\gamma_{j}, \Omega_{T}\right)}^{2} .
\end{align*}
$$

From this we obtain (4.7).
Now we return to inequality (4.6). By inequality (4.7) for all $s \leq h-1$ and similar arguments as proof inequality (4.9) we obtain

$$
\left\|u_{t^{h+1}}(., \tau)\right\|_{L_{2}(\Omega)}^{2}+\left(\mu_{0}-\varepsilon\right)\left\|u_{t^{h}}^{N}(., \tau)\right\|_{H^{m}(\Omega)}^{2} \leq C_{h, 0}(\varepsilon) e^{\gamma_{h}(\varepsilon) \tau} \sum_{k=0}^{h}\left\|f_{t^{k}}\right\|_{L_{2}\left(\gamma_{k}, \Omega_{T}\right)}^{2} .
$$

Hence,

$$
\begin{equation*}
\left\|u_{t^{h+1}}(., \tau)\right\|_{L_{2}(\Omega)}^{2}+\left\|u_{t^{h}}^{N}(., \tau)\right\|_{H^{m}(\Omega)}^{2} \leq C_{h}(\varepsilon) e^{\gamma_{h}(\varepsilon) \tau} \sum_{k=0}^{h}\left\|f_{t^{k}}\right\|_{L_{2}\left(\gamma_{k}, \Omega_{T}\right)}^{2} \tag{4.10}
\end{equation*}
$$

Let $\gamma$ be a positive number: $\gamma>\gamma_{h}$. Then there exists $\varepsilon: 0<\varepsilon<\mu_{0}$, such that

$$
\gamma>\gamma_{h}(\varepsilon)=\frac{(2 h+1) \mu m^{*}+\varepsilon}{\mu_{0}-\varepsilon}>\gamma_{h} .
$$

Multiplying up $e^{-2 \gamma \tau}$ to both sides of this inequality and integrating obtained inequality with respect to $t$ from 0 to $T$, we have the following result:

$$
\begin{align*}
& \int_{0}^{T}\left(\left\|u_{t}^{N}(., \tau)\right\|_{L_{2}(\Omega)}^{2}+\left\|u^{N}(., \tau)\right\|_{H^{m}(\Omega)}^{2}\right) e^{-\gamma \tau} d \tau \\
\leq & C_{h}(\varepsilon) \sum_{k=0}^{s}\left\|f_{t^{k}}\right\|_{L_{2}\left(\gamma_{k}, \Omega_{T}\right)}^{2} \int_{0}^{T} e^{\left(\gamma_{h}(\varepsilon)-\gamma\right) \tau} d \tau . \tag{4.11}
\end{align*}
$$

Because $\gamma_{h}(\varepsilon)-\gamma<0$, so the integral $\int_{0}^{T} e^{\left(\gamma_{h}(\varepsilon)-\gamma\right) \tau} d \tau$ is converged. Moreover, $\varepsilon$ depends on $\gamma$. Therefore, from (4.11) we obtain

$$
\left\|u_{t^{n}}^{N}\right\|_{H^{m, 1}\left(\gamma, \Omega_{T}\right)}^{2} \leq C(\gamma) \sum_{k=0}^{h}\left\|f_{t^{k}}\right\|_{L_{2}\left(\gamma_{k}, \Omega_{T}\right)}^{2}
$$

where $C(\gamma)=$ const $>0$ depends on $\gamma$.
Since $\left\{u_{t^{h}}^{N}\right\}$ is bounded in $H^{m, 1}\left(\gamma, \Omega_{T}\right)$, we can choose a subsequence which converges weakly to a function $u_{t^{h}}$ in $H^{m, 1}\left(\gamma, \Omega_{T}\right)$. It is easy to check that $u_{t^{h}}$ is the generalized derivative of order $h$ with respect to $t$ of $u$. Moveover, we get

$$
\left\|u_{t^{n}}\right\|_{H^{m, 1}\left(\gamma, \Omega_{T}\right)}^{2} \leq C \sum_{k=0}^{h}\left\|f_{t^{k}}\right\|_{L_{2}\left(\gamma_{k}, \Omega_{T}\right)}^{2}
$$

where $C=$ const $>0$ independent of $u$ and $f$. The Theorem 4.1 is proved completely.

## 5. An Example

In this section we apply the previous results to the Cauchy-Neumann problem for the wave equation. We consider the following problem:

$$
\begin{gather*}
\Delta u-u_{t t}=f(x, t),(x, t) \in \Omega_{T},  \tag{5.1}\\
\left.u\right|_{t=0}=\left.u_{t}\right|_{t=0}=0, x \in \Omega,  \tag{5.2}\\
\left.\frac{\partial u}{\partial \nu}\right|_{S_{T}}=0, \tag{5.3}
\end{gather*}
$$

where $\triangle$ is the Laplace operator, $\nu$ is the unit exterior normal to $S_{T}$.
For problem (5.1)-(5.3) we have $\lambda_{0}=0, \mu_{0}=1, \mu=1$ and $m^{*}=2$. Therefor, $\gamma_{h}=2(2 h+1)$. From this fact and Theorem 4.1 we obtain the following result.

Theorem 5.1. Suppose that $\left.f_{t^{k}} \in L_{2}\left(2(2 h+1), \Omega_{T}\right)\right), 0 \leq k \leq h, f_{t^{k}}(x, 0)=$ $0,0 \leq k \leq h-1$. Then for every $\gamma>2(2 h+1)$ problem (5.1)-(5.3) has the unique generalized solution $u(x, t) \in H^{1,1}\left(\gamma, \Omega_{T}\right)$. Moreover, the function $u(x, t)$ has derivatives with respect to $t$ up to order $h$ belonging to the space $H^{1,1}\left(\gamma, \Omega_{T}\right)$ and

$$
\left\|u_{t^{h}}\right\|_{H^{1,1}\left(\gamma, \Omega_{T}\right)}^{2} \leq C \sum_{k=0}^{h}\left\|f_{t^{k}}\right\|_{L_{2}\left(\gamma_{k}, \Omega_{T}\right)}^{2},
$$

where $\mathrm{C}=$ const $>0$ is independent of $u$ and $f$.

## Acknowledgment

This work was supported by Vietnam's National Foundation for Science and Technology Development.

## References

1. R. A. Adams, Sobolev Spaces, Academic Press, 1975.
2. A. Kokatov and B. A. Plamenevssky, On the asymptotic on solutions to the Neumann problem for hyperbolic systems in domain with conical point, English Transl., St. Peterburg Math. J., 16(3) (2005), 477-506.
3. Nguyen Manh Hung and Cung The Anh, Asymtotic expansions of solutions of the first initial boundary value problem for the Schrodinger system near conical points of the boundary, Differentsial'nye Uravneniya, 46(2) (2010), 285-289.
4. Nguyen Manh Hung and Nguyen Thi Kim Son, On the regularity of solution of the second initial boundary value problem for Schrodinger systems in domains with conical points. Taiwanese Journal of Mathematics, 13(6) (2009), 1885-1907.
5. N. M. Hung, Asymptotic behaviour of solutions of the first buondary-value problem for strongly hyperbolic systems near a conical point at the boundary of the domain, Math. Sbornik, 19 (1999), 103-126.
6. Nguyen Manh Hung and Nguyen Thanh Anh, Regularity of solutions of initial-boundary value problems for parabolic equations in domains with conical points, Journal of Differential Equations, 245(7) (2008), 1801-1818.
7. Nguyen Manh Hung and Jen-Chih Yao, On the asymptotics of solutions of the first initial boundary value problem for hyperbolic systems in infinite cylinders with base containing conical points, Nonlinear Anal., 71(5-6) (2009), 1620-1635.
8. N. M. Hung and J. C. Yao, Cauchy-Neumann problem for second-order hyperbolic equations in cylinder with base containing conical points, Applicable Analysis, 89 (2010), 1293-1311.
9. T. S. Hajiev and R. A. Rasulov, Behavior of the solution of nonlinear hyperbplic equation in domaim with non-smooth boundary, Applied Mathematics Letters, 24 (2011), 283-287.
10. V. A. Solonnikov, On the solvability of classical initial-boundary value problem for the heat equation in a dihedral angle, Zap. Nachn. Sem. Leningr. Otd. Math. Inst., 127 (1983), 7-48.
11. G. Fichera, Existense theorems in elasticity, Springer, New York-Berlin, 1972.

Nguyen Manh Hung<br>Department of Mathematics<br>HaNoi National University of Education<br>VietNam<br>E-mail: nmhungmath@gmail.com<br>hungnmmath@hnue.edu.vn<br>Phung Kim Chuc<br>Department of Mathematics<br>CanTho University<br>VietNam<br>E-mail: pkchuc@ctu.edu.vn

