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SENSITIVITY ANALYSIS OF PARAMETRIC VECTOR SET-VALUED
OPTIMIZATION PROBLEMS VIA CODERIVATIVES

X. W. Xue1, S. J. Li1,∗, C. M. Liao1 and Jen-Chih Yao2

Abstract. In this paper, by virtue of coderivatives, we investigate sensitiv-
ity analysis of parametric vector set-valued optimization problems in Banach
spaces. Several examples are provided to illustrate the main results.

1. INTRODUCTION

Sensitivity analysis is not only theoretically interesting, but also practically im-
portant in optimization theory and in theory of variational inequality. Under suitable
assumptions, it consists in the study of derivatives of perturbation maps. Some in-
teresting results have been obtained in sensitivity analysis in vector optimization
problems. By using the contingent derivative, Tanino [27] obtained the first results
in this field. Various sensitivity analysis results in this direction can be found in Shi
[26], Kuk, Tanino, and Tanaka [9], and so on. Bednarczuk and Song [2] studied
sensitivity of a family of parametric optimization problems with set-valued maps
via generalized contingent epiderivatives for a set-valued map (also see [3]). Using
the so-called proto-differentiability (see [25]), Lee and Huy [10] proved that, under
suitable conditions, the efficient point set-valued map is proto-differentiable. Re-
cently, some authors have investigated the sensitivity properties of vector variational
inequalities by virtue of the set-valued gap functions, (see, e.g., [12, 13, 15]).

The generalized derivatives mentioned above for set-valued maps are generated
by tangent cones to their graphs in primal spaces. Another derivative-like con-
struction for set-valued maps has been introduced by Mordukhovich [17] called
coderivatives, which are generated by normal cones to their graphs in dual spaces.
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The readers are referred to [19] for details on several types of coderivatives and par-
ticularly the normal coderivative, mixed coderivative and the Fŕechet coderivative.
The generalized derivatives and coderivatives are generally independent since there
are normal cones that are not dual to any tangent ones, for instance the Mordukhovich
normal cone (see, e.g., [19]). So it is meaningful to discuss the optimization prob-
lems via coderivatives instead of generalized derivatives. There are numerous ap-
plications of coderivatives to derive necessary conditions and existence properties
in various vector optimization problems, such as [1, 5, 22, 28]. Coderivatives have
been also applied to sensitivity analysis of scalar (single-objective) optimization
problems. We refer the readers to [6, 11, 14, 20, 21, 23, 29] for just a few of them.

Recently, by using the known results in [19], Huy, Mordukhovich and Yao [7]
obtained the sensitivity properties of the parametric vector optimization problems
via the Mordukhovich coderivatives with respect to the so-called generalized order
optimality in the Asplund space setting. Chuong and Yao [4] gave the sensitivity
analysis results in parametric vector optimization problems by virtue of the Fŕechet
coderivative in the Banach space setting. However, it seems that there are not correct
in the formulas for computing the coderivatives of sum of a set-valued map and a
cone, and efficient point set-valued maps, respectively.

In this paper, we make an effort to investigate the sensitivity properties of
parametric vector set-valued optimization problems via the coderivatives in Banach
spaces. We establish the formulas for computing the Fréchet coderivatives, normal
coderivative and mixed coderivative of the efficient point set-valued map, respec-
tively. As a special case, we obtain the corresponding results for vector optimization
problems, which modify the incorrect results in [4] and [7]. We also give some
examples to illustrate these results. At the end, we specify the coderivatives formu-
las for the above efficient point set-valued map in parametric vector optimization
problems involving explicit constraints of operator constraints.

The rest of the paper is organized as follows. In Section 2, we recall the basic
definitions and notations from vector optimization, set-valued analysis and varia-
tional analysis. In Section 3, we first compute the coderivatives of a sum of a
set-valued map and a cone, and then derive formulas for computing the coderiva-
tives of efficient point set-valued maps in Banach spaces. Finally, we discuss the
coderivatives of efficient point set-valued map of general parametric vector opti-
mization problems.

Throughout the paper we use standard notation, with special symbols introduced
where they are defined. Unless otherwise stated, all spaces considered are Banach
whose norms are always denoted by ‖·‖. For any space X we consider its dual space
X∗ equipped with the weak* topology w∗, where 〈·, ·〉 means the canonical pairing.
The closed ball with center x and radius η is denoted by Bη(x). The symbol A∗

denotes the adjoint operator of a linear continuous operator A. Let K ⊂ Y be a
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closed and convex cone. The uniformly positive polar to cone K is defined by

K∗
up := {y∗ ∈ Y ∗ | ∃ β > 0, 〈y∗, k〉 ≥ β‖k‖, ∀k ∈ K}.

If F : X ⇒ Y is a set-valued map, we denote by domF = {x ∈ X | F (x) 	= ∅} and
gphF = {(x, y) ∈ X × Y | y ∈ F (x)}, the domain and graph of F , respectively.
The notation ∗→ stands for weak∗ convergence in a dual space, while xn

S→ x means
that the sequence xn is contained in the subset S and converges to x. For set-valued
map F : X ⇒ X∗ the expression

lim sup
x→x̄

F (x) = {x∗ ∈ X∗ | ∃ sequences xk → x̄, x∗
k

∗→ x∗ s.t. x∗
k ∈ F (xk)

for all k ∈ N},

signifies the sequential Painlevé-Kuratowski upper (outer) limit with respect to the
norm topology in X and the weak* topology in X∗; N = {1, 2, ...}. The origins of
all real normed spaces are denoted by 0.

2. BASIC DEFINITIONS AND PRELIMINARIES

In this section, we introduce the basic concepts and constructions of variational
analysis and generalized differentiation needed for formulations and justifications
of the main results of the paper. Most of the concepts and properties can be found
in the recent monograph [19].

Definition 2.1. [8, 16]. Let Ω ⊂ X be a nonempty subset of a Banach space.

(i) Given x̄ ∈ Ω and ε ≥ 0. The set of ε-normals to Ω at x̄ ∈ Ω is defined by

(1) N̂ε(x̄, Ω) = {x∗ ∈ X∗ | lim sup
x

Ω→x̄

〈x∗, x− x̄〉
‖x − x̄‖ ≤ ε}.

When ε = 0, the set (1) is a cone that is called the Fréchet normal cone (or the
prenormal cone) to Ω at x̄ and is denoted by N̂ (x̄, Ω). We put N̂ε(x̄, Ω) = ∅
for all ε ≥ 0 if x̄ /∈ Ω.

(ii) The Mordukhovich normal cone (or basic normal cone) to Ω ⊂ X at x̄ is
defined through the Painlevé-Kuratowski upper (outer) limit as

(2) N (x̄, Ω) = Limsup
xk→x̄,εk→0+

N̂εk
(xk, Ω)

Definition 2.2. [17, 18]. Considering a set-valued map Φ : X ⇒ Y between
Banach spaces.
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(i) The ε-coderivative D̂∗
εΦ(x̄, ȳ) at (x̄, ȳ) is defined through the ε-normal set

(1) to the graph as

(3) D̂∗
εΦ(x̄, ȳ)(y∗) = {x∗ ∈ X∗ | (x∗,−y∗) ∈ N̂ε((x̄, ȳ), gphΦ)}.

When ε = 0, the positive homogeneous set-valued map of y∗ in (3) is called
the Fréchet coderivative of Φ at (x̄, ȳ) and denoted by D̂∗Φ(x̄, ȳ)(·).

(ii) The normal (Mordukhovich) coderivative of Φ at (x̄, ȳ) is

(4) D∗
NΦ(x̄, ȳ)(y∗) = {x∗ ∈ X∗ | (x∗,−y∗) ∈ N ((x̄, ȳ), gphΦ)}.

that is, D∗
NΦ(x̄, ȳ)(y∗) is the collection of all x∗ for which there are sequences

εk → 0+, (xk, yk) → (x̄, ȳ), (x∗
k, y

∗
k)

∗→ (x∗, y∗) with (xk, yk) ∈ gphΦ and
x∗

k ∈ D̂∗
εk

Φ(xk, yk)(y∗k).

(iii) The mixed coderivative D∗
MΦ(x̄, ȳ) of a set-valued map Φ : X ⇒ Y at (x̄, ȳ)

is the set-valued map D∗
MΦ(x̄, ȳ) : Y ∗ ⇒ X∗ defined by

(5) D∗
MΦ(x̄, ȳ)(y∗) = Limsup

(xk,yk,y∗k)→(x̄,ȳ,y∗),εk→0+

D̂∗
εk

Φ(xk, yk)(y∗k),

i.e., x∗ ∈ D∗
MΦ(x̄, ȳ)(y∗) if and only if there are sequences εk → 0+,

(xk, yk, y
∗
k) → (x̄, ȳ, y∗), x∗

k
∗→ x∗ with (xk, yk) ∈ gphΦ and x∗

k ∈ D̂∗
εk

Φ(xk, yk)(y∗k).

One can equivalently put εk = 0 in (2) and (5) if F has closed graph around
(x̄, ȳ) and if both X and Y are Asplund, see [19, 24]. It follows from the definitions
that D∗

MΦ(x̄, ȳ)(y∗) ⊂ D∗
NΦ(x̄, ȳ)(y∗) when the equality obviously holds if Y is

finite-dimensional. We say that Ω is regular at x̄ ∈ Ω if N (x̄, Ω) = N̂(x̄, Ω) and Φ
is N-regular (resp. M-regular) at (x̄, ȳ) if and only if D∗

NΦ(x̄, ȳ) = D̂∗Φ(x̄, ȳ) (resp.
D∗

MΦ(x̄, ȳ) = D̂∗Φ(x̄, ȳ)) (see [18]). The following proposition gives a sufficient
condition for the regularity of Φ and special representations of the coderivatives.

Proposition 2.1. [19]. Let Φ : X → Y be Fréchet differentiable at x̄. Then,

D̂∗Φ(x̄)(y∗) = {(∇Φ(x̄))∗y∗}, ∀ y∗ ∈ Y ∗.

Moreover, if Φ is strictly differentiable at x̄, i.e., Φ is single-valued around x̄ and

lim
x,x′→x̄

[Φ(x)− Φ(x′) −∇Φ(x̄)(x− x′)]/‖x− x′‖ = 0,

then Φ is N-regular at x̄ and one has

D∗
NΦ(x̄)(y∗) = D∗

MΦ(x̄)(y∗) = {(∇Φ(x̄))∗y∗}, ∀y∗ ∈ Y ∗.
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Definition 2.3. Let f : X → Y be a single-valued map and x̄ ∈ domf . f is
said to be local upper Lipschitzian at x̄ if there are numbers η > 0 and L > 0 such
that

‖f(x)− f(x̄)‖ ≤ L‖x − x̄‖, for all x ∈ Bη(x̄) ∩ domf.

We say that a set-valued map F : X ⇒ Y admits a local upper Lipschitzian selection
at (x̄, ȳ) ∈ gphF if there is a single-valued map f : domF → Y which is local
upper Lipschitzian at x̄ satisfying f(x̄) = ȳ and f(x) ∈ F (x) for all x ∈ domF

in a neighborhood of x̄. We say that F admits a local upper Lipschitzian selection
around (x̄, ȳ) ∈ gphF if there is a neighborhood U of (x̄, ȳ) such that F admits a
local upper Lipschitzian selection at any (x, y) ∈ gphF ∩ U .

Now we recall some definitions and properties of Fréchet subdifferential of
extended real-valued function. In [20], one can find proofs as well as related results
and discussions. For an extended real-valued function φ : X → R̄ := [−∞,∞],
let epiφ = {(x, µ) ∈ X × R | µ ≥ φ(x)}. The Fréchet lower subdifferential and
Fréchet upper subdifferential of φ at x̄ with |φ(x̄)| < ∞ are defined, respectively,
by

∂̂φ(x̄) := {x∗ ∈ X∗ | (x∗,−1) ∈ N̂ ((x̄, φ(x̄)), epiφ)},
and

∂̂+φ(x̄) := −∂̂(−φ)(x̄).

It is known that the sets ∂̂+φ(x̄) and ∂̂φ(x̄) are nonempty simultaneously if and only
if φ is Fréchet differentiable at x̄ with ∂̂+φ(x̄) = ∂̂φ(x̄) = {∇φ(x̄)}. Furthermore,
for any vector function f : P → Y between Banach spaces we associate f with a
scalarization function with respect to some y∗ ∈ Y ∗ defined by

〈y∗, f〉(p) = 〈y∗, f(p)〉 for all p ∈ P.

If f is locally upper Lipschitz continuous around p̄ ∈ P , then for all y∗ ∈ Y ∗,

D̂∗f(p̄)(y∗) = ∂̂〈y∗, f〉(p̄).

3. MAIN RESULTS

Let F : P × X ⇒ Y and C : P ⇒ X be two set-valued maps, where P , X
and Y are Banach spaces. Given a pointed (i.e., K ∩ (−K) = {0}) closed convex
cone K ⊂ Y , we consider the following parametric vector set-valued optimization
problem:

(6) MinK{F (p, x) | x ∈ C(p)}.
Here, x is a decision variable and the cone K includes a partial order �K on Y ,
i.e.,

(7) y �K y′ ⇔ y′ − y ∈ K, y, y′ ∈ Y.
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The “MinK” in (6) is understood with respect to the ordering relation �K from
(7).

We say that y ∈ A is an efficient point of a subset A ∈ Y with respect to K

and write y ∈ MinKA, if and only if (y−K)∩A = {y}. If A = ∅, then we define
MinKA = ∅. Let F̄ : P ⇒ Y be the set-valued map given by

(8) F̄ (p) = (F ◦ C)(p) = F (p, C(p)) = {F (p, x) | x ∈ C(p)}.
We put

(9) F (p) = MinKF̄ (p), p ∈ P,

and call F : P ⇒ Y the efficient point set-valued map of (6).
In this section, we derive sensitivity analysis of the parametric vector set-valued

optimization problem (6). First, we need to compute or estimate the coderivatives
of the sum of a set-valued map and a cone.

Proposition 3.1. Let F : X ⇒ Y be a set-valued map between Banach spaces
and (x̄, ȳ) ∈ gphF . One has

(10) D̂∗(F + K)(x̄, ȳ)(y∗) ⊂ D̂∗F (x̄, ȳ)(y∗) ∀y∗ ∈ Y ∗,

and the converse inclusion holds if y ∗ ∈ K∗
up and R admits a local upper Lips-

chitzian selection at (x̄, ȳ, ȳ), where the set-valued map R is defined by R(x, y) :=
F (x) ∩ (y − K).

Proof. Clearly, gphF ⊂ gph(F + K) since 0 ∈ K . By the monotonicity
property of the Fréchet normal cone, we have

N̂ ((x̄, ȳ), gph(F + K)) ⊂ N̂ ((x̄, ȳ), gphF ),

and it follows from the definition of the Fréchet coderivative that (10) holds. Let
y∗ ∈ K∗

up and x∗ ∈ D̂∗F (x̄, ȳ)(y∗). Conversely, assume that x∗ /∈ D̂∗(F +
K)(x̄, ȳ)(y∗). This means that there is a sequence (xk, yk) → (x̄, ȳ) with yk ∈
F (xk) + K such that

(11) lim sup
k−→∞

〈(x∗,−y∗), (xk − x̄, yk − ȳ)〉
‖(xk − x̄, yk − ȳ)‖ > 0.

Since R admits a local upper Lipschitzian selection at (x̄, ȳ, ȳ) and domR =
gph(F + K), there are a constant L > 0 and a neighborhood U × V of (x̄, ȳ)
such that for all (x, y) ∈ (U × V ) ∩ gph(F + K), we can find y1 ∈ R(x, y) such
that

‖y1 − ȳ‖ ≤ L‖(x− x̄, y − ȳ)‖.
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For the above (xk, yk), there exists k0 ∈ N such that for all k ≥ k0, (xk, yk) ∈
U × V . Thus, there is a sequence y ′

k ∈ R(xk, yk) ⊂ F (xk) such that for k large
enough ‖y′k − ȳ‖ ≤ L‖(xk, yk) − (x̄, ȳ)‖ → 0. That is, there are y′k ∈ F (xk)
and θk ∈ K satisfying yk = y′k + θk and y′k → ȳ. Furthermore, by the choice of
y∗ ∈ K∗

up, there exists β > 0 satisfying 〈y∗, k〉 ≥ β‖k‖ ≥ 0, ∀k ∈ K . Therefore,

we have found a sequence (xk, y
′
k)

gphF−→ (x̄, ȳ) such that ‖(xk − x̄, y′k − ȳ)‖ ≤
(L + 1)‖(xk, yk) − (x̄, ȳ)‖ and

〈(x∗,−y∗), (xk − x̄, y′k − ȳ)〉
‖(xk − x̄, y′k − ȳ)‖

=
〈(x∗,−y∗), (xk − x̄, yk − θk − ȳ)〉

‖(xk − x̄, y′k − ȳ)‖
=

〈(x∗,−y∗), (xk − x̄, yk − ȳ)〉+ 〈y∗, θk〉
‖(xk − x̄, y′k − ȳ)‖

≥ 〈(x∗,−y∗), (xk − x̄, yk − ȳ)〉
(L + 1)‖(xk − x̄, yk − ȳ)‖ + 0.

It follows from (11) that

lim sup
(x,y)

gphF−→ (x̄,ȳ)

〈(x∗,−y∗), (x− x̄, y − ȳ)〉
‖(x − x̄, y − ȳ)‖ > 0,

and thus x∗ /∈ D̂∗F (x̄, ȳ)(y∗) from which it follows that the converse inclusion of
(10) holds. The proof is now completed.

Remark 3.1. For the Fréchet coderivative, since there is a monotonicity property
of the Fréchet normal cone, the inclusion relation holds automatically, and in most
cases the inclusion relation is strict. So, in order to obtain the converse inclusion,
strong assumptions should be added. On the one hand, the independent variable
y∗ should be restricted on K∗

up, since the left side of (10) may be equal to empty
set in most cases of y∗ /∈ K∗

up (especially in finite dimensional spaces). On the
other hand, the local upper Lipschitzian selection property of R is important, which
ensures that for any sequence of points tending to a given point in gph(F + K),
one can take a subsequence tending to the given point in gphF .

We give an example to show that the converse inclusion of (10) may fail to hold
if the assumption on the existence of the local upper Lipschitzian selection of R is
omitted.

Example 3.1. Let X = Y = R, K = R+ and let F : R ⇒ R be defined by

F (x) =
{ {0, 1}, x ≥ 0

∅, else. Then, gph(F + K) = R+ × R+. Consider (x̄, ȳ) =
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(0, 1) and y∗ = 1 ∈ K∗
up. By computing, we obtain

D∗
N(F + K)(0, 1)(1) = D̂∗(F + K)(0, 1)(1) = ∅,

and
D∗

NF (0, 1)(1) = D̂∗F (0, 1)(1) = R−.

This means that Proposition 3.1 in [4] and Lemma 3.2 in [7] are not correct. In
fact, consider (xk, yk) = ( 1

k , 1 − 1
k ) → (x̄, ȳ) for k ∈ N large enough. We have

R(xk, yk) = {0}. There does not exist a constant L > 0 such that ‖0 − ȳ‖ ≤
L‖(xk, yk) − (x̄, ȳ)‖. Thus, R does not admit a local upper Lipschitzian selection
at (x̄, ȳ, ȳ).

In the sequel, let D∗ stand either for the normal coderivative (4) or for the mixed
coderivative (5). Since the proofs of normal coderivative and mixed coderivative
are similar, we only show the case of normal coderivative in the following.

Proposition 3.2. Let F : X ⇒ Y be a set-valued map between Banach spaces,
(x̄, ȳ) ∈ gphF and set-valued map R be defined by R(x, y) := F (x)∩ (y−K). If
R admits a local upper Lipschitzian selection at (x̄, ȳ, ȳ), then one has

(12) D∗(F + K)(x̄, ȳ)(y∗) ⊂ D∗F (x̄, ȳ)(y∗), ∀y∗ ∈ Y ∗,

and the converse inclusion holds if y ∗ ∈ K∗
up and R admits a local upper Lips-

chitzian selection around (x̄, ȳ, ȳ).

Proof. Firstly, we justify inclusion (12). Let y∗ ∈ Y ∗ and x∗ ∈ D∗
N(F +

K)(x̄, ȳ)(y∗). By the definitions of normal coderivative and normal cone, there
are sequences εk → 0+, (x∗

k, y
∗
k)

∗→ (x∗, y∗) and (xk, yk) → (x̄, ȳ) with yk ∈
(F + K)(xk) such that

(13) lim sup
(x,y)

gph(F+K)−→ (xk,yk)

〈(x∗
k,−y∗k), (x− xk, y − yk)〉
‖(x− xk, y − yk)‖ ≤ εk.

Since R admits a local upper Lipschitzian selection at (x̄, ȳ, ȳ) and domR =
gph(F + K), there are a constant L > 0 and a sequence y′k ∈ R(xk, yk) such
that ‖y′

k − ȳ‖ ≤ L‖(xk, yk) − (x̄, ȳ)‖. That is, there exists θk ∈ K such that
y′k ∈ F (xk) and y′k + θk = yk . Now, we show that x∗

k ∈ D̂∗
εk

F (xk, y
′
k)(y

∗
k). If not,

there is a sequence (x̃, ỹ) → (xk, y
′
k) with ỹ ∈ F (x̃) such that

lim sup
〈(x∗

k,−y∗k), (x̃− xk, ỹ − y′k)〉
‖(x̃− xk, ỹ − y′k)‖

> εk.
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Let ỹ′ := ỹ + θk . Then we have ỹ′ − yk = ỹ − y′k , (x̃, ỹ′)
gph(F+K)−→ (xk, yk) and

lim sup
〈(x∗

k,−y∗k), (x̃−xk, ỹ′−yk)〉
‖(x̃−xk, ỹ′ − yk)‖ = lim sup

〈(x∗
k,−y∗k), (x̃− xk, ỹ−y′k)〉
‖(x̃− xk, ỹ − y′k)‖

>εk,

which contradicts with (13). Thus, we have x∗
k ∈ D̂∗

εk
F (xk, y

′
k)(y

∗
k) and then

x∗ ∈ D∗
NF (x̄, ȳ)(y∗).

The converse inclusion can be proved similarly to the Fréchet coderivative in
the above proposition. This completes the proof.

The following example shows that if we simply assume that R admits a local
upper Lipschitzian selection at (x̄, ȳ, ȳ), the converse inclusion may not hold.

Example 3.2. Suppose that X = Y = R and K = R+. Let F : X ⇒ Y be
defined by

F (x) =
{

[ 14x, 1
2x] ∪ [x, 2x] if x ≥ 0

∅ else.

Observe that
(F + K)(x) =

{
[ 14x,∞) if x ≥ 0
∅ else.

Consider x̄ = ȳ = 0 and y∗ = 1 ∈ K∗
up. It is obvious that R admits a local upper

Lipschitzian selection at (x̄, ȳ, ȳ), but it does not admit a local upper Lipschitzian
selection around (x̄, ȳ, ȳ). By computing, we obtain

D∗(F + K)(0, 0)(1) = (−∞,
1
4
],

and
D∗F (0, 0)(1) = (−∞,

1
4
] ∪ {1}.

This means that the converse inclusion of (12) fails to hold.

Now, we consider the coderivatives of the set-valued map F̄ defined in (8). Let
the set-valued map M : P × Y ⇒ X be defined by

M(p, y) = {x ∈ X | y ∈ F (p, x) and x ∈ C(p)}.
If we define set-valued maps F̃ and C̃ as

gphF̃ = {(x, p, y) | y ∈ F (p, x)} and gphC̃ = {(p, y, x) | x ∈ C(p)},
respectively, then gphM = gphF̃−1 ∩ gphC̃.

Recall that a set-valued map F : X ⇒ Y is said to be inner semicontinuous
at (x̄, ȳ) ∈ gphF if for every sequence xk → x̄ there is a sequence yk ∈ F (xk)
converging to ȳ as k → ∞.
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Proposition 3.3. Let P , X and Y be Banach spaces and let p̄ ∈ P , ȳ ∈
(F ◦ C)(p̄) where F : P × X ⇒ Y and C : P ⇒ Y are two set-valued maps.

(i) Suppose that for some x̄ ∈ M(p̄, ȳ) one has

(14)
D̂∗M(p̄, ȳ, x̄)(0)

⊂
⋃

(p∗,x∗)∈P∗×X∗
(p∗ + D̂∗C(p̄, x̄)(x∗))× D̂∗F−1(ȳ, p̄, x̄)(−p∗,−x∗).

Then for any y∗ ∈ Y ∗,

(15) D̂∗(F ◦ C)(p̄, ȳ)(y∗) ⊂
⋃

(p∗,x∗)∈D̂∗F (p̄,x̄,ȳ)(y∗)

p∗ + D̂∗C(p̄, x̄)(x∗).

(ii) Suppose that M is inner semicontinuous at (p̄, ȳ, x̄) and

(16)
D∗M(p̄, ȳ, x̄)(0)

⊂
⋃

(p∗,x∗)∈P∗×X∗
(p∗ + D∗C(p̄, x̄)(x∗))× D∗F−1(ȳ, p̄, x̄)(−p∗,−x∗).

Then

(17) D∗(F ◦ C)(p̄, ȳ)(y∗) ⊂
⋃

(p∗,x∗)∈D∗F (p̄,x̄,ȳ)(y∗)

p∗ + D∗C(p̄, x̄)(x∗).

Proof.
(i) For any ȳ∗ ∈ Y ∗, let p̄∗ ∈ D̂∗(F ◦C)(p̄, ȳ)(ȳ∗). By the definition of Fréchet

coderivative, we have (p̄∗,−ȳ∗) ∈ N̂((p̄, ȳ), gph(F ◦C)) and it follows from
the definition of Fréchet normal cone that

lim sup
(p,y)

gph(F◦C)−→ (p̄,ȳ)

〈(p̄∗,−ȳ∗), (p− p̄, y − ȳ)〉
‖(p− p̄, y − ȳ)‖ ≤ 0.

Then we have

lim sup
(p,y,x)

gphM−→ (p̄,ȳ,x̄)

〈(p̄∗,−ȳ∗, 0), (p− p̄, y − ȳ, x− x̄)〉
‖(p− p̄, y − ȳ, x− x̄)‖

≤ lim sup
(p,y)

gph(F◦C)−→ (p̄,ȳ)

〈(p̄∗,−ȳ∗), (p− p̄, y − ȳ)〉
‖(p − p̄, y − ȳ)‖

≤ 0,

which implies that (p̄∗,−ȳ∗, 0) ∈ N̂((p̄, ȳ, x̄), gphM) and thus (p̄∗,−ȳ∗) ∈
D̂∗M(p̄, ȳ, x̄)(0). Condition (14) ensures that there exist p∗ ∈ P ∗ and
x∗ ∈ X∗ such that −ȳ∗ ∈ D̂∗F−1(ȳ, p̄, x̄)(−p∗,−x∗) hence (p∗, x∗) ∈
D̂∗F (p̄, x̄, ȳ)(ȳ∗), and p̄∗ ∈ p∗ + D̂∗C(p̄, x̄)(x∗).
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(ii) Let p̄∗ ∈ D∗
N(F ◦ C)(p̄, ȳ)(ȳ∗). By the definitions of normal coderivative

and normal cone, there are sequences εk → 0+, (pk, yk) → (p̄, ȳ) and
(p∗k, y

∗
k)

∗→ (p̄∗, ȳ∗) satisfying yk ∈ (F ◦ C)(pk) such that p∗k ∈ D̂∗
εk

(F ◦
C)(pk, yk)(y∗k). Since M is inner semicontinuous at (p̄, ȳ, x̄), for the above
sequence (pk, yk), there exists xk ∈ M(pk, yk) such that xk → x̄. By sim-
ilar proof as in (i), we have (p∗k,−y∗k) ∈ D̂∗

εk
M(pk, yk, xk)(0) and hence

(p̄∗,−ȳ∗) ∈ D∗
NM(p̄, ȳ, x̄)(0). Again by similar argument as in (i), (16)

ensures (17). This completes the proof.

Remark 3.2. We remark that (14) and (16) are abstract assumptions. They can
be replaced by

(18) N̂ ((p̄, ȳ, x̄), gphM) ⊂ N̂((p̄, ȳ, x̄), gphC̃) + N̂((p̄, ȳ, x̄), gphF̃−1),

and

(19) N ((p̄, ȳ, x̄), gphM) ⊂ N ((p̄, ȳ, x̄), gphC̃) + N ((p̄, ȳ, x̄), gphF̃−1),

respectively. In fact, if (p̄∗, ȳ∗) ∈ D̂∗M(p̄, ȳ, x̄)(0), then (p̄∗, ȳ∗, 0) ∈ N̂ ((p̄, ȳ, x̄),
gphM). (18) ensures that one can find p∗, p∗1 ∈ P ∗, x∗ ∈ X∗ such that p̄∗ = p∗1+p∗,

(p∗1, 0,−x∗) ∈ N̂((p̄, ȳ, x̄), gphC̃) and (p∗, ȳ∗, x∗) ∈ N̂ ((p̄, ȳ, x̄), gphF̃−1).

By the construction of C̃ and F̃−1, we have ȳ∗ ∈ D̂∗F−1(ȳ, p̄, x̄)(−p∗,−x∗) and
p∗1 ∈ D̂∗C(p̄, x̄)(x∗), which imply that (14) holds. The case of normal coderivative
is similar.

If P , X , Y are Asplund spaces, F and C have closed graphs and either F is
PSNC at (p̄, x̄, ȳ) or C−1 is PSNC at (x̄, p̄), (19) is ensured by the condition

(−D∗
MF (p̄, x̄, ȳ)(0))∩ {(0, v) : v ∈ D∗

MC−1(x̄, p̄)(0)} = {(0, 0)}.
One can see [19] for more details.

When F is a vector-valued map, we have the following proposition.

Proposition 3.4. Let P , X and Y be Banach spaces and let p̄ ∈ P , ȳ ∈
(F ◦ C)(p̄) where F : P × X → Y is a vector-valued map and C : P ⇒ X is a
set-valued map with closed graph.

(i) For y∗ ∈ Y ∗, suppose that for some x̄ ∈ M(p̄, ȳ), F is locally upper Lips-
chitzian at (p̄, x̄) and ∂̂+〈y∗, F 〉(p̄, x̄) 	= ∅. Then, one has

(20) D̂∗(F ◦ C)(p̄, ȳ)(y∗) ⊂
⋂

(p∗,x∗)∈∂̂+〈y∗,F 〉(p̄,x̄)

p∗ + D̂∗C(p̄, x̄)(x∗).

(ii) Suppose that all spaces are Asplund, F is locally Lipschitzian at (p̄, x̄) and
that M is inner semicontinuous at (p̄, ȳ, x̄). Then, for any y ∗ ∈ Y ∗,
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(21) D∗(F ◦ C)(p̄, ȳ)(y∗) ⊂
⋃

(p∗,x∗)∈D∗F (p̄,x̄)(y∗)

p∗ + D∗C(p̄, x̄)(x∗).

Proof. The first part can be found in Proposition 3.3 in [4]. Suppose that F
is locally Lipschitzian at (p̄, x̄). Then, it is obvious that F is PSNC at (p̄, ȳ, x̄).
Moreover, by the Theorem 1.44 of [19], we have D∗

MF (p̄, x̄, ȳ)(0) = {(0, 0)} and
then the result immediately follows from Proposition 3.3 and Remark 3.2.

Further, if F is differentiable at the reference point, we have the following
corollary.

Corollary 3.1. If F is a single-valued map from P ×X to Y which is Fr échet
differentiable at (p̄, x̄) with the derivative ∇F (p̄, x̄) = (∇ pF (p̄, x̄),∇xF (p̄, x̄)),
then (14) holds and in this case,

D̂∗(F ◦ C)(p̄, ȳ)(y∗) ⊂ ∇pF (p̄, x̄)∗y∗ + D̂∗C(p̄, x̄)(∇xF (p̄, x̄)∗y∗).

Moreover, if F is strictly differentiable at (p̄, x̄) and M is inner semicontinuous at
(p̄, ȳ, x̄), then (16) holds and

D∗(F ◦ C)(p̄, ȳ)(y∗) ⊂ ∇pF (p̄, x̄)∗y∗ + D∗C(p̄, x̄)(∇xF (p̄, x̄)∗y∗).

Proof. Assume that F is single-valued and Fréchet differentiable at (p̄, x̄). For
any (p̄∗,−ȳ∗) ∈ D̂∗M(p̄, ȳ, x̄)(0), by the definitions of Fréchet coderivative and
Fréchet normal cone, we have

lim sup
(p,y,x)

gphM−→ (p̄,ȳ,x̄)

〈(p̄∗,−ȳ∗, 0), (p− p̄, y − ȳ, x− x̄)〉
‖(p − p̄, y − ȳ, x− x̄)‖ ≤ 0.

Since F is Fréchet differentiable at (p̄, x̄), one has D̂∗F (p̄, x̄, ȳ)(ȳ∗)=(∇pF (p̄, x̄)∗ȳ∗,
∇xF (p̄, x̄)∗ȳ∗) which implies that −ȳ∗ ∈ D̂∗F−1(ȳ, p̄, x̄)(−∇pF (p̄, x̄)∗ȳ∗,−∇x

F (p̄, x̄)∗ȳ∗). To justify the inclusion relation (14), we only need to show p̄∗ −
∇pF (p̄, x̄)∗ȳ∗ ∈ D̂∗C(p̄, x̄)(∇xF (p̄, x̄)∗ȳ∗). In fact, we have ‖(p − p̄, y − ȳ, x −
x̄)‖ ≤ (‖∇F (p̄, x̄)‖+ 2)‖(p− p̄, x− x̄)‖. Then,

lim sup
(p,x)

gphC−→ (p̄,x̄)

〈(p̄∗ −∇pF (p̄, x̄)∗ȳ∗,−∇xF (p̄, x̄)∗ȳ∗), (p− p̄, x− x̄)〉
‖(p − p̄, x− x̄)‖

= lim sup
(p,x)

gphC−→ (p̄,x̄)

〈(p̄∗,−ȳ∗), (p− p̄,∇F (p̄, x̄)(p− p̄, x− x̄))〉
‖(p− p̄, x − x̄)‖

≤ t lim sup
(p,y,x)

gphM−→ (p̄,ȳ,x̄)

〈(p̄∗,−ȳ∗, 0), (p− p̄, y − ȳ, x− x̄)〉
‖(p − p̄, y − ȳ, x− x̄)‖
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+ lim sup
(p,x)

gphC−→ (p̄,x̄)

◦(‖(p− p̄, x− x̄)‖)
‖(p− p̄, x − x̄)‖

≤ 0,

where t = ‖∇F (p̄, x̄)‖ + 2. By the definition of Fréchet coderivative, we have
p̄∗ −∇pF (p̄, x̄)∗ȳ∗ ∈ D̂∗C(p̄, x̄)(∇xF (p̄, x̄)∗ȳ∗) and then (14) holds.

If F is strictly differentiable at (p̄, x̄), similar argument ensures (16) since
D∗

NF (p̄, x̄, ȳ)(y∗) = D∗
MF (p̄, x̄, ȳ)(y∗) = (∇F (p̄, x̄))∗y∗.

Now, let us turn to the reverse inclusions of (15) and (17).

Proposition 3.5. Suppose that M admits a local upper Lipschitzian selection
at (p̄, ȳ, x̄). Then for any y∗ ∈ Y ∗,

(22)
⋃

(p∗,x∗)∈D̂∗F (p̄,x̄,ȳ)(y∗)

p∗ + D̂∗C(p̄, x̄)(x∗) ⊂ D̂∗(F ◦ C)(p̄, ȳ)(y∗).

Moreover, if for any (p∗, x∗) ∈ P ∗ × X∗, one has

(23) (p∗ + D∗C(p̄, x̄)(x∗)) × D∗F−1(ȳ, p̄, x̄)(−p∗,−x∗) ⊂ D̂∗M(p̄, ȳ, x̄)(0),

(or M admits a local upper Lipschitzian selection around (p̄, ȳ, x̄) and

(24) (p∗ + D∗C(p̄, x̄)(x∗)) × D∗F−1(ȳ, p̄, x̄)(−p∗,−x∗) ⊂ D∗
MM(p̄, ȳ, x̄)(0)

holds,) then for any y∗ ∈ Y ∗,

(25)
⋃

(p∗,x∗)∈D∗F (p̄,x̄,ȳ)(y∗)

p∗ + D∗C(p̄, x̄)(x∗) ⊂ D∗(F ◦ C)(p̄, ȳ)(y∗).

Proof. Let (p∗, x∗) ∈ D̂∗F (p̄, x̄, ȳ)(y∗) and p∗1 ∈ D̂∗C(p̄, x̄)(x∗). By the def-
inition of Fréchet coderivative, (p∗, x∗,−y∗) ∈ N̂((p̄, x̄, ȳ), gphF ) and (p∗1,−x∗) ∈
N̂((p̄, x̄), gphC). By the definitions of F̃ and C̃ ,we have (p∗,−y∗, x∗)∈N̂ ((p̄, ȳ, x̄),
gphF̃−1) and (p∗1, 0,−x∗) ∈ N̂((p̄, ȳ, x̄), gphC̃). The monotonicity property and
convexity of the Fréchet normal cone ensure that

(p∗1+p∗,−y∗, 0)∈N̂((p̄, ȳ, x̄), gphF̃−1)+N̂ ((p̄, ȳ, x̄), gphC̃)⊂N̂ ((p̄, ȳ, x̄), gphM).

By the definition of Fréchet normal cone, we have

lim sup
(p,y,x)

gphM−→ (p̄,ȳ,x̄)

〈(p∗1 + p∗,−y∗, 0), (p− p̄, y − ȳ, x− x̄)〉
‖(p − p̄, y − ȳ, x− x̄)‖ ≤ 0.
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Suppose that p∗1 + p∗ /∈ D̂∗(F ◦ C)(p̄, ȳ)(y∗). Then, there is a sequence (p, y) →
(p̄, ȳ) with y ∈ (F ◦ C)(p) such that

lim sup
(p,y)

gph(F◦C)−→ (p̄,ȳ)

〈(p∗1 + p∗,−y∗), (p− p̄, y − ȳ)〉
‖(p − p̄, y − ȳ)‖ > 0.

Since M admits a local upper Lipschitzian selection at (p̄, ȳ, x̄), for the above (p, y),
there exist x ∈ M(p, y) and a constant L > 0 such that ‖x−x̄‖ ≤ L‖(p−p̄, y−ȳ)‖.
Thus,

‖(p − p̄, y − ȳ, x− x̄)‖ ≤ (L + 1)‖(p− p̄, y − ȳ)‖.
Therefore, we can find a sequence (p, y, x) → (p̄, ȳ, x̄) satisfying x ∈ M(p, y) such
that

lim sup
(p,y,x)

gphM−→ (p̄,ȳ,x̄)

〈(p∗1 + p∗,−y∗, 0), (p− p̄, y − ȳ, x − x̄)〉
‖(p− p̄, y − ȳ, x− x̄)‖

≥ 1
(L + 1)

lim sup
(p,y)

gph(F◦C)−→ (p̄,ȳ)

〈(p∗1 + p∗,−y∗), (p− p̄, y − ȳ)〉
‖(p− p̄, y − ȳ)‖

> 0,

which is a contradiction. So, (22) holds.
Now, assume that (p̄∗, x̄∗) ∈ D∗F (p̄, x̄, ȳ)(ȳ∗) and p̄∗1 ∈ D∗C(p̄, x̄)(x̄∗). Then

we have −ȳ∗ ∈ D∗F−1(ȳ, p̄, x̄)(−p̄∗,−x̄∗). (23) ensures that (p̄∗1 + p̄∗,−ȳ∗) ∈
D̂∗M(p̄, ȳ, x̄)(0). It follows from the first part of the proof that p̄∗1 + p̄∗ ∈ D̂∗(F ◦
C)(p̄, ȳ)(ȳ∗) and hence p̄∗1 + p̄∗ ∈ D∗(F ◦ C)(p̄, ȳ)(ȳ∗).

For the case of M admits a local upper Lipschitzian selection around (p̄, ȳ, x̄),
similar proof shows that (p̄∗1+ p̄∗,−ȳ∗) ∈ D∗

MM(p̄, ȳ, x̄)(0). Arguing by contradic-
tion, suppose that p̄∗1+p̄∗ /∈ D∗

N (F◦C)(p̄, ȳ)(ȳ∗). Then for any sequences εk → 0+,
(pk, yk) → (p̄, ȳ) and (p∗k, y

∗
k)

∗→ (p̄∗ + p̄∗1, ȳ
∗) satisfying yk ∈ (F ◦ C)(xk), we

have
lim sup

(p,y)
gph(F◦C)−→ (pk,yk)

〈(p∗k,−y∗k), (p− pk, y − yk)〉
‖(p − pk, y − yk)‖ > εk.

Since M admits a local upper Lipschitzian selection around (p̄, ȳ, x̄), for the above
(p, y), (pk, yk) and any xk ∈ M(pk, yk) with xk → x̄, there exist x ∈ M(p, y) and
a constant L > 0 such that ‖x − xk‖ ≤ L‖(p − pk, y − yk)‖. Thus,

‖(p− pk, y − yk, x− xk)‖ ≤ (L + 1)‖(p− pk, y − yk)‖.

Therefore, for any x∗k → 0 with (L + 1)‖x∗
k‖ < εk,
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lim sup
(p,y,x)

gphM−→ (pk,yk ,xk)

〈(p∗k,−y∗k, x
∗
k), (p− pk, y − yk, x − xk)〉

‖(p− pk, y − yk, x− xk)‖

>
1

(L + 1)
lim sup

(p,y)
gph(F◦C)−→ (pk,yk)

〈(p∗k,−y∗k), (p−pk, y−yk)〉
‖(p− pk, y − yk)‖ −lim sup

x→xk

〈x∗
k, x−xk〉
‖x−xk‖

>
1

(L + 1)
εk − ‖x∗

k‖ := ε′k > 0,

which implies (p∗
k,−y∗k) /∈ D̂∗

ε′k
M(pk, yk, xk)(−x∗

k) and therefore (p̄∗+ p̄∗1,−ȳ∗) /∈
D∗

MM(p̄, ȳ, x̄)(0). This is a contradiction and then the proof is completed.

Remark 3.3.

(i) From the above proof, a sufficient condition under which (23) and (24) hold,
is that F and C are N-regular at (p̄, x̄, ȳ) and (p̄, x̄), respectively. In fact, for
mixed coderivative, we only need the M-regularity.

(ii) From the above proof, the assumption that M has the local upper Lipschitzian
selection property is essential. It ensures that the selected sequence not only
connects with C but also connects with F . If we simply assume that C admits
a local upper Lipschitzian selection at the reference point, the conclusion may
not hold as the following example shows.

Example 3.3. Let P =X =Y =R, C(p)=
{

[0,
√

p], p≥0
∅, else, and F (p, x)=x2.

Then we have

(F ◦ C)(p) =
{

[0, p], p ≥ 0
∅, else,

and M(p, y) =




{0}, p ≥ 0, y = 0√
y, p ≥ y > 0

∅, else.

Consider p̄ = x̄ = ȳ = 0. Obviously, C admits a local upper Lipschitzian selection
at (p̄, x̄), but M does not admit a local upper Lipschitzian selection at (p̄, ȳ, x̄).

By direct computation, we obtain

D̂∗C(p̄, x̄)(x∗) =
{

R−, x∗ ≥ 0
∅, else,

D̂∗(F ◦C)(p̄, ȳ)(y∗) =
{

R−, y∗ ≥ 0
(−∞, y∗] else,

and
D̂∗F (p̄, x̄, ȳ)(y∗) = {(0, 0)}, ∀y∗ ∈ R.

This means that the conclusion (22) does not hold.
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Corollary 3.2. If F is a single-valued map from P ×X to Y which is Fr échet
differentiable at (p̄, x̄) with the derivative ∇F (p̄, x̄) = (∇ pF (p̄, x̄),∇xF (p̄, x̄)) and
M admits a local upper Lipschitzian selection at (p̄, ȳ, x̄), then for any y ∗ ∈ Y ∗,

(26) ∇pF (p̄, x̄)∗y∗ + D̂∗C(p̄, x̄)(∇xF (p̄, x̄)∗y∗) ⊂ D̂∗(F ◦C)(p̄, ȳ)(y∗).

Moreover, if F is strictly differentiable at (p̄, x̄) and C is N-regular at (p̄, x̄), then
for any y∗ ∈ Y ∗,

(27) ∇pF (p̄, x̄)∗y∗ + D∗C(p̄, x̄)(∇xF (p̄, x̄)∗y∗) ⊂ D∗(F ◦C)(p̄, ȳ)(y∗).

Proof. It immediately follows from Proposition 3.5 and Remark 3.3.

Remark 3.4. Note that, in Example 3.3, F is strictly differentiable at (p̄, x̄),
C is N-regular and admits a local upper Lipschitzian selection at (p̄, x̄). So, all
the assumptions of Proposition 3.3 in [4] hold. However, (26) does not hold. So,
Proposition 3.3 in [4] is not correct and the corresponding results in [4], which are
related to Proposition 3.3, are also not correct.

We are now ready to formulate the main result of this section. Recall that a
set-valued map F : X ⇒ Y is said to hold the domination property around x̄ if
there exists a neighborhood U of x̄ such that

F (x) ⊂ MinKF (x) + K, ∀ x ∈ U.

Theorem 3.1. Let F be the efficient point set-valued map defined in (9) with
order cone K and let p̄ ∈ P , ȳ ∈ F(p̄). Suppose that the domination property
holds for F̄ around p̄ and that R admits a local upper Lipschitzian selection around
(p̄, ȳ, ȳ), where the set-valued map R is defined by R(p, y) := F (p)∩ (y − K).

(i) Suppose that for some x̄ ∈ M(p̄, ȳ) one has

D̂∗M(p̄, ȳ, x̄)(0)

⊂
⋃

(p∗,x∗)∈P∗×X∗
(p∗ + D̂∗C(p̄, x̄)(x∗))× D̂∗F−1(ȳ, p̄, x̄)(−p∗,−x∗).

Then for any y∗ ∈ K∗
up,

(28) D̂∗F (p̄, ȳ)(y∗) ⊂
⋃

(p∗,x∗)∈D̂∗F (p̄,x̄,ȳ)(y∗)

p∗ + D̂∗C(p̄, x̄)(x∗).

(ii) Suppose that M is inner semicontinuous at (p̄, ȳ, x̄) and
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D∗M(p̄, ȳ, x̄)(0)

⊂
⋃

(p∗,x∗)∈P∗×X∗
(p∗ + D∗C(p̄, x̄)(x∗))× D∗F−1(ȳ, p̄, x̄)(−p∗,−x∗).

Then for any y∗ ∈ K∗
up,

(29) D∗F (p̄, ȳ)(y∗) ⊂
⋃

(p∗,x∗)∈D∗F (p̄,x̄,ȳ)(y∗)

p∗ + D∗C(p̄, x̄)(x∗).

If M admits a local upper Lipschitzian selection at (p̄, ȳ, x̄), then the converse
inclusion of (28) holds. Furthermore, if for any (p ∗, x∗) ∈ P ∗ × X∗, one has

(p∗ + D∗C(p̄, x̄)(x∗)) × D∗F−1(ȳ, p̄, x̄)(−p∗,−x∗) ⊂ D̂∗M(p̄, ȳ, x̄)(0),

(or M admits a local upper Lipschitzian selection around (p̄, ȳ, x̄) and

(p∗ + D∗C(p̄, x̄)(x∗)) × D∗F−1(ȳ, p̄, x̄)(−p∗,−x∗) ⊂ D∗
MM(p̄, ȳ, x̄)(0)

holds,) then the converse inclusion of (29) holds.

Proof.
(i) Since F (p) ⊂ F̄ (p) for all p ∈ P and the domination property holds for F̄

around p̄, there is a neighborhood U of p̄ such that

F (p) + K = F̄ (p) + K, ∀p ∈ U.

Hence, for all y∗ ∈ Y ∗,

D̂∗(F + K)(p̄, ȳ)(y∗) = D̂∗(F̄ + K)(p̄, ȳ)(y∗).

Moreover, F (p) ⊂ F̄ (p) ensures that R(p, y) ⊂ R(p, y), where R is defined
by R(p, y) = F̄ (p)∩(y−K). Thus, R(p, y) admits a local upper Lipschitzian
selection at (p̄, ȳ, ȳ) when R(p, y) admits a local upper Lipschitzian selection
at (p̄, ȳ, ȳ) and gph(F̄ + K) = gph(F + K). Applying the Proposition 3.1
twice, we get for all y∗ ∈ K∗

up,

D̂∗(F̄ + K)(p̄, ȳ)(y∗) = D̂∗F̄ (p̄, ȳ)(y∗),

and
D̂∗(F + K)(p̄, ȳ)(y∗) = D̂∗F (p̄, ȳ)(y∗).

Therefore, we have for all y∗ ∈ K∗
up,

D̂∗F (p̄, ȳ)(y∗) = D̂∗F̄ (p̄, ȳ)(y∗).

Then Proposition 3.3 ensures (28) and Proposition 3.5 ensures the converse
inclusion.
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(ii) By the definitions of R and R, if F̄ holds the domination property around
p̄ and R admits a local upper Lipschitzian selection around (p̄, ȳ, ȳ), then
R admits a local upper Lipschitzian selection around (p̄, ȳ, ȳ). By similar
argument as in (i), we can prove that the coderivatives formulas of F hold.
This completes the proof.

If F is a vector-valued map, then the parametric vector set-valued optimization
problem (6) reduces to the conventional vector optimization problem.

Corollary 3.3. Let F be a vector-valued map from P ×X to Y . Suppose that
the domination property holds for F̄ around p̄ and that R admits a local upper
Lipschitzian selection around (x̄, ȳ, ȳ).

(i) For y∗ ∈ K∗
up, suppose that for some x̄ ∈ M(p̄, ȳ), F is locally upper

Lipschitzian at (p̄, x̄) and ∂̂+〈y∗, F 〉(p̄, x̄) 	= ∅. Then, one has

(30) D̂∗F (p̄, ȳ)(y∗) ⊂
⋂

(p∗,x∗)∈∂̂+〈y∗,F 〉(p̄,x̄)

p∗ + D̂∗C(p̄, x̄)(x∗).

(ii) Suppose that all spaces are Asplund, that F is locally Lipschitzian at (p̄, x̄)
and that M is inner semicontinuous at (p̄, ȳ, x̄). Then, for any y ∗ ∈ K∗

up,

(31) D∗F (p̄, ȳ)(y∗) ⊂
⋃

(p∗,x∗)∈D∗F (p̄,x̄)(y∗)

p∗ + D∗C(p̄, x̄)(x∗).

(iii) If F is Fréchet differentiable at (p̄, x̄) with the derivative ∇F (p̄, x̄) =
(∇pF (p̄, x̄),∇xF (p̄, x̄)), then for any y∗ ∈ K∗

up,

(32) D̂∗F (p̄, ȳ)(y∗) ⊂ ∇pF (p̄, x̄)∗y∗ + D̂∗C(p̄, x̄)(∇xF (p̄, x̄)∗y∗).

(iv) If F is strictly differentiable at (p̄, x̄) and M is inner semicontinuous at
(p̄, ȳ, x̄), then for any y∗ ∈ K∗

up,

(33) D∗F (p̄, ȳ)(y∗) ⊂ ∇pF (p̄, x̄)∗y∗ + D∗C(p̄, x̄)(∇xF (p̄, x̄)∗y∗).

If moreover, M admits a local upper Lipschitzian selection at (p̄, ȳ, x̄), then the
converse inclusion of (32) holds. Further, if F is N-regular at (p̄, x̄, ȳ) and C is
N-regular at (p̄, x̄) , then the converse inclusions of (31) and (33) hold.

Proof. It immediately follows from Proposition 3.1, Proposition 3.2, Proposition
3.4, Corollary 3.1 and Corollary 3.2.

We close this paper with an application to a special class of constrained vector
optimization problem. More applications can be obtained similarly as in [4, 7].
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Consider the parametric vector set-valued optimization problem (6) with the
constraint set-valued map C : P ⇒ X given by

(34) C(p) = {x ∈ X | h(p, x) ∈ Θ},
where h : P × X → Z is a single-valued mapping between Banach spaces, and
where ∅ 	= Θ ⊂ Z. Constraints of type (34) are known as operator constraints.

The following theorem gives upper estimating and precise computing formulae
to evaluate coderivatives of the optimization problem with constraints given by (34).

Theorem 3.2. Let F be a single-valued map from P × X to Y , F be the
efficient point set-valued map defined in (9) with the constraint mapping C given
by (34) and let p̄ ∈ P , ȳ ∈ F(p̄). Let set-valued map S be defined by S(p, y) =
{x ∈ X | y ∈ F (p, x) and h(p, x) ∈ Θ}. Suppose that the domination property
holds for F̄ around p̄, that R admits a local upper Lipschitzian selection around
(p̄, ȳ, ȳ) and that h is strictly differentiable at (p̄, x̄) with the surjective derivative
operator ∇h(p̄, x̄).

(i) For y∗ ∈ K∗
up, suppose that for some x̄ ∈ S(p̄, ȳ), F is locally upper

Lipschitzian at (p̄, x̄) and ∂̂+〈y∗, F 〉(p̄, x̄) 	= ∅. Then, one has

(35)
D̂∗F (p̄, ȳ)(y∗)

⊂
⋂

(p∗,x∗)∈∂̂+〈y∗ ,F 〉(p̄,x̄)

{p∗ + u∗ | (u∗,−x∗) ∈ ∇h(p̄, x̄)∗N̂((p̄, x̄), Θ)}.

(ii) Suppose that all spaces are Asplund, F is locally Lipschitzian at (p̄, x̄) and
that S is inner semicontinuous at (p̄, ȳ, x̄). Then, for any y ∗ ∈ K∗

up,

(36) D∗F (p̄, ȳ)(y∗) ⊂
⋃

(p∗,x∗)∈D∗F (p̄,x̄)(y∗)

p∗ + D∗C(p̄, x̄)(x∗).

(iii) If F is Fréchet differentiable at (p̄, x̄) with the derivative ∇F (p̄, x̄) =
(∇pF (p̄, x̄),∇xF (p̄, x̄)), then for any y∗ ∈ K∗

up,

(37)
D̂∗F (p̄, ȳ)(y∗) ⊂ {∇pF (p̄, x̄)∗y∗

+p∗ | (p∗,−∇xF (p̄, x̄)∗y∗) ∈ ∇h(p̄, x̄)∗N̂((p̄, x̄), Θ)}.
(iv) If F is strictly differentiable at (p̄, x̄) and S is inner semicontinuous at

(p̄, ȳ, x̄), then for any y∗ ∈ K∗
up,

(38)
D∗F (p̄, ȳ)(y∗)

⊂ {∇pF (p̄, x̄)∗y∗+p∗ | (p∗,−∇xF (p̄, x̄)∗y∗)∈∇h(p̄, x̄)∗N ((p̄, x̄), Θ)}.
Moreover, if S admits a local upper Lipschitzian selection at (p̄, ȳ, x̄), then the
converse inclusion of (37) holds. Further, if F is N-regular at (p̄, x̄, ȳ) and Θ is
regular at (p̄, x̄), then the converse inclusions of (36) and (38) hold.
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Proof. Observe that the graph of the constraint mapping C in (34) admits the
inverse image representation

(39) gphC = h−1(Θ) := {(p, x) ∈ P × X | h(p, x) ∈ Θ}.

By the strict differentiability of h and the surjectivity assumption on the derivative
∇h(x̄, z̄), we get from Corollary 1.15 in [19] and (39) that

N̂ ((p̄, x̄); gphC) = N̂((p̄, x̄); h−1(Θ)) = ∇h(p̄, x̄)∗N̂((p̄, x̄), Θ).

Then it follows from the definition of Fréchet coderivative that

(40) D̂∗C(p̄, x̄)(x∗) = {p∗ ∈ P ∗|(p∗,−x∗) ∈ ∇h(p̄, x̄)∗N̂((p̄, x̄), Θ)}.

Similarly, Theorem 1.17 in [19] ensures that

D∗C(p̄, x̄)(x∗) = {p∗ ∈ P ∗|(p∗,−x∗) ∈ ∇h(p̄, x̄)∗N ((p̄, x̄), Θ)}.

It further follows from Theorem 1.19 in [19] that the N-regularity of the above
mapping C at (p̄, x̄) is equivalent, by the inverse image representation and the
surjectivity assumption on ∇h(p̄, x̄), to the normal regularity of the set Θ at (p̄, x̄).
Therefore, the results immediately follow from Corollary 3.3. This completes the
proof.
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