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#### Abstract

Very recently, Takahashi and Takahashi [S. Takahashi, W. Takahashi, Strong convergence theorem for a generalized equilibrium problem and a nonexpansive mapping in a Hilbert space, Nonlinear Analysis 69 (2008) 1025-1033] suggested and analyzed an iterative method for finding a common element of the set of solutions of a generalized equilibrium problem and the set of fixed points of a nonexpansive mapping in a Hilbert space. In this paper, we introduce a general system of generalized equilibria with inverse-strongly monotone mappings in a real Hilbert space. First, this system of generalized equilibria is proven to be equivalent to a fixed point problem of nonexpansive mapping. Second, by using the demi-closedness principle for nonexpansive mappings, we prove that under quite mild conditions the iterative sequence defined by the relaxed extragradient-like method converges strongly to a solution of this system of generalized equilibria. In addition, utilizing this result, we provide some applications of the considered problem not just giving a pure extension of existing mathematical problems.


## 1. Introduction

Let $H$ be a real Hilbert space with inner product $\langle\cdot, \cdot\rangle$ and induced norm $\|\cdot\|$. Let $C$ be a nonempty closed convex subset of $H$. Recall that a mapping $S: C \rightarrow C$ is called nonexpansive if

$$
\|S x-S y\| \leq\|x-y\|, \quad \forall x, y \in C .
$$

[^0]We denote by $F(S)$ the set of fixed points of $S$ and by $P_{C}$ the metric projection of $H$ onto $C$. A mapping $A: C \rightarrow H$ is called $\alpha$-inverse-strongly monotone if there exists a positive real number $\alpha>0$ such that

$$
\langle x-y, A x-A y\rangle \geq \alpha\|A x-A y\|^{2}, \quad \forall x, y \in C ;
$$

see, e.g., [1,4] for more details.
Very recently, Takahashi and Takahashi [17] introduced and considered the following generalized equilibrium problem: Find $x^{*} \in C$ such that

$$
\begin{equation*}
F\left(x^{*}, y\right)+\left\langle A x^{*}, y-x^{*}\right\rangle \geq 0, \quad \forall y \in C \tag{1.1}
\end{equation*}
$$

where $F: C \times C \rightarrow \mathbf{R}$ is a bifunction and $A: C \rightarrow H$ is a nonlinear mapping. The set of such $z \in C$ is denoted by $E P$, i.e.,

$$
E P=\{z \in C: F(z, y)+\langle A z, y-z\rangle \geq 0, \forall y \in C\} .
$$

If $A \equiv 0, E P$ is denoted by $E P(F)$. If $F \equiv 0$, the problem (1.1) reduces to the classical variational inequality, denoted by $\mathrm{VI}(A, C)$, is to find an $x^{*} \in C$ such that

$$
\left\langle A x^{*}, x-x^{*}\right\rangle \geq 0, \quad \forall x \in C .
$$

In this case, $E P$ is also denoted by $V I(C, A)$, i.e., the set of solutions of the $\mathrm{VI}(A, C)$. The variational inequality has been widely studied in the literature; see, e.g., [4-5,12-16, 18,26-29] and the references therein. The problem (1.1) is very general in the sense that it includes, as special cases, optimization problems, variational inequalities, minimax problems, the Nash equilibrium problem in noncooperative games and others; see, e.g., [23-24].

Recently, Tada and Takahashi [8], and Takahashi and Takahashi [9] considered iterative methods for finding an element of $E P(F) \cap F(S)$. Subsequently, the main Theorem 3.2 of Takahashi and Takahashi [9] is extended to develop several more general results in [20-22].

Very recently, Moudafi [25] introduced an iterative method for finding an element of $E P \cap F(S)$, where $A: C \rightarrow H$ is an inverse-strongly monotone mapping and then proved a weak convergence theorem. Motivated by Moudafi [25], Takahashi and Takahashi [17] introduced another iterative method for finding an element of $E P \cap F(S)$, where $A: C \rightarrow H$ is also an inverse-strongly monotone mapping and then obtained a strong convergence theorem.

Theorem 1.1 (cf. [17, Theorem 3.1]). Let $C$ be a nonempty closed convex subset of a real Hilbert space $H$ and let $F: C \times C \rightarrow \mathbf{R}$ be a bifunction satisfying the following conditions:
(A1) $F(x, x)=0, \forall x \in C$;
(A2) $F$ is monotone, i.e., $F(x, y)+F(y, x) \leq 0, \forall x, y \in C$;
(A3) $\lim _{t \rightarrow 0^{+}} F(t z+(1-t) x, y) \leq F(x, y), \forall x, y, z \in C$;
(A4) for each $x \in C, y \mapsto F(x, y)$ is convex and lower semicontinuous.
Let $A: C \rightarrow H$ be an $\alpha$-inverse-strongly monotone mapping and let $S$ : $C \rightarrow C$ be a nonexpansive mapping such that $F(S) \cap E P \neq \emptyset$. Let $u \in C$ and $x_{1} \in C$ and let $\left\{z_{n}\right\} \subset C$ and $\left\{x_{n}\right\} \subset C$ be sequences generated by

$$
\left\{\begin{array}{l}
F\left(z_{n}, y\right)+\left\langle A x_{n}, y-z_{n}\right\rangle+\frac{1}{\lambda_{n}}\left\langle y-z_{n}, z_{n}-x_{n}\right\rangle \geq 0, \quad \forall y \in C, \\
x_{n+1}=\beta_{n} x_{n}+\left(1-\beta_{n}\right) S\left[\alpha_{n} u+\left(1-\alpha_{n}\right) z_{n}\right], \quad \forall n \in N,
\end{array}\right.
$$

where $\left\{\alpha_{n}\right\} \subset[0,1],\left\{\beta_{n}\right\} \subset[0,1]$ and $\left\{\lambda_{n}\right\} \subset[0,2 \alpha]$ satisfy

$$
\begin{aligned}
& 0<c \leq \beta_{n} \leq d<1, \quad 0<a \leq \lambda_{n} \leq b<2 \alpha, \\
& \lim _{n \rightarrow \infty}\left(\lambda_{n}-\lambda_{n+1}\right)=0, \quad \lim _{n \rightarrow \infty} \alpha_{n}=0 \text { and } \sum_{n=1}^{\infty} \alpha_{n}=\infty .
\end{aligned}
$$

Then, $\left\{x_{n}\right\}$ converges strongly to $z=P_{F(S) \cap E P} u$.

On the other hand, in order to find an element of $F(S) \cap V I(C, A)$, Takahashi and Toyoda [13] introduced the following iterative scheme:

$$
\begin{equation*}
x_{n+1}=\alpha_{n} x_{n}+\left(1-\alpha_{n}\right) S P_{C}\left(x_{n}-\lambda_{n} A x_{n}\right), \quad \forall n \geq 0, \tag{1.2}
\end{equation*}
$$

where $x_{0}=x \in C,\left\{\alpha_{n}\right\} \subset(0,1)$ and $\left\{\lambda_{n}\right\} \subset(0,2 \alpha)$.
Furthermore, in order to solve the $\operatorname{VI}(A, C)$ in the Euclidean space $\mathbf{R}^{n}$, Korpelevich [3] introduced the following so-called extragradient method:

$$
\left\{\begin{array}{l}
x_{0}=x \in C  \tag{1.3}\\
y_{n}=P_{C}\left(x_{n}-\lambda A x_{n}\right) \\
x_{n+1}=P_{C}\left(x_{n}-\lambda A y_{n}\right), \quad \forall n \geq 0
\end{array}\right.
$$

where $\lambda \in(0,1 / k)$.
Recently, Nadezhkina and Takahashi [5] and Zeng and Yao [15] proposed some iterative schemes for finding elements in $F(S) \cap V I(C, A)$ by combining (1.2) with (1.3). Further, these iterative schemes are extended in Yao and Yao [14] to develop a new iterative scheme for finding elements in $F(S) \cap V I(C, A)$.

Let $C$ be a nonempty closed convex subset of a real Hilbert space $H$. let $F, G$ : $C \times C \rightarrow \mathbf{R}$ be two bifunctions and let $A, B: C \rightarrow H$ be two nonlinear mappings.

In this paper, we consider the following problem of finding $\left(x^{*}, y^{*}\right) \in C \times C$ such that

$$
\left\{\begin{array}{l}
F\left(x^{*}, x\right)+\left\langle A y^{*}, x-x^{*}\right\rangle+\frac{1}{\lambda}\left\langle x^{*}-y^{*}, x-x^{*}\right\rangle \geq 0, \forall x \in C,  \tag{1.4}\\
G\left(y^{*}, y\right)+\left\langle B x^{*}, y-y^{*}\right\rangle+\frac{1}{\mu}\left\langle y^{*}-x^{*}, y-y^{*}\right\rangle \geq 0, \forall y \in C,
\end{array}\right.
$$

which is called a general system of generalized equilibria where $\lambda>0$ and $\mu>0$ are two constants.

## Special Cases.

(1) If $F=G$ and $A=B$, then problem (1.4) reduces to the following problem of finding $\left(x^{*}, y^{*}\right) \in C \times C$ such that
$(1.4)^{\prime}\left\{\begin{array}{l}F\left(x^{*}, x\right)+\left\langle A y^{*}, x-x^{*}\right\rangle+\frac{1}{\lambda}\left\langle x^{*}-y^{*}, x-x^{*}\right\rangle \geq 0, \forall x \in C, \\ F\left(y^{*}, y\right)+\left\langle A x^{*}, y-y^{*}\right\rangle+\frac{1}{\mu}\left\langle y^{*}-x^{*}, y-y^{*}\right\rangle \geq 0, \forall y \in C,\end{array}\right.$
which is called a new system of generalized equilibria where $\lambda>0$ and $\mu>0$ are two constants.
(2) If $F=G, A=B$, and $x^{*}=y^{*}$, then problem (1.4) reduces to problem (1.1).
(3) If $F=G=0$, then problem (1.4) reduces to the following general system of variational inequalities: Find $\left(x^{*}, y^{*}\right) \in C \times C$ such that

$$
\left\{\begin{array}{l}
\left\langle\lambda A y^{*}+x^{*}-y^{*}, x-x^{*}\right\rangle \geq 0, \quad \forall x \in C,  \tag{1.5}\\
\left\langle\mu B x^{*}+y^{*}-x^{*}, y-y^{*}\right\rangle \geq 0, \quad \forall y \in C,
\end{array}\right.
$$

where $\lambda>0$ and $\mu>0$ are two constants, which is introduced and considered by Ceng, Wang and Yao [18];
(4) If $A=B$ in (1.5), then problem (1.5) reduces to the following new system of variational inequalities:

$$
\left\{\begin{array}{l}
\left\langle\lambda A y^{*}+x^{*}-y^{*}, x-x^{*}\right\rangle \geq 0, \forall x \in C,  \tag{1.6}\\
\left\langle\mu A x^{*}+y^{*}-x^{*}, y-y^{*}\right\rangle \geq 0, \\
, \forall y \in C,
\end{array}\right.
$$

which is defined by Verma [26] (see also [27]);
(5) If $x^{*}=y^{*}$ in (1.6), then problem (1.6) reduces to the classical variational inequality.

Very recently, motivated by the iterative methods in Korpelevich [3], Takahashi and Toyoda [8], Nadezhkina and Takahashi [5], Zeng and Yao [15], and Yao and Yao [14], Ceng, Wang and Yao [18] proposed a relaxed extragradient method for finding solutions of problem (1.5), and derived a strong convergence theorem for problem (1.5).

Theorem 1.2. (cf. [18, Theorem 3.1]). Let $C$ be a nonempty closed convex subset of a real Hilbert space $H$. Let the mappings $A, B: C \rightarrow H$ be $\alpha$-inversestrongly monotone and $\beta$-inverse-strongly monotone, respectively. Let $S: C \rightarrow C$ be a nonexpansive mapping such that $F(S) \cap \Omega \neq \emptyset$. Suppose $x_{1}=u \in C$ and $\left\{x_{n}\right\}$ is generated by

$$
\left\{\begin{array}{l}
y_{n}=P_{C}\left(x_{n}-\mu B x_{n}\right)  \tag{1.7}\\
x_{n+1}=\alpha_{n} u+\beta_{n} x_{n}+\gamma_{n} S P_{C}\left(y_{n}-\lambda A y_{n}\right)
\end{array}\right.
$$

where $\lambda \in(0,2 \alpha), \mu \in(0,2 \beta)$, and $\left\{\alpha_{n}\right\},\left\{\beta_{n}\right\},\left\{\gamma_{n}\right\}$ are three sequences in $[0,1]$ such that
(i) $\alpha_{n}+\beta_{n}+\gamma_{n}=1, \forall n \geq 1$;
(ii) $\lim _{n \rightarrow \infty} \alpha_{n}=0, \quad \sum_{n=1}^{\infty} \alpha_{n}=\infty$;
(iii) $0<\liminf _{n \rightarrow \infty} \beta_{n} \leq \lim \sup _{n \rightarrow \infty} \beta_{n}<1$.

Then $\left\{x_{n}\right\}$ converges strongly to $\bar{x}=P_{F(S) \cap \Omega} u$, and $(\bar{x}, \bar{y})$ is a solution of problem (1.5), where $\bar{y}=P_{C}(\bar{x}-\mu B \bar{x})$ and $\Omega$ is the set of fixed points of the mapping $G: C \rightarrow C$ defined by

$$
G(x)=P_{C}\left[P_{C}(x-\mu B x)-\lambda A P_{C}(x-\mu B x)\right], \quad \forall x \in C .
$$

Inspired by Korpelevich [3], Takahashi and Toyoda [8], Nadezhkina and Takahashi [5], Takahashi and Takahashi [9, 17], Zeng and Yao [15], Yao and Yao [14], and Ceng, Wang and Yao [18], we suggest and analyze a relaxed extragradientlike method for finding solutions of problem (1.4). Let $F, G: C \times C \rightarrow \mathbf{R}$ be two bifunctions and the mappings $A, B: C \rightarrow H$ be $\alpha$-inverse-strongly monotone and $\beta$-inverse-strongly monotone, respectively. Let $S: C \rightarrow C$ be a nonexpansive mapping. Suppose $x_{1}=u \in C$ and $\left\{x_{n}\right\}$ is generated by

$$
\left\{\begin{array}{l}
G\left(y_{n}, y\right)+\left\langle B x_{n}, y-y_{n}\right\rangle+\frac{1}{\mu}\left\langle y_{n}-x_{n}, y-y_{n}\right\rangle \geq 0, \forall y \in C \\
F\left(t_{n}, z\right)+\left\langle A y_{n}, x-t_{n}\right\rangle+\frac{1}{\lambda}\left\langle t_{n}-y_{n}, x-t_{n}\right\rangle \geq 0, \forall x \in C \\
x_{n+1}=\alpha_{n} u+\beta_{n} x_{n}+\gamma_{n} S t_{n}
\end{array}\right.
$$

where $\lambda \in(0,2 \alpha], \mu \in(0,2 \beta]$, and $\left\{\alpha_{n}\right\},\left\{\beta_{n}\right\},\left\{\gamma_{n}\right\}$ are three sequences in $[0,1]$ such that $\alpha_{n}+\beta_{n}+\gamma_{n}=1, \forall n \geq 1$. First, problem (1.4) is proven to be
equivalent to a fixed point problem of nonexpansive mapping. Second, by using the demi-closedness principle for nonexpansive mappings, we prove that under quite mild conditions the iterative sequence $\left\{x_{n}\right\}$ converges strongly to some $\bar{x} \in C$ and $(\bar{x}, \bar{y})$ is a solution of problem (1.4), where $\bar{y}=P_{C}(\bar{x}-\mu B \bar{x})$. In addition, utilizing this result, we provide some applications of the considered problem not just giving a pure extension of existing mathematical problems.

## 2. Preliminaries

Let $H$ be a real Hilbert space and $C$ be a nonempty closed convex subset of $H$. Denote by $I$ the identity mapping of $H$. We write $x_{n} \rightharpoonup x$ to indicate that the sequence $\left\{x_{n}\right\}$ converges weakly to $x . x_{n} \rightarrow x$ implies that $\left\{x_{n}\right\}$ converges strongly to $x$. For every point $x \in H$, there exists a unique nearest point of $C$, denote by $P_{C} x$, such that $\left\|x-P_{C} x\right\| \leq\|x-y\|$ for all $y \in C$. Such a $P_{C}$ is called the metric projection of $H$ onto $C$. We know that $P_{C}$ is a firmly nonexpansive mapping of $H$ onto $C$, i.e.,

$$
\left\langle x-y, P_{C} x-P_{C} y\right\rangle \geq\left\|P_{C} x-P_{C} y\right\|^{2}, \quad \forall x, y \in H
$$

Obviously, this immediately implies that

$$
\left\|(x-y)-\left(P_{C} x-P_{C} y\right)\right\|^{2} \leq\|x-y\|^{2}-\left\|P_{C} x-P_{C} y\right\|^{2}, \quad \forall x, y \in H
$$

Recall that, $P_{C} x$ is characterized by the following properties: $P_{C} x \in C$ and

$$
\begin{align*}
& \left\langle x-P_{C} x, y-P_{C} x\right\rangle \leq 0 \\
& \|x-y\|^{2} \geq\left\|x-P_{C} x\right\|^{2}+\left\|P_{C} x-y\right\|^{2} \tag{2.1}
\end{align*}
$$

for all $x \in H$ and $y \in C$; see Goebel and Kirk [2] for more details.
Recall that, if $S: C \rightarrow C$ is nonexpansive, then the set $F(S)$ of fixed points of $S$ is closed and convex. Moreover, if $C$ is bounded, closed and convex, then $F(S)$ is nonempty. Notice also that, if $S: C \rightarrow C$ is nonexpansive, then $A=I-S$ is $\frac{1}{2}$-inverse-strongly monotone; see [10] for more details.

We need the following propositions and lemmas for the proof of our main result.
Lemma 2.1. (see Osilike and Igbokwe [6]). Let $(E,\langle\cdot, \cdot\rangle)$ be an inner product space. Then, for all $x, y, z \in E$ and $\alpha, \beta, \gamma \in[0,1]$ with $\alpha+\beta+\gamma=1$, we have

$$
\begin{gathered}
\|\alpha x+\beta y+\gamma z\|^{2}=\alpha\|x\|^{2}+\beta\|y\|^{2}+\gamma\|z\|^{2}-\alpha \beta\|x-y\|^{2} \\
-\alpha \gamma\|x-z\|^{2}-\beta \gamma\|y-z\|^{2}
\end{gathered}
$$

Let $C$ be a nonempty closed convex subset of $H$ and let $F: C \times C \rightarrow \mathbf{R}$ be a bifunction. We say that $F$ satisfies (A1), (A2), (A3) and (A4) if there hold the following:
(A1) $F(x, x)=0, \forall x \in C$;
(A2) $F$ is monotone, i.e., $F(x, y)+F(y, x) \leq 0, \forall x, y \in C$;
(A3) $\lim _{t \rightarrow 0^{+}} F(t z+(1-t) x, y) \leq F(x, y), \forall x, y, z \in C$;
(A4) for each $x \in C, y \mapsto F(x, y)$ is convex and lower semicontinuous.
We know the following Lemmas 2.2 and 2.3; see, e.g., [23,28].
Lemma 2.2. (cf. [17, Lemma 2.2]). Let C be a nonempty closed convex subset of $H$ and let $F$ be a bifunction from $C \times C$ into $\mathbf{R}$ satisfying $(A 1),(A 2),(A 3)$ and (A4). Then, for any $r>0$ and $x \in H$, there exists $z \in C$ such that

$$
F(z, y)+\frac{1}{r}\langle y-z, z-x\rangle \geq 0, \quad \forall y \in C .
$$

Further, if $T_{r}^{F} x=\left\{z \in C: F(z, y)+\frac{1}{r}\langle y-z, z-x\rangle \geq 0, \forall y \in C\right\}$, then the following hold:
(1) $T_{r}^{F}$ is single-valued;
(2) $T_{r}^{F}$ is firmly nonexpansive, i.e.,

$$
\left\|T_{r}^{F} x-T_{r}^{F} y\right\|^{2} \leq\left\langle T_{r}^{F} x-T_{r}^{F} y, x-y\right\rangle, \quad \forall x, y \in H ;
$$

(3) $F\left(T_{r}^{F}\right)=E P(F)$;
(4) $E P(F)$ is closed and convex.

Lemma 2.3. (cf. [17, Lemma 2.3]). Let $C, H, F$ and $T_{r}^{F} x$ be as in Lemma 2.2. Then the following holds:

$$
\left\|T_{s}^{F} x-T_{t}^{F} x\right\|^{2} \leq \frac{s-t}{s}\left\langle T_{s}^{F} x-T_{t}^{F} x, T_{s}^{F} x-x\right\rangle
$$

for all $s, t>0$ and $x \in H$.
Proposition 2.1. Let $C$ be a nonempty closed convex subset of $H$, and let $F$ and $G$ be two bifunctions from $C \times C$ into $\mathbf{R}$ satisfying (A1), (A2), (A3) and (A4). For given $x^{*}, y^{*} \in C,\left(x^{*}, y^{*}\right)$ is a solution of problem (1.4) if and only if $x^{*}$ is a fixed point of the mapping $\Gamma: C \rightarrow C$ defined by

$$
\Gamma(x)=T_{\lambda}^{F}\left[T_{\mu}^{G}(x-\mu B x)-\lambda A T_{\mu}^{G}(x-\mu B x)\right], \quad \forall x \in C
$$

where $y^{*}=T_{\mu}^{G}\left(x^{*}-\mu B x^{*}\right)$.

Proof. Observe that

$$
\begin{gathered}
\left\{\begin{array}{c}
F\left(x^{*}, x\right)+\left\langle A y^{*}, x-x^{*}\right\rangle+\frac{1}{\lambda}\left\langle x^{*}-y^{*}, x-x^{*}\right\rangle \geq 0, \quad \forall x \in C, \\
G\left(y^{*}, y\right)+\left\langle B x^{*}, y-y^{*}\right\rangle+\frac{1}{\mu}\left\langle y^{*}-x^{*}, y-y^{*}\right\rangle \geq 0, \forall y \in C \\
\Uparrow
\end{array}\right. \\
\left\{\begin{array}{c}
x^{*}=T_{\lambda}^{F}\left(y^{*}-\lambda A y^{*}\right), \\
y^{*}=T_{\mu}^{G}\left(x^{*}-\mu B x^{*}\right) \\
\hat{\Downarrow}
\end{array}\right. \\
x^{*}=T_{\lambda}^{F}\left[T_{\mu}^{G}\left(x^{*}-\mu B x^{*}\right)-\lambda A T_{\mu}^{G}\left(x^{*}-\mu B x^{*}\right)\right] .
\end{gathered}
$$

Corollary 2.1. (see [18, Lemma 2.1]). For given $x^{*}, y^{*} \in C,\left(x^{*}, y^{*}\right)$ is a solution of problem (1.5) if and only if $x^{*}$ is a fixed point of the mapping $\Phi: C \rightarrow C$ defined by

$$
\Phi(x)=P_{C}\left[P_{C}(x-\mu B x)-\lambda A P_{C}(x-\mu B x)\right], \quad \forall x \in C,
$$

where $y^{*}=P_{C}\left(x^{*}-\mu B x^{*}\right)$.
Proof. Putting $F=G=0$ and utilizing Lemma 2.2, we deduce that $T_{\lambda}^{F}=$ $T_{\mu}^{G}=P_{C}$. Thus, from Proposition 2.1 we obtain the desired result.

Remark 2.1. In terms of the proof of Theorem 3.1, we know that if $F, G$ : $C \times C \rightarrow \mathbf{R}$ are two bifunctions satisfying (A1), (A2), (A3) and (A4), and the mappings $A, B: C \rightarrow H$ are $\alpha$-inverse-strongly monotone and $\beta$-inverse-strongly monotone, respectively, then $\Gamma: C \rightarrow C$ is a nonexpansive mapping provided $\lambda \in(0,2 \alpha]$ and $\mu \in(0,2 \beta]$.

Throughout this paper, the set of fixed points of the mapping $\Gamma$ is denoted by ひ.

Proposition 2.2. (see Suzuki [7]). Let $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ be bounded sequences in a Banach space $X$ and let $\left\{\beta_{n}\right\}$ be a sequence in $[0,1]$ with $0<\liminf _{n \rightarrow \infty} \beta_{n} \leq$ $\lim \sup _{n \rightarrow \infty} \beta_{n}<1$. Suppose $x_{n+1}=\left(1-\beta_{n}\right) y_{n}+\beta_{n} x_{n}$ for all integers $n \geq 0$ and $\lim \sup _{n \rightarrow \infty}\left(\left\|y_{n+1}-y_{n}\right\|-\left\|x_{n+1}-x_{n}\right\|\right) \leq 0$. Then, $\lim _{n \rightarrow \infty}\left\|y_{n}-x_{n}\right\|=0$.

Lemma 2.4. (cf. [11, Lemma 2.1]). Assume that $\left\{a_{n}\right\}$ is a sequence of nonnegative real numbers such that

$$
a_{n+1} \leq\left(1-\gamma_{n}\right) a_{n}+\delta_{n}, \quad \forall n \geq 1,
$$

where $\left\{\gamma_{n}\right\}$ is a sequence in $(0,1)$ and $\left\{\delta_{n}\right\}$ is a sequence such that
(i) $\sum_{n=1}^{\infty} \gamma_{n}=\infty$;
(ii) $\lim \sup _{n \rightarrow \infty} \delta_{n} / \gamma_{n} \leq 0$ or $\sum_{n=1}^{\infty}\left|\delta_{n}\right|<\infty$.

Then $\lim _{n \rightarrow \infty} a_{n}=0$.
Lemma 2.5 (Goebel and Kirk [2]) (Demi-closedness Principle). Assume that $T$ is a nonexpansive self-mapping of a nonempty closed convex subset $C$ of a real Hilbert space $H$. If $T$ has a fixed point, then $I-T$ is demi-closed; that is, whenever $\left\{x_{n}\right\}$ is a sequence in $C$ converging weakly to some $x \in C$ (for short, $x_{n} \rightharpoonup x \in C$ ), and the sequence $\left\{(I-T) x_{n}\right\}$ converges strongly to some $y$ (for short, $\left.(I-T) x_{n} \rightarrow y\right)$, it follows that $(I-T) x=y$.

The following lemma is an immediate consequence of the inner product properties.

Lemma 2.6. In a real Hilbert space $H$, there holds the inequality

$$
\|x+y\|^{2} \leq\|x\|^{2}+2\langle y, x+y\rangle, \quad \forall x, y \in H .
$$

## 3. Main Results

We are now in a position to prove the main result of this paper.
Theorem 3.1. Let $C$ be a nonempty closed convex subset of a real Hilbert space $H$ and let $F, G: C \times C \rightarrow \mathbf{R}$ be two bifunctions satisfying (A1), (A2), (A3) and (A4). Let the mappings $A, B: C \rightarrow H$ be $\alpha$-inverse-strongly monotone and $\beta$-inverse-strongly monotone, respectively. Let $S: C \rightarrow C$ be a nonexpansive mapping such that $F(S) \cap \mho \neq \emptyset$. Suppose $x_{1}=u \in C$ and $\left\{x_{n}\right\}$ is generated by

$$
\left\{\begin{array}{l}
y_{n}=T_{\mu}^{G}\left(x_{n}-\mu B x_{n}\right),  \tag{3.1}\\
x_{n+1}=\alpha_{n} u+\beta_{n} x_{n}+\gamma_{n} S T_{\lambda}^{F}\left(y_{n}-\lambda A y_{n}\right),
\end{array}\right.
$$

where $\lambda \in(0,2 \alpha], \mu \in(0,2 \beta]$, and $\left\{\alpha_{n}\right\},\left\{\beta_{n}\right\},\left\{\gamma_{n}\right\}$ are three sequences in $[0,1]$ such that
(i) $\alpha_{n}+\beta_{n}+\gamma_{n}=1, \forall n \geq 1$;
(ii) $\lim _{n \rightarrow \infty} \alpha_{n}=0, \sum_{n=1}^{\infty} \alpha_{n}=\infty$;
(iii) $0<\liminf _{n \rightarrow \infty} \beta_{n} \leq \lim \sup _{n \rightarrow \infty} \beta_{n}<1$.

Then $\left\{x_{n}\right\}$ converges strongly to $\bar{x}=P_{F(S) \cap \mho}$ and $(\bar{x}, \bar{y})$ is a solution of problem (1.4), where $\bar{y}=T_{\mu}^{G}(\bar{x}-\mu B \bar{x})$.

Proof. First, on account of (iii), there exist an integer $n_{0} \geq 1$ and some $[a, b] \subset(0,1)$ such that $\beta_{n} \in[a, b]$ for all $n \geq n_{0}$. Without loss of generality, we may assume that there exists some $[a, b] \subset(0,1)$ such that $\beta_{n} \in[a, b]$ for all $n \geq 1$.

Let $x^{*} \in F(S) \cap \mho$. Then $x^{*}=S x^{*}$ and

$$
x^{*}=T_{\lambda}^{F}\left[T_{\mu}^{G}\left(x^{*}-\mu B x^{*}\right)-\lambda A T_{\mu}^{G}\left(x^{*}-\mu B x^{*}\right)\right] .
$$

Put $y^{*}=T_{\mu}^{G}\left(x^{*}-\mu B x^{*}\right)$ and $t_{n}=T_{\lambda}^{F}\left(y_{n}-\lambda A y_{n}\right)$. Then $x^{*}=T_{\lambda}^{F}\left(y^{*}-\lambda A y^{*}\right)$ and

$$
x_{n+1}=\alpha_{n} u+\beta_{n} x_{n}+\gamma_{n} S t_{n} .
$$

Observe that

$$
\begin{align*}
& \left\|(I-\lambda A) y_{n}-(I-\lambda A) y^{*}\right\|^{2} \\
= & \left\|y_{n}-y^{*}\right\|^{2}-2 \lambda\left\langle y_{n}-y^{*}, A y_{n}-A y^{*}\right\rangle+\lambda^{2}\left\|A y_{n}-A y^{*}\right\|^{2} \\
\leq & \left\|y_{n}-y^{*}\right\|^{2}+\lambda(\lambda-2 \alpha)\left\|A y_{n}-A y^{*}\right\|^{2}  \tag{3.2}\\
\leq & \left\|y_{n}-y^{*}\right\|^{2},
\end{align*}
$$

and similarly,

$$
\begin{align*}
\left\|(I-\mu B) x_{n}-(I-\mu B) x^{*}\right\|^{2} & \leq\left\|x_{n}-x^{*}\right\|^{2}+\mu(\mu-2 \beta)\left\|B x_{n}-B x^{*}\right\|^{2}  \tag{3.3}\\
& \leq\left\|x_{n}-x^{*}\right\|^{2} .
\end{align*}
$$

Hence, utilizing Lemma 2.2 we have from (3.2) and (3.3)

$$
\begin{align*}
\left\|t_{n}-x^{*}\right\| & =\left\|T_{\lambda}^{F}\left(y_{n}-\lambda A y_{n}\right)-T_{\lambda}^{F}\left(y^{*}-\lambda A y^{*}\right)\right\| \\
& \leq\left\|\left(y_{n}-\lambda A y_{n}\right)-\left(y^{*}-\lambda A y^{*}\right)\right\| \\
& \leq\left\|y_{n}-y^{*}\right\|  \tag{3.4}\\
& =\left\|T_{\mu}^{G}\left(x_{n}-\mu B x_{n}\right)-T_{\mu}^{G}\left(x^{*}-\mu B x^{*}\right)\right\| \\
& \leq\left\|\left(x_{n}-\mu B x_{n}\right)-\left(x^{*}-\mu B x^{*}\right)\right\| \\
& \leq\left\|x_{n}-x^{*}\right\|
\end{align*}
$$

which implies that

$$
\begin{aligned}
\left\|x_{n+1}-x^{*}\right\| & =\left\|\alpha_{n} u+\beta_{n} x_{n}+\gamma_{n} S t_{n}-x^{*}\right\| \\
& \leq \alpha_{n}\left\|u-x^{*}\right\|+\beta_{n}\left\|x_{n}-x^{*}\right\|+\gamma_{n}\left\|t_{n}-x^{*}\right\| \\
& \leq \alpha_{n}\left\|u-x^{*}\right\|+\left(1-\alpha_{n}\right)\left\|x_{n}-x^{*}\right\| \\
& \leq \max \left\{\left\|u-x^{*}\right\|,\left\|x_{1}-x^{*}\right\|\right\} \\
& =\left\|u-x^{*}\right\| .
\end{aligned}
$$

Thus, $\left\{x_{n}\right\}$ is bounded. Consequently, the sequences $\left\{t_{n}\right\},\left\{y_{n}\right\},\left\{S t_{n}\right\},\left\{A y_{n}\right\}$ and $\left\{B x_{n}\right\}$ are also bounded. Also, utilizing Lemma 2.2 we have

$$
\begin{align*}
\left\|t_{n+1}-t_{n}\right\| & =\left\|T_{\lambda}^{F}\left(y_{n+1}-\lambda A y_{n+1}\right)-T_{\lambda}^{F}\left(y_{n}-\lambda A y_{n}\right)\right\| \\
& \leq\left\|\left(y_{n+1}-\lambda A y_{n+1}\right)-\left(y_{n}-\lambda A y_{n}\right)\right\| \\
& \leq\left\|y_{n+1}-y_{n}\right\| \\
& =\left\|T_{\mu}^{G}\left(x_{n+1}-\mu B x_{n+1}\right)-T_{\mu}^{G}\left(x_{n}-\mu B x_{n}\right)\right\|  \tag{3.5}\\
& \leq\left\|\left(x_{n+1}-\mu B x_{n+1}\right)-\left(x_{n}-\mu B x_{n}\right)\right\| \\
& \leq\left\|x_{n+1}-x_{n}\right\| .
\end{align*}
$$

Let $x_{n+1}=\left(1-\beta_{n}\right) z_{n}+\beta_{n} x_{n}$. Then, we obtain

$$
\begin{align*}
z_{n+1}-z_{n}= & \frac{\alpha_{n+1} u+\gamma_{n+1} S t_{n+1}}{1-\beta_{n+1}}-\frac{\alpha_{n} u+\gamma_{n} S t_{n}}{1-\beta_{n}} \\
= & \left(\frac{\alpha_{n+1}}{1-\beta_{n+1}}-\frac{\alpha_{n}}{1-\beta_{n}}\right) u+\frac{\gamma_{n+1}}{1-\beta_{n+1}}\left(S t_{n+1}-S t_{n}\right)  \tag{3.6}\\
& +\left(\frac{\gamma_{n+1}}{1-\beta_{n+1}}-\frac{\gamma_{n}}{1-\beta_{n}}\right) S t_{n}
\end{align*}
$$

Combining (3.5) with (3.6) we have

$$
\begin{aligned}
&\left\|z_{n+1}-z_{n}\right\|-\left\|x_{n+1}-x_{n}\right\| \\
& \leq\left|\frac{\alpha_{n+1}}{1-\beta_{n+1}}-\frac{\alpha_{n}}{1-\beta_{n}}\right|\|u\|+\frac{\gamma_{n+1}}{1-\beta_{n+1}}\left\|x_{n+1}-x_{n}\right\| \\
& \quad+\left|\frac{\gamma_{n+1}}{1-\beta_{n+1}}-\frac{\gamma_{n}}{1-\beta_{n}}\right|\left\|S t_{n}\right\|-\left\|x_{n+1}-x_{n}\right\| \\
& \leq\left|\frac{\alpha_{n+1}}{1-\beta_{n+1}}-\frac{\alpha_{n}}{1-\beta_{n}}\right|\left(\|u\|+\left\|S t_{n}\right\|\right) .
\end{aligned}
$$

This implies that

$$
\limsup _{n \rightarrow \infty}\left(\left\|z_{n+1}-z_{n}\right\|-\left\|x_{n+1}-x_{n}\right\|\right) \leq 0
$$

Hence, utilizing Proposition 2.2 we get $\left\|z_{n}-x_{n}\right\| \rightarrow 0$ as $n \rightarrow \infty$. Consequently,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n+1}-x_{n}\right\|=\lim _{n \rightarrow \infty}\left(1-\beta_{n}\right)\left\|z_{n}-x_{n}\right\|=0 \tag{3.7}
\end{equation*}
$$

From (3.5) and (3.7) it follows that $\left\|t_{n+1}-t_{n}\right\| \rightarrow 0$ and $\left\|y_{n+1}-y_{n}\right\| \rightarrow 0$ as $n \rightarrow \infty$.

## Since

$$
x_{n+1}-x_{n}=\alpha_{n}\left(u-x_{n}\right)+\gamma_{n}\left(S t_{n}-x_{n}\right),
$$

this together with (ii) and (3.7) implies that $\left\|x_{n}-S t_{n}\right\| \rightarrow 0$ as $n \rightarrow \infty$. Since $x^{*} \in F(S) \cap \mho$, from Lemma 2.1 and (3.4) we obtain

$$
\begin{aligned}
& \left\|x_{n+1}-x^{*}\right\|^{2} \\
= & \left\|\alpha_{n} u+\beta_{n} x_{n}+\gamma_{n} S t_{n}-x^{*}\right\|^{2} \\
\leq & \alpha_{n}\left\|u-x^{*}\right\|^{2}+\beta_{n}\left\|x_{n}-x^{*}\right\|^{2}+\gamma_{n}\left\|t_{n}-x^{*}\right\|^{2} \\
= & \alpha_{n}\left\|u-x^{*}\right\|^{2}+\beta_{n}\left\|x_{n}-x^{*}\right\|^{2}+\gamma_{n}\left\|T_{\lambda}^{F}\left(y_{n}-\lambda A y_{n}\right)-T_{\lambda}^{F}\left(y^{*}-\lambda A y^{*}\right)\right\|^{2} \\
\leq & \alpha_{n}\left\|u-x^{*}\right\|^{2}+\beta_{n}\left\|x_{n}-x^{*}\right\|^{2}+\gamma_{n}\left\|\left(y_{n}-\lambda A y_{n}\right)-\left(y^{*}-\lambda A y^{*}\right)\right\|^{2} \\
\leq & \alpha_{n}\left\|u-x^{*}\right\|^{2}+\beta_{n}\left\|x_{n}-x^{*}\right\|^{2}+\gamma_{n}\left[\left\|y_{n}-y^{*}\right\|^{2}\right. \\
& \left.+\lambda(\lambda-2 \alpha)\left\|A y_{n}-A y^{*}\right\|^{2}\right] \\
\leq & \alpha_{n}\left\|u-x^{*}\right\|^{2}+\beta_{n}\left\|x_{n}-x^{*}\right\|^{2}+\gamma_{n}\left[\left\|x_{n}-x^{*}\right\|^{2}\right. \\
& \left.+\lambda(\lambda-2 \alpha)\left\|A y_{n}-A y^{*}\right\|^{2}\right] \\
\leq & \alpha_{n}\left\|u-x^{*}\right\|^{2}+\left\|x_{n}-x^{*}\right\|^{2}+\gamma_{n} \lambda(\lambda-2 \alpha)\left\|A y_{n}-A y^{*}\right\|^{2},
\end{aligned}
$$

and

$$
\begin{aligned}
& \left\|x_{n+1}-x^{*}\right\|^{2} \\
= & \left\|\alpha_{n} u+\beta_{n} x_{n}+\gamma_{n} S t_{n}-x^{*}\right\|^{2} \\
\leq & \alpha_{n}\left\|u-x^{*}\right\|^{2}+\beta_{n}\left\|x_{n}-x^{*}\right\|^{2}+\gamma_{n}\left\|t_{n}-x^{*}\right\|^{2} \\
\leq & \alpha_{n}\left\|u-x^{*}\right\|^{2}+\beta_{n}\left\|x_{n}-x^{*}\right\|^{2}+\gamma_{n}\left\|y_{n}-y^{*}\right\|^{2} \\
\leq & \alpha_{n}\left\|u-x^{*}\right\|^{2}+\beta_{n}\left\|x_{n}-x^{*}\right\|^{2}+\gamma_{n}\left\|\left(x_{n}-\mu B x_{n}\right)-\left(x^{*}-\mu B x^{*}\right)\right\|^{2} \\
\leq & \alpha_{n}\left\|u-x^{*}\right\|^{2}+\beta_{n}\left\|x_{n}-x^{*}\right\|^{2}+\gamma_{n}\left[\left\|x_{n}-x^{*}\right\|^{2}\right. \\
& \left.+\mu(\mu-2 \beta)\left\|B x_{n}-B x^{*}\right\|^{2}\right] \\
\leq & \alpha_{n}\left\|u-x^{*}\right\|^{2}+\left\|x_{n}-x^{*}\right\|^{2}+\gamma_{n} \mu(\mu-2 \beta)\left\|B x_{n}-B x^{*}\right\|^{2} .
\end{aligned}
$$

Therefore, we have

$$
\begin{align*}
& -\gamma_{n} \lambda(\lambda-2 \alpha)\left\|A y_{n}-A y^{*}\right\|^{2} \\
\leq & \alpha_{n}\left\|u-x^{*}\right\|^{2}+\left\|x_{n}-x^{*}\right\|^{2}-\left\|x_{n+1}-x^{*}\right\|^{2} \\
= & \alpha_{n}\left\|u-x^{*}\right\|^{2}+\left(\left\|x_{n}-x^{*}\right\|+\left\|x_{n+1}-x^{*}\right\|\right)\left(\left\|x_{n}-x^{*}\right\|-\left\|x_{n+1}-x^{*}\right\|\right)  \tag{3.8}\\
\leq & \alpha_{n}\left\|u-x^{*}\right\|^{2}+\left(\left\|x_{n}-x^{*}\right\|+\left\|x_{n+1}-x^{*}\right\|\right)\left\|x_{n}-x_{n+1}\right\|,
\end{align*}
$$

and

$$
\begin{align*}
& -\gamma_{n} \mu(\mu-2 \beta)\left\|B x_{n}-B x^{*}\right\|^{2} \\
\leq & \alpha_{n}\left\|u-x^{*}\right\|^{2}+\left\|x_{n}-x^{*}\right\|^{2}-\left\|x_{n+1}-x^{*}\right\|^{2} \\
= & \alpha_{n}\left\|u-x^{*}\right\|^{2}+\left(\left\|x_{n}-x^{*}\right\|+\left\|x_{n+1}-x^{*}\right\|\right)\left(\left\|x_{n}-x^{*}\right\|-\left\|x_{n+1}-x^{*}\right\|\right)  \tag{3.9}\\
\leq & \alpha_{n}\left\|u-x^{*}\right\|^{2}+\left(\left\|x_{n}-x^{*}\right\|+\left\|x_{n+1}-x^{*}\right\|\right)\left\|x_{n}-x_{n+1}\right\|,
\end{align*}
$$

Since $\alpha_{n} \rightarrow 0$ and $\left\|x_{n}-x_{n+1}\right\| \rightarrow 0$ as $n \rightarrow \infty$, from (3.8) and (3.9) we derive

$$
\lim _{n \rightarrow \infty}\left\|A y_{n}-A y^{*}\right\|=0 \quad \text { and } \quad \lim _{n \rightarrow \infty}\left\|B x_{n}-B x^{*}\right\|=0 .
$$

Utilizing Lemma 2.2, we have

$$
\begin{aligned}
\left\|y_{n}-y^{*}\right\|^{2}= & \left\|T_{\mu}^{G}\left(x_{n}-\mu B x_{n}\right)-T_{\mu}^{G}\left(x^{*}-\mu B x^{*}\right)\right\|^{2} \\
\leq & \left\langle\left(x_{n}-\mu B x_{n}\right)-\left(x^{*}-\mu B x^{*}\right), y_{n}-y^{*}\right\rangle \\
= & \frac{1}{2}\left[\left\|\left(x_{n}-\mu B x_{n}\right)-\left(x^{*}-\mu B x^{*}\right)\right\|^{2}+\left\|y_{n}-y^{*}\right\|^{2}\right. \\
& \left.-\left\|\left(x_{n}-\mu B x_{n}\right)-\left(x^{*}-\mu B x^{*}\right)-\left(y_{n}-y^{*}\right)\right\|^{2}\right] \\
\leq & \frac{1}{2}\left[\left\|x_{n}-x^{*}\right\|^{2}+\left\|y_{n}-y^{*}\right\|^{2}\right. \\
& \left.-\left\|\left(x_{n}-y_{n}\right)-\mu\left(B x_{n}-B x^{*}\right)-\left(x^{*}-y^{*}\right)\right\|^{2}\right] \\
= & \frac{1}{2}\left[\left\|x_{n}-x^{*}\right\|^{2}+\left\|y_{n}-y^{*}\right\|^{2}-\left\|\left(x_{n}-y_{n}\right)-\left(x^{*}-y^{*}\right)\right\|^{2}\right. \\
& \left.+2 \mu\left\langle\left(x_{n}-y_{n}\right)-\left(x^{*}-y^{*}\right), B x_{n}-B x^{*}\right\rangle-\mu^{2}\left\|B x_{n}-B x^{*}\right\|^{2}\right] .
\end{aligned}
$$

So, we obtain

$$
\begin{aligned}
\left\|y_{n}-y^{*}\right\|^{2} \leq & \left\|x_{n}-x^{*}\right\|^{2}-\left\|\left(x_{n}-y_{n}\right)-\left(x^{*}-y^{*}\right)\right\|^{2} \\
& +2 \mu\left\langle\left(x_{n}-y_{n}\right)-\left(x^{*}-y^{*}\right), B x_{n}-B x^{*}\right\rangle-\mu^{2}\left\|B x_{n}-B x^{*}\right\|^{2} .
\end{aligned}
$$

Hence

$$
\begin{aligned}
\left\|x_{n+1}-x^{*}\right\|^{2}= & \left\|\alpha_{n} u+\beta_{n} x_{n}+\gamma_{n} S t_{n}-x^{*}\right\|^{2} \\
\leq & \alpha_{n}\left\|u-x^{*}\right\|^{2}+\beta_{n}\left\|x_{n}-x^{*}\right\|^{2}+\gamma_{n}\left\|t_{n}-x^{*}\right\|^{2} \\
\leq & \alpha_{n}\left\|u-x^{*}\right\|^{2}+\beta_{n}\left\|x_{n}-x^{*}\right\|^{2}+\gamma_{n}\left\|y_{n}-y^{*}\right\|^{2} \\
\leq & \alpha_{n}\left\|u-x^{*}\right\|^{2}+\left\|x_{n}-x^{*}\right\|^{2}-\gamma_{n}\left\|\left(x_{n}-y_{n}\right)-\left(x^{*}-y^{*}\right)\right\|^{2} \\
& +2 \gamma_{n} \mu\left\langle\left(x_{n}-y_{n}\right)-\left(x^{*}-y^{*}\right), B x_{n}-B x^{*}\right\rangle-\gamma_{n} \mu^{2}\left\|B x_{n}-B x^{*}\right\|^{2} \\
\leq & \alpha_{n}\left\|u-x^{*}\right\|^{2}+\left\|x_{n}-x^{*}\right\|^{2}-\gamma_{n}\left\|\left(x_{n}-y_{n}\right)-\left(x^{*}-y^{*}\right)\right\|^{2} \\
& +2 \gamma_{n} \mu\left\|\left(x_{n}-y_{n}\right)-\left(x^{*}-y^{*}\right)\right\|\left\|B x_{n}-B x^{*}\right\|,
\end{aligned}
$$

which implies that

$$
\begin{align*}
& \gamma_{n}\left\|\left(x_{n}-y_{n}\right)-\left(x^{*}-y^{*}\right)\right\|^{2} \\
\leq & \alpha_{n}\left\|u-x^{*}\right\|^{2}+\left\|x_{n}-x^{*}\right\|^{2}-\left\|x_{n+1}-x^{*}\right\|^{2} \\
& +2 \gamma_{n} \mu\left\|\left(x_{n}-y_{n}\right)-\left(x^{*}-y^{*}\right)\right\|\left\|B x_{n}-B x^{*}\right\|  \tag{3.10}\\
\leq & \alpha_{n}\left\|u-x^{*}\right\|^{2}+2 \gamma_{n} \mu\left\|\left(x_{n}-y_{n}\right)-\left(x^{*}-y^{*}\right)\right\|\left\|B x_{n}-B x^{*}\right\| \\
& +\left\|x_{n}-x_{n+1}\right\|\left(\left\|x_{n}-x^{*}\right\|-\left\|x_{n+1}-x^{*}\right\|\right) .
\end{align*}
$$

Since $\alpha_{n} \rightarrow 0,\left\|x_{n}-x_{n+1}\right\| \rightarrow 0$ and $\left\|B x_{n}-B x^{*}\right\| \rightarrow 0$ as $n \rightarrow \infty$, from (3.10) we get $\left\|\left(x_{n}-y_{n}\right)-\left(x^{*}-y^{*}\right)\right\| \rightarrow 0$ as $n \rightarrow \infty$.

Now, utilizing Lemma 2.6 and the firm nonexpansivity of $T_{\lambda}^{F}$ we have

$$
\begin{aligned}
& \left\|\left(y_{n}-t_{n}\right)+\left(x^{*}-y^{*}\right)\right\|^{2} \\
= & \| y_{n}-\lambda A y_{n}-\left(y^{*}-\lambda A y^{*}\right)-\left[T_{\lambda}^{F}\left(y_{n}-\lambda A y_{n}\right)\right. \\
& \left.-T_{\lambda}^{F}\left(y^{*}-\lambda A y^{*}\right)\right]+\lambda\left(A y_{n}-A y^{*}\right) \|^{2} \\
\leq & \left\|y_{n}-\lambda A y_{n}-\left(y^{*}-\lambda A y^{*}\right)-\left[T_{\lambda}^{F}\left(y_{n}-\lambda A y_{n}\right)-T_{\lambda}^{F}\left(y^{*}-\lambda A y^{*}\right)\right]\right\|^{2} \\
& +2 \lambda\left\langle A y_{n}-A y^{*},\left(y_{n}-t_{n}\right)+\left(x^{*}-y^{*}\right)\right\rangle \\
\leq & \left\|y_{n}-\lambda A y_{n}-\left(y^{*}-\lambda A y^{*}\right)\right\|^{2}-\left\|T_{\lambda}^{F}\left(y_{n}-\lambda A y_{n}\right)-T_{\lambda}^{F}\left(y^{*}-\lambda A y^{*}\right)\right\|^{2} \\
& +2 \lambda\left\|A y_{n}-A y^{*}\right\|\left\|\left(y_{n}-t_{n}\right)+\left(x^{*}-y^{*}\right)\right\| \\
\leq & \left\|y_{n}-\lambda A y_{n}-\left(y^{*}-\lambda A y^{*}\right)\right\|^{2}-\left\|S T_{\lambda}^{F}\left(y_{n}-\lambda A y_{n}\right)-S T_{\lambda}^{F}\left(y^{*}-\lambda A y^{*}\right)\right\|^{2} \\
& +2 \lambda\left\|A y_{n}-A y^{*}\right\|\left\|\left(y_{n}-t_{n}\right)+\left(x^{*}-y^{*}\right)\right\| \\
= & \left\|y_{n}-\lambda A y_{n}-\left(y^{*}-\lambda A y^{*}\right)\right\|^{2}-\left\|S t_{n}-S x^{*}\right\|^{2} \\
& +2 \lambda\left\|A y_{n}-A y^{*}\right\|\left\|\left(y_{n}-t_{n}\right)+\left(x^{*}-y^{*}\right)\right\| \\
\leq & \left\|y_{n}-\lambda A y_{n}-\left(y^{*}-\lambda A y^{*}\right)-\left(S t_{n}-x^{*}\right)\right\| \\
& \times\left(\left\|y_{n}-\lambda A y_{n}-\left(y^{*}-\lambda A y^{*}\right)\right\|+\left\|S t_{n}-x^{*}\right\|\right) \\
& +2 \lambda\left\|A y_{n}-A y^{*}\right\|\left\|\left(y_{n}-t_{n}\right)+\left(x^{*}-y^{*}\right)\right\| \\
= & \left\|x_{n}-S t_{n}+x^{*}-y^{*}-\left(x_{n}-y_{n}\right)-\lambda\left(A y_{n}-A y^{*}\right)\right\| \\
& \times\left(\left\|y_{n}-\lambda A y_{n}-\left(y^{*}-\lambda A y^{*}\right)\right\|+\left\|S t_{n}-x^{*}\right\|\right) \\
& +2 \lambda\left\|A y_{n}-A y^{*}\right\|\left\|\left(y_{n}-t_{n}\right)+\left(x^{*}-y^{*}\right)\right\| .
\end{aligned}
$$

Since $\left\|S t_{n}-x_{n}\right\| \rightarrow 0,\left\|\left(x_{n}-y_{n}\right)-\left(x^{*}-y^{*}\right)\right\| \rightarrow 0$ and $\left\|A y_{n}-A y^{*}\right\| \rightarrow 0$, it follows from (3.11) that $\left\|\left(y_{n}-t_{n}\right)+\left(x^{*}-y^{*}\right)\right\| \rightarrow 0$ as $n \rightarrow \infty$. Also, observe that
$\left\|S t_{n}-t_{n}\right\| \leq\left\|S t_{n}-x_{n}\right\|+\left\|\left(x_{n}-y_{n}\right)-\left(x^{*}-y^{*}\right)\right\|+\left\|\left(y_{n}-t_{n}\right)+\left(x^{*}-y^{*}\right)\right\|$.

Thus, we get $\left\|S t_{n}-t_{n}\right\| \rightarrow 0$ as $n \rightarrow \infty$.
Next, let us show that

$$
\limsup _{n \rightarrow \infty}\left\langle u-\bar{x}, x_{n}-\bar{x}\right\rangle \leq 0
$$

where $\bar{x}=P_{F(S) \cap \mho} u$.
Indeed, since $\left\{t_{n}\right\}$ and $\left\{S t_{n}\right\}$ are two bounded sequences in $C$, we can choose a subsequence $\left\{t_{n_{i}}\right\}$ of $\left\{t_{n}\right\}$ such that $t_{n_{i}} \rightharpoonup z \in C$ and

$$
\limsup _{n \rightarrow \infty}\left\langle u-\bar{x}, S t_{n}-\bar{x}\right\rangle=\lim _{i \rightarrow \infty}\left\langle u-\bar{x}, S t_{n_{i}}-\bar{x}\right\rangle
$$

Since $\lim _{n \rightarrow \infty}\left\|S t_{n}-t_{n}\right\|=0$, we obtain,$S t_{n_{i}} \rightharpoonup z$ as $i \rightarrow \infty$. Now we claim that $z \in F(S) \cap \mho$. First by Lemma 2.5 it is easy to see that $z \in F(S)$. Second, utilizing Lemma 2.2 we have for all $x, y \in C$

$$
\begin{aligned}
\|\Gamma(x)-\Gamma(y)\|^{2}= & \| T_{\lambda}^{F}\left[T_{\mu}^{G}(x-\mu B x)-\lambda A T_{\mu}^{G}(x-\mu B x)\right] \\
& -T_{\lambda}^{F}\left[T_{\mu}^{G}(y-\mu B y)-\lambda A T_{\mu}^{G}(y-\mu B y)\right] \|^{2} \\
\leq & \| T_{\mu}^{G}(x-\mu B x)-\lambda A T_{\mu}^{G}(x-\mu B x) \\
& -\left[T_{\mu}^{G}(y-\mu B y)-\lambda A T_{\mu}^{G}(y-\mu B y)\right] \|^{2} \\
= & \| T_{\mu}^{G}(x-\mu B x)-T_{\mu}^{G}(y-\mu B y) \\
& -\lambda\left(A T_{\mu}^{G}(x-\mu B x)-A T_{\mu}^{G}(y-\mu B y)\right) \|^{2} \\
\leq & \left\|T_{\mu}^{G}(x-\mu B x)-T_{\mu}^{G}(y-\mu B y)\right\|^{2} \\
& +\lambda(\lambda-2 \alpha)\left\|A T_{\mu}^{G}(x-\mu B x)-A T_{\mu}^{G}(y-\mu B y)\right\|^{2} \\
\leq & \left\|T_{\mu}^{G}(x-\mu B x)-T_{\mu}^{G}(y-\mu B y)\right\|^{2} \\
\leq & \|x-\mu B x-(y-\mu B y)\|^{2} \\
\leq & \|x-y\|^{2}+\mu(\mu-2 \beta)\|B x-B y\|^{2} \\
\leq & \|x-y\|^{2} .
\end{aligned}
$$

This shows that $\Gamma: C \rightarrow C$ is nonexpansive. Since $\left\|S t_{n}-t_{n}\right\| \rightarrow 0,\left\|S t_{n}-x_{n}\right\| \rightarrow$ 0 and

$$
\left\|t_{n}-x_{n}\right\| \leq\left\|S t_{n}-t_{n}\right\|+\left\|S t_{n}-x_{n}\right\|
$$

we conclude that $\left\|t_{n}-x_{n}\right\| \rightarrow 0$ as $n \rightarrow \infty$. Furthermore, note that

$$
\begin{aligned}
\left\|t_{n}-\Gamma\left(t_{n}\right)\right\| & =\left\|T_{\lambda}^{F}\left[T_{\mu}^{G}\left(x_{n}-\mu B x_{n}\right)-\lambda A T_{\mu}^{G}\left(x_{n}-\mu B x_{n}\right)\right]-\Gamma\left(t_{n}\right)\right\| \\
& =\left\|\Gamma\left(x_{n}\right)-\Gamma\left(t_{n}\right)\right\| \\
& \leq\left\|x_{n}-t_{n}\right\|
\end{aligned}
$$

Thus $\lim \sup _{n \rightarrow \infty}\left\|t_{n}-\Gamma\left(t_{n}\right)\right\|=0$. According to Lemma 2.5 we obtain $z \in \mathcal{\mho}$. Therefore there holds $z \in F(S) \cap \mho$.

On the other hand, it follows from (2.1) that

$$
\begin{align*}
\limsup _{n \rightarrow \infty}\left\langle u-\bar{x}, x_{n}-\bar{x}\right\rangle & =\limsup _{n \rightarrow \infty}\left\langle u-\bar{x}, S t_{n}-\bar{x}\right\rangle \\
& =\lim _{i \rightarrow \infty}\left\langle u-\bar{x}, S t_{n_{i}}-\bar{x}\right\rangle  \tag{3.12}\\
& =\langle u-\bar{x}, z-\bar{x}\rangle \\
& \leq 0 .
\end{align*}
$$

Hence we have

$$
\begin{aligned}
\left\|x_{n+1}-\bar{x}\right\|^{2}= & \left\langle\alpha_{n} u+\beta_{n} x_{n}+\gamma_{n} S t_{n}-\bar{x}, x_{n+1}-\bar{x}\right\rangle \\
= & \alpha_{n}\left\langle u-\bar{x}, x_{n+1}-\bar{x}\right\rangle+\beta_{n}\left\langle x_{n}-\bar{x}, x_{n+1}-\bar{x}\right\rangle \\
& +\gamma_{n}\left\langle S t_{n}-\bar{x}, x_{n+1}-\bar{x}\right\rangle \\
\leq & \frac{1}{2} \beta_{n}\left(\left\|x_{n}-\bar{x}\right\|^{2}+\left\|x_{n+1}-\bar{x}\right\|^{2}\right)+\alpha_{n}\left\langle u-\bar{x}, x_{n+1}-\bar{x}\right\rangle \\
& +\frac{1}{2} \gamma_{n}\left(\left\|t_{n}-\bar{x}\right\|^{2}+\left\|x_{n+1}-\bar{x}\right\|^{2}\right) \\
\leq & \frac{1}{2}\left(1-\alpha_{n}\right)\left(\left\|x_{n}-\bar{x}\right\|^{2}+\left\|x_{n+1}-\bar{x}\right\|^{2}\right)+\alpha_{n}\left\langle u-\bar{x}, x_{n+1}-\bar{x}\right\rangle,
\end{aligned}
$$

which implies that

$$
\left\|x_{n+1}-\bar{x}\right\|^{2} \leq\left(1-\alpha_{n}\right)\left\|x_{n}-\bar{x}\right\|^{2}+2 \alpha_{n}\left\langle u-\bar{x}, x_{n+1}-\bar{x}\right\rangle .
$$

Consequently, according to (3.12) and Lemma 2.4, we deduce that $\left\{x_{n}\right\}$ converges strongly to $\bar{x}$. This completes the proof.

Example 3.1. Let $H=\mathbf{R}$ and $C=[-\pi / 2, \pi / 2]$. Define the mappings $S: C \rightarrow C, A, B: C \rightarrow H$ and $F, G: C \times C \rightarrow \mathbf{R}$ as follows:

$$
\begin{aligned}
S(x)= & \sin x, A(x)=x-(\sin x) / 2, \quad B(x)=x-(\sin x) / 3, \\
& F(x, y)=-x^{2}+y^{2} \quad \text { and } \quad G(x, y)=-|x|+|y|,
\end{aligned}
$$

for all $x, y \in C$. Then it is clear that $S$ is nonexpansive, $A$ is $2 / 9$-inverse-strongly monotone and $B$ is $3 / 8$-inverse-strongly monotone. In this case we have $F(S) \cap \mho=$ $\{0\}$. In terms of Theorem 3.1, we choose the parameters $\lambda, \mu$. Then the sequence $\left\{x_{n}\right\}$ generated from $x_{1}=u \in C$ by the iterative scheme (3.1) converges to $0=P_{F(S) \cap \mho} u$ and $(\bar{x}, \bar{y})=(0,0)$ is a solution of problem (1.4), where $\bar{y}=$ $T_{\mu}^{G}(\bar{x}-\mu B \bar{x})$.

Corollary 3.1. Let $C$ be a nonempty closed convex subset of a real Hilbert space $H$ and let $F: C \times C \rightarrow \mathbf{R}$ be a bifunction satisfying (A1), (A2), (A3) and (A4). Let $A: C \rightarrow H$ be an $\alpha$-inverse-strongly monotone mapping and let $S: C \rightarrow C$ be a nonexpansive mapping such that $F(S) \cap \mho \neq \emptyset$. Suppose $x_{1}=u \in C$ and $\left\{x_{n}\right\}$ is generated by

$$
\left\{\begin{array}{l}
y_{n}=T_{\mu}^{F}\left(x_{n}-\mu A x_{n}\right), \\
x_{n+1}=\alpha_{n} u+\beta_{n} x_{n}+\gamma_{n} S T_{\lambda}^{F}\left(y_{n}-\lambda A y_{n}\right),
\end{array}\right.
$$

where $\lambda, \mu \in(0,2 \alpha]$, and $\left\{\alpha_{n}\right\},\left\{\beta_{n}\right\},\left\{\gamma_{n}\right\}$ are three sequences in $[0,1]$ such that
(i) $\alpha_{n}+\beta_{n}+\gamma_{n}=1, \forall n \geq 1$;
(ii) $\lim _{n \rightarrow \infty} \alpha_{n}=0, \sum_{n=1}^{\infty} \alpha_{n}=\infty$;
(iii) $0<\lim \inf _{n \rightarrow \infty} \beta_{n} \leq \lim \sup _{n \rightarrow \infty} \beta_{n}<1$.

Then $\left\{x_{n}\right\}$ converges strongly to $\bar{x}=P_{F(S) \cap \mho} u$ and $(\bar{x}, \bar{y})$ is a solution of problem (1.4)', where $\bar{y}=T_{\mu}^{F}(\bar{x}-\mu A \bar{x})$.

Corollary 3.2. Let $C$ be a nonempty closed convex subset of a real Hilbert space $H$ and let $F, G: C \times C \rightarrow \mathbf{R}$ be two bifunctions satisfying (A1), (A2), (A3) and (A4). Let the mappings $A, B: C \rightarrow H$ be $\alpha$-inverse-strongly monotone and $\beta$-inverse-strongly monotone, respectively, such that $\mho \neq \emptyset$. Suppose $x_{1}=u \in C$ and $\left\{x_{n}\right\}$ is generated by

$$
\left\{\begin{array}{l}
y_{n}=T_{\mu}^{G}\left(x_{n}-\mu B x_{n}\right), \\
x_{n+1}=\alpha_{n} u+\beta_{n} x_{n}+\gamma_{n} T_{\lambda}^{F}\left(y_{n}-\lambda A y_{n}\right),
\end{array}\right.
$$

where $\lambda \in(0,2 \alpha], \mu \in(0,2 \beta]$, and $\left\{\alpha_{n}\right\},\left\{\beta_{n}\right\},\left\{\gamma_{n}\right\}$ are three sequences in $[0,1]$ such that
(i) $\alpha_{n}+\beta_{n}+\gamma_{n}=1, \forall n \geq 1$;
(ii) $\lim _{n \rightarrow \infty} \alpha_{n}=0, \sum_{n=1}^{\infty} \alpha_{n}=\infty$;
(iii) $0<\liminf { }_{n \rightarrow \infty} \beta_{n} \leq \lim \sup _{n \rightarrow \infty} \beta_{n}<1$.

Then $\left\{x_{n}\right\}$ converges strongly to $\bar{x}=P_{\mho} u$ and $(\bar{x}, \bar{y})$ is a solution of problem (1.4), where $\bar{y}=T_{\mu}^{G}(\bar{x}-\mu B \bar{x})$.

Recall that a mapping $T: C \rightarrow C$ is called strictly pseudocontractive if there exists some $k$ with $0 \leq k<1$ such that

$$
\|T x-T y\|^{2} \leq\|x-y\|^{2}+k\|(I-T) x-(I-T) y\|^{2}, \quad \forall x, y \in C .
$$

For recent convergence result for strictly pseudocontractive mappings, we refer to Zeng, Wong and Yao [19]. Put $A=I-T$. Then we have

$$
\|(I-A) x-(I-A) y\|^{2} \leq\|x-y\|^{2}+k\|A x-A y\|^{2} .
$$

On the other hand,

$$
\|(I-A) x-(I-A) y\|^{2}=\|x-y\|^{2}+\|A x-A y\|^{2}-2\langle x-y, A x-A y\rangle .
$$

Hence we have

$$
\langle x-y, A x-A y\rangle \geq \frac{1-k}{2}\|A x-A y\|^{2} .
$$

Consequently, if $T: C \rightarrow C$ is a strictly pseudocontractive mapping with constant $k$, then the mapping $A=I-T$ is $(1-k) / 2$-inverse-strongly monotone.

Corollary 3.3. Let $C$ be a nonempty closed convex subset of a real Hilbert space $H$ and let $F, G: C \times C \rightarrow \mathbf{R}$ be two bifunctions satisfying (A1), (A2), (A3) and (A4). Let the mappings $A, B: C \rightarrow H$ be $\frac{1-k}{2}$-inverse-strongly monotone and $\frac{1-l}{2}$-inverse-strongly monotone, respectively, where $A=I-T, B=I-V$, and $T, V: C \rightarrow C$ are strictly pseudocontractive with constant $k$ and strictly pseudocontractive with constant l, respectively. Let $S: C \rightarrow C$ be a nonexpansive mapping such that $F(S) \cap \mho \neq \emptyset$. Suppose $x_{1}=u \in C$ and $\left\{x_{n}\right\}$ is generated by

$$
\left\{\begin{array}{l}
y_{n}=T_{\mu}^{G}\left((1-\mu) x_{n}+\mu V x_{n}\right)  \tag{3.13}\\
x_{n+1}=\alpha_{n} u+\beta_{n} x_{n}+\gamma_{n} S T_{\lambda}^{F}\left((1-\lambda) y_{n}+\lambda T y_{n}\right)
\end{array}\right.
$$

where $\lambda \in(0,1-k], \mu \in(0,1-l]$, and $\left\{\alpha_{n}\right\},\left\{\beta_{n}\right\},\left\{\gamma_{n}\right\}$ are three sequences in $[0,1]$ such that
(i) $\alpha_{n}+\beta_{n}+\gamma_{n}=1, \forall n \geq 1$;
(ii) $\lim _{n \rightarrow \infty} \alpha_{n}=0, \sum_{n=1}^{\infty} \alpha_{n}=\infty$;
(iii) $0<\lim \inf _{n \rightarrow \infty} \beta_{n} \leq \lim \sup _{n \rightarrow \infty} \beta_{n}<1$.

Then $\left\{x_{n}\right\}$ converges strongly to $\bar{x}=P_{F(S) \cap \mho} u$ and $(\bar{x}, \bar{y})$ is a solution of problem (1.4), where $\bar{y}=T_{\mu}^{G}((1-\mu) \bar{x}+\mu V \bar{x})$.

Proof. Since $A=I-T, B=I-V, \lambda \in(0,1-k]$ and $\mu \in(0,1-l]$, we have

$$
\begin{aligned}
& T_{\lambda}^{F}\left(y_{n}-\lambda A y_{n}\right)=T_{\lambda}^{F}\left((1-\lambda) y_{n}+\lambda T y_{n}\right), \\
& T_{\mu}^{G}\left(x_{n}-\mu B x_{n}\right)=T_{\mu}^{G}\left((1-\mu) x_{n}+\mu V x_{n}\right) .
\end{aligned}
$$

Thus the iterative schemes (3.1) and (3.13) are equivalent. Therefore, the conclusion follows immediately from Theorem 3.1.

## 4. Applications

Using Theorem 3.1, we prove two results in a real Hilbert space.
Theorem 4.1. Let $H$ be a real Hilbert space and let $F: H \times H \rightarrow \mathbf{R}$ be a bifunction satisfying (A1), (A2), (A3) and (A4). Let $A: H \rightarrow H$ be an $\alpha$-inversestrongly monotone mapping and let $S: H \rightarrow H$ be a nonexpansive mapping such that $F(S) \cap \mho \neq \emptyset$. Suppose $x_{1}=u \in H$ and $\left\{x_{n}\right\}$ is generated by

$$
\left\{\begin{array}{l}
y_{n}=T_{\lambda}^{F}\left(x_{n}-\lambda A x_{n}\right)  \tag{4.1}\\
x_{n+1}=\alpha_{n} u+\beta_{n} x_{n}+\gamma_{n} S T_{\lambda}^{F}\left(y_{n}-\lambda A y_{n}\right)
\end{array}\right.
$$

where $\lambda \in(0,2 \alpha)$, and $\left\{\alpha_{n}\right\},\left\{\beta_{n}\right\},\left\{\gamma_{n}\right\}$ are three sequences in $[0,1]$ such that
(i) $\alpha_{n}+\beta_{n}+\gamma_{n}=1, \forall n \geq 1$;
(ii) $\lim _{n \rightarrow \infty} \alpha_{n}=0, \sum_{n=1}^{\infty} \alpha_{n}=\infty$;
(iii) $0<\liminf _{n \rightarrow \infty} \beta_{n} \leq \lim \sup _{n \rightarrow \infty} \beta_{n}<1$.

Then $\left\{x_{n}\right\}$ converges strongly to $\bar{x}=P_{F(S) \cap \mho} u$ and $(\bar{x}, \bar{y})$ is a solution of problem $(1.4)^{\prime}$ with $C=H$, where $\bar{y}=T_{\lambda}^{F}(\bar{x}-\lambda A \bar{x})$. In particular, if $F=0$, then $\bar{x}=P_{F(S) \cap A^{-1} 0} u$.

Proof. We have $\lambda=\mu, C=H, G=F, B=A$, and

$$
\Gamma(x)=T_{\lambda}^{F}\left[T_{\lambda}^{F}(x-\lambda A x)-\lambda A T_{\lambda}^{F}(x-\lambda A x)\right], \quad \forall x \in H
$$

In this case, (3.1) reduces to (4.1). Hence, utilizing Theorem 3.1 we know that $\left\{x_{n}\right\}$ converges strongly to $\bar{x}=P_{F(S) \cap \mho} u$ and $(\bar{x}, \bar{y})$ is a solution of problem (1.4)' with $C=H$, where $\bar{y}=T_{\lambda}^{F}(\bar{x}-\lambda A \bar{x})$.

Furthermore, whenever $F=0$, it is easy to see that $A^{-1} 0=\mathcal{J}$ and $T_{\lambda}^{F}=$ $P_{H}=I$. In this case, there holds the following:

$$
\text { problem }(1.4)^{\prime} \Leftrightarrow \operatorname{problem}(1.6) \Leftrightarrow \mathrm{VI}(A, H)
$$

Indeed, it is sufficient to show that problem $(1.6) \Rightarrow \mathrm{VI}(A, H)$. Suppose that there is $\left(x^{*}, y^{*}\right) \in H \times H$ such that

$$
\begin{cases}\left\langle A y^{*}, x-x^{*}\right\rangle+\frac{1}{\lambda}\left\langle x^{*}-y^{*}, x-x^{*}\right\rangle \geq 0, & \forall x \in H \\ \left\langle A x^{*}, y-y^{*}\right\rangle+\frac{1}{\lambda}\left\langle y^{*}-x^{*}, y-y^{*}\right\rangle \geq 0, & \forall y \in H\end{cases}
$$

Then we have

$$
\left\{\begin{array}{l}
x^{*}=P_{H}\left(y^{*}-\lambda A y^{*}\right) \\
y^{*}=P_{H}\left(x^{*}-\lambda A x^{*}\right)
\end{array}\right.
$$

that is,

$$
\left\{\begin{align*}
x^{*} & =y^{*}-\lambda A y^{*}  \tag{4.2}\\
y^{*} & =x^{*}-\lambda A x^{*}
\end{align*}\right.
$$

We claim that $x^{*}=y^{*}$. Otherwise, from (4.2) it follows that $A x^{*} \neq 0, A y^{*} \neq 0$ and $A x^{*}+A y^{*}=0$. Again from (4.2) we obtain

$$
\begin{aligned}
\left\|x^{*}-y^{*}\right\|^{2} & =\left\|y^{*}-x^{*}-\lambda\left(A y^{*}-A x^{*}\right)\right\|^{2} \\
& \leq\left\|y^{*}-x^{*}\right\|^{2}+\lambda(\lambda-2 \alpha)\left\|A y^{*}-A x^{*}\right\|^{2} \\
& <\left\|y^{*}-x^{*}\right\|^{2}
\end{aligned}
$$

which hence leads to a contradiction. This shows that $x^{*}=y^{*}$. Thus, problem $(1.6) \Rightarrow \mathrm{VI}(A, H)$. By Theorem 3.1, we obtain the desired result.

Theorem 4.2. Let $H$ be a real Hilbert space and let $F: H \times H \rightarrow \mathbf{R}$ be a bifunction satisfying (A1), (A2), (A3) and (A4). Let $A: H \rightarrow H$ be an $\alpha$-inversestrongly monotone mapping and let $B: H \rightarrow 2{ }^{H}$ be a maximal monotone mapping such that $B^{-1} 0 \cap \mho \neq \emptyset$. Let $J_{r}^{B}$ be the resolvent of $B$ for each $r>0$. Suppose $x_{1}=u \in H$ and $\left\{x_{n}\right\}$ is generated by

$$
\left\{\begin{array}{l}
y_{n}=T_{\lambda}^{F}\left(x_{n}-\lambda A x_{n}\right),  \tag{4.3}\\
x_{n+1}=\alpha_{n} u+\beta_{n} x_{n}+\gamma_{n} J_{r}^{B} T_{\lambda}^{F}\left(y_{n}-\lambda A y_{n}\right),
\end{array}\right.
$$

where $\lambda \in(0,2 \alpha)$, and $\left\{\alpha_{n}\right\},\left\{\beta_{n}\right\},\left\{\gamma_{n}\right\}$ are three sequences in $[0,1]$ such that
(i) $\alpha_{n}+\beta_{n}+\gamma_{n}=1, \forall n \geq 1$;
(ii) $\lim _{n \rightarrow \infty} \alpha_{n}=0, \sum_{n=1}^{\infty} \alpha_{n}=\infty$;
(iii) $0<\liminf _{n \rightarrow \infty} \beta_{n} \leq \limsup \sup _{n \rightarrow \infty} \beta_{n}<1$.

Then $\left\{x_{n}\right\}$ converges strongly to $\bar{x}=P_{B^{-1} 0 \cap \mho} u$ and $(\bar{x}, \bar{y})$ is a solution of problem $(1.4)^{\prime}$ with $C=H$, where $\bar{y}=T_{\lambda}^{F}(\bar{x}-\lambda A \bar{x})$. In particular, if $F=0$, then $\bar{x}=P_{A^{-1} 0 \cap B^{-1} 0} u$.

Proof. We have $F\left(J_{r}^{B}\right)=B^{-1} 0$. Putting $S=J_{r}^{B}$, by Theorem 4.1 we know that $\left\{x_{n}\right\}$ converges strongly to $\bar{x}=P_{B^{-1} 0 \cap \mho} u$ and $(\bar{x}, \bar{y})$ is a solution of problem $(1.4)^{\prime}$ with $C=H$, where $\bar{y}=T_{\lambda}^{F}(\bar{x}-\lambda A \bar{x})$. In particular, if $F=0$, we obtain that $T_{\lambda}^{F}=P_{H}=I$. Therefore, $A^{-1} 0=\mho$ and hence $\bar{x}=P_{A^{-1} 0 \cap B^{-1} 0} u$.

## References

1. F. E. Browder and W. V. Petryshyn, Construction of fixed points of nonlinear mappings in Hilbert spaces, J. Math. Anal. Appl., 20 (1967), 197-228.
2. K. Goebel and W. A. Kirk, Topics on Metric Fixed-Point Theory, Cambridge University Press, Cambridge, 1990.
3. G. M. Korpelevich, An extragradient method for finding saddle points and for other problems, Ekon Mate Metody, 12 (1976), 747-756.
4. F. Liu and M. Z. Nashed, Regularization of nonlinear ill-posed variational inequalities and convergence rates, Set-Valued Analysis, 6 (1998), 313-344.
5. N. Nadezhkina and W. Takahashi, Weak convergence theorem by an extragradient method for nonexpansive mappings and monotone mappings, J. Optim. Theory Appl., 128 (2006), 191-201.
6. M. O. Osilike and D. I. Igbokwe, Weak and strong convergence theorems for fixed points of pseudocontractions and solutions of monotone type operator equations, Comput. Math. Appl., 40 (2000), 559-567.
7. T. Suzuki, Strong convergence of Krasnoselskii and Mann's type sequences for oneparameter nonexpansive semigroups without Bochner integrals, J. Math. Anal. Appl., 305 (2005), 227-239.
8. A. Tada and W. Takahashi, Strong convergence theorem for an equilibrium problem and a nonexpansive mapping, J. Optim. Theory Appl., 133 (2007), 359-370.
9. S. Takahashi and W. Takahashi, Viscosity approximation methods for equilibrium problems and fixed point problems in Hilbert spaces, J. Math. Anal. Appl., 331 (2007), 506-515.
10. W. Takahashi, Nonlinear Functional Analysis, Yokohama Publishers, Yokohama, 2000.
11. H. K. Xu, Viscosity approximation methods for nonexpansive mappings, J. Math. Anal. Appl., 298 (2004), 279-291.
12. L. C. Zeng, Iterative algorithms for finding approximate solutions for general strongly nonlinear variational inequalities, J. Math. Anal. Appl., 187 (1994), 352-360.
13. W. Takahashi and M. Toyoda, Weak convergence theorems for nonexpansive mappings and monotone mappings, J. Optim. Theory Appl., 118 (2003), 417-428.
14. Y. Yao and J. C. Yao, On modified iterative method for nonexpansive mappings and monotone mappings, Appl. Math. Comput., 186 (2007), 1551-1558.
15. L. C. Zeng and J. C. Yao, Strong convergence theorem by an extragradient method for fixed point problems and variational inequality problems, Taiwanese J. Math., 10 (2006), 1293-1303.
16. L. C. Zeng, S. Schaible and J. C. Yao, Iterative algorithm for generalized set-valued strongly nonlinear mixed variational-like inequalities, J. Optim. Theory Appl., 124 (2005), 725-738.
17. S. Takahashi and W. Takahashi, Strong convergence theorem for a generalized equilibrium problem and a nonexpansive mapping in a Hilbert space, Nonlinear Anal., 69 (2008), 1025-1033.
18. L. C. Ceng, C. Y. Wang and J. C. Yao, Strong convergence theorems by a relaxed extragradient method for a general system of variational inequalities, Math. Meth. Oper. Res., 67 (2008), 375-390.
19. L. C. Zeng, N. C. Wong and J. C. Yao, Strong convergence theorems for strictly pseudocontractive mappings of Browder-Petryshyn type, Taiwanese J. Math., 10 (2006), 837-849.
20. L. C. Ceng and J. C. Yao, Hybrid viscosity approximation schemes for equilibrium problems and fixed point problems of infinitely many nonexpansive mappings, Appl. Math. Comput., 198 (2008), 729-741.
21. L. C. Ceng and J. C. Yao, A hybrid iterative scheme for mixed equilibrium problems and fixed point problems, J. Comput. Appl. Math., 214 (2008), 186-201.
22. L. C. Ceng, S. Schaible and J. C. Yao, Implicit iteration scheme with perturbed mapping for equilibrium problems and fixed point problems of finitely many nonexpansive mappings, J. Optim. Theory Appl., 139 (2008), 403-418.
23. E. Blum and W. Oettli, From optimization and variational inequalities to equilibrium problems, Math. Stud., 63 (1994), 123-145.
24. A. Moudafi and M. Thera, Proximal and Dynamical Approaches to Equilibrium Problems, in: Lecture Notes in Economics and Mathematical Systems, Vol. 477, Springer, 1999, pp. 187-201.
25. A. Moudafi, Weak convergence theorems for nonexpansive mappings and equilibrium problems, J. Nonlinear Convex Anal., (in press).
26. R. U. Verma, On a new system of nonlinear variational inequalities and associated iterative algorithms, Math. Sci. Res., Hot-Line, 3(8) (1999), 65-68.
27. R. U. Verma, Iterative algorithms and a new system of nonlinear quasivariational inequalities, Adv. Nonlinear Var. Inequal., 4(1) (2001), 117-124.
28. P. L. Combettes and A. Hirstoaga, Equilibrium programming in Hilbert spaces, J. Nonlinear Convex Anal., 6 (2005), 117-136.
29. L.-C. Ceng, A. Petrusel and J.-C. Yao, Weak convergence theorem by a modified extragradient method for nonexpansive mappings and monotone mappings, Fixed Point Theory, 9 (2008), 73-87.
[^1]Adrian Petruşel<br>Department of Applied Mathematics,<br>Babeş-Bolyai University,<br>400084 Cluj-Napoca,<br>Romania<br>E-mail: petrusel@math.ubbcluj.ro<br>Mu-Ming Wong<br>Department of Applied Mathematics,<br>Chung Yuan Christian University,<br>Chung-Li, 32023,<br>Taiwan<br>E-mail: mmwong@cycu.edu.tw


[^0]:    Received November 20, 2008, accepted March 23, 2009.
    Communicated by J. C. Yao.
    2000 Mathematics Subject Classification: 49J30, 49J40, 47J25, 47H09.
    Key words and phrases: Relaxed extragradient-like method, Nonexpansive mapping, Common fixed point, Demi-closedness principle, Inverse-strongly monotone mapping, System of generalized equilibria.
    This research was partially supported by the National Science Foundation of China (10771141), Ph.D. Program Foundation of Ministry of Education of China (20070270004), Science and Technology Commission of Shanghai Municipality grant (075105118), and Shanghai Leading Academic Discipline Project (S30405).
    *Corresponding author.

[^1]:    Lu-Chuan Ceng
    Department of Mathematics,
    Shanghai Normal University,
    Shanghai 200234,
    and
    Scientific Computing Key Laboratory of Shanghai Universities, P. R. China.

    E-mail: zenglc@hotmail.com

