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VISCOSITY APPROXIMATION METHODS FOR EQUILIBRIUM
PROBLEMS AND FIXED POINT PROBLEMS OF NONLINEAR

SEMIGROUPS

L. C. Ceng1 and N. C. Wong2,*

Abstract. The purpose of this paper is to suggest and analyze a new iterative
scheme by the viscosity approximation method for finding a common element
of the set of solutions of an equilibrium problem and the set of common fixed
points of a commutative family of nonexpansive mappings in a Hilbert space.
Then we prove a strong convergence theorem which is connected with the
results of Takahashi and Takahashi [13] and Yao and Noor [147]. Using this
result, we obtain two corollaries which improve and extend their results.

1. INTRODUCTION

Let H be a real Hilbert space with inner product 〈·, ·〉 and norm ‖ · ‖. Let C
be a nonempty closed convex subset of H and let Φ : C ×C → R be a bifunction,
where R is the set of real numbers. The equilibrium problem for Φ : C × C → R
is to find x ∈ C such that

(1.1) Φ(x, y) ≥ 0, ∀y ∈ C.

The set of solutions of (1.1) is denoted by EP (Φ). Given a mapping T : C →
H , let Φ(x, y) = 〈Tx, y − x〉 for all x, y ∈ C. Then, z ∈ EP (Φ) if and only if
〈Tz, y − z〉 ≥ 0 for all y ∈ C, i.e., z is a solution of the variational inequality.
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Some methods have been proposed to solve the equilibrium problem; see, e.g., [2,
3].

A mapping S of C into H is called nonexpansive if

‖Sx− Sy‖ ≤ ‖x − y‖, ∀x, y ∈ C.

Denote by F (S) the set of fixed points of S. If C ⊂ H is bounded, closed and
convex and S is a nonexpansive mapping of C into itself, then F (S) is nonempty;
for instance, see [12]. There are some methods for approximation of fixed points
of a nonexpansive mapping. In 2000, Moudafi [4] proved the following strong
convergence theorem.

Theorem 1.1. (See Moudafi [4]). Let C be a nonempty closed convex subset
of a Hilbert space H and let S be a nonexpansive mapping of C into itself such
that F (S) 
= ∅. Let f be a contraction of C into itself and let {x n} be a sequence
defined as follows: x1 = x ∈ C and

xn+1 =
1

1 + εn
Sxn +

εn

1 + εn
f(xn), ∀n ≥ 1,

where {εn} ⊂ (0, 1) satisfies

lim
n→∞ εn = 0,

∞∑
n=1

εn = ∞ and lim
n→∞ | 1

εn+1
− 1

εn
| = 0.

Then, {xn} converges strongly to z ∈ F (S), where z = PF (S)f(z) and PF (S) is
the metric projection of H onto F (S).

Such a method for approximation of fixed points is called the viscosity approxi-
mation method. This approach is mainly due to Moudafi [4]; see also Xu [8]. Very
recently, modified by Combettes and Hirstoaga [2], Moudafi [4], and Tada and
Takahashi [7], Takahashi and Takahashi [13] introduced and studied an iterative
scheme by the viscosity approximation method for finding a common element of the
set of solutions of (1.1) and the set of fixed points of a nonexpansive mapping in a
Hilbert space. Moreover, utilizing Opial’s property of Hilbert space they proved a
strong convergence theorem which is connected with the results of Combettes and
Hirstoaga result [2] and Wittmann [11].

Theorem 1.2. (See Takahashi and Takahashi [13, Theorem 3.2]). Let C be a
nonempty closed convex subset of H . Let Φ : C × C → R satisfy (A1)-(A2):

(A1) Φ(x, x) = 0 for all x ∈ C;
(A2) Φ is monotone, i.e., Φ(x, y) + Φ(y, x) ≤ 0 for all x, y ∈ C;
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(A3) for each x, y, z ∈ C,

lim
t→0+

Φ(tz + (1 − t)x, y) ≤ Φ(x, y);

(A4) for each x ∈ C, y → Φ(x, y) is convex and lower semicontinuous.

Let S be a nonexpansive mapping of C into H such that F (S)∩EP (Φ) 
= ∅. Let
f be a contraction of H into itself and let {x n} and {un} be sequences generated
by x1 ∈ H and Φ(un, y) +

1
rn

〈y − un, un − xn〉 ≥ 0, ∀y ∈ C,

xn+1 = αnf(xn) + (1 − αn)Sun, ∀n ≥ 1,

where {αn} ⊂ [0, 1] and {rn} ⊂ (0,∞) satisfy

lim
n→∞αn = 0,

∞∑
n=1

αn = ∞,

∞∑
n=1

|αn+1 − αn| < ∞,

lim inf
n→∞ rn > 0 and

∞∑
n=1

|rn+1 − rn| < ∞.

Then, {xn} and {un} converge strongly to z ∈ F (S) ∩ EP (Φ), where z =
PF (S)∩EP (Φ)f(z).

Further, Ceng and Yao [10] investigated the problem of finding a common
element of the set of solutions of a mixed equilibrium problem and the set of common
fixed points of finitely many nonexpansive mappings in a Hilbert space. The authors’
results are the improvements and extensions of Takahashi and Takahashi Theorem
3.2 [13].

For recent years, viscosity approximation methods have been developed for find-
ing a common fixed point of a family of nonlinear operators. Let G be an unbounded
subset of R+ such that s + t ∈ G whenever s, t ∈ G (often G = N , the set of non-
negative integers of R+). Let X be a smooth Banach space, C a nonempty closed
convex subset of X , and Γ = {Ts : s ∈ G} a commutative family of nonexpansive
self-mappings of C. Denote by F (Γ) the set of common fixed points of Γ, i.e.,
F (Γ) = {x ∈ C : Tsx = x, ∀s ∈ G}. Throughout this paper we always assume
that F (Γ) is nonempty. Very recently, Yao and Noor [14] considered and analyzed
the following viscosity iterative scheme for a commutative family of nonexpansive
mappings:

Algorithm 1.1. (See Yao and Noor [14, Algorithm 1]). Let x0 ∈ C, f : C → C

be a contraction on C, and {αn}, {βn} and {γn} be three sequences in (0, 1) and
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{ln} be a sequence in G. Define a sequence {xn} recursively by the following
explicit iterative scheme:

(1.2) xn+1 = αnf(xn) + βnxn + γnTlnxn, ∀n ≥ 0.

In [14], Yao and Noor established the strong convergence of the sequence {xn}
generated by (1.2) under some suitable conditions.

Theorem 1.3. (See Yao and Noor [14, Theorem 1]). Let C be a nonempty
closed convex subset of a reflexive Banach space X with a weakly sequentially
continuous duality mapping. Let {αn}, {βn} and {γn} be three sequences in (0, 1)
and {ln} be a sequence in G. Let {αn} satisfy the control conditions: (C1)
limn→∞ αn = 0, and (C2)

∑∞
n=0 αn = ∞. Assume that

(i) αn + βn + γn = 1;
(ii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1;
(iii) limn→∞ rn = ∞;
(iv) Γ is a semigroup (i.e., TrTs = Tr+s for all r, s ∈ G) and satisfies the

uniformly asymptotic regularity condition

(UARC) lim
r∈G,r→∞

sup
x∈C̃

‖TsTrx − Trx‖ = 0, uniformly in s ∈ G,

where C̃ is any bounded subset of C. If there exists Q(f) ∈ F (Γ) which solves the
variational inequality

〈(I − f)Q(f), J(Q(f)− p)〉 ≤ 0,

then the sequence {xn} generated by (1.2) converges strongly to Q(f) ∈ F (Γ).

In this paper, inspired by Combettes and Hirstoaga [2], Wittmann [11], Moudafi
[4], Tada and Takahashi [7], Xu [8], Takahashi and Takahashi [13], Yao and Noor
[14], and Ceng and Yao [10], we introduce and consider a new iterative scheme Φ(un, y) +

1
rn

〈y − un, un − xn〉 ≥ 0, ∀y ∈ C,

xn+1 = αnf(xn) + βnxn + γnTlnun, ∀n ≥ 0

by the viscosity approximation method for finding a common element of the set of
solutions of (1.1) and the set of common fixed points of a commutative family of
nonexpansive mappings in a Hilbert space. Then we prove a strong convergence
theorem which is connected with the results of Takahashi and Takahashi [13] and
Yao and Noor [14]. Using this result, we obtain two corollaries which improve and
extend their results.

Throughout the rest of this paper, we denote by “→” and “⇀” the strong
convergence and weak convergence, respectively.
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2. PRELIMINARIES

Let H be a real Hilbert space with inner product 〈·, ·〉 and norm ‖ · ‖. It is well
known that there holds the identity

‖λx+(1−λ)y‖2 = λ‖x‖2+(1−λ)‖y‖2−λ(1−λ)‖x−y‖2, ∀x, y ∈ H, λ ∈ [0, 1].

Let C be a nonempty closed convex subset of H . Then, for any x ∈ H , there exists
a unique nearest point in C, denoted by PCx, such that

‖x − PCx‖ ≤ ‖x − y‖, ∀y ∈ C.

Such a PC is called the metric projection of H onto C. It is known that PC is
nonexpansive. Further, for x ∈ H and z ∈ C,

z = PCx ⇔ 〈x − z, z − y〉 ≥ 0, ∀y ∈ C.

It is also known that H satisfies Opial’s property, i.e., for any sequence {xn} ⊂ H

with xn ⇀ x, the inequality

lim inf
n→∞ ‖xn − x‖ < lim inf

n→∞ ‖xn − y‖

holds for every y ∈ H with x 
= y; see [5] for more details.
Before stating the main results of this paper, we include some lemmas. The

following lemma appears implicitly in [1].

Lemma 2.1. (See [1]). Let C be a nonempty closed convex subset of H and
let Φ : C × C → R be a bifunction satisfying (A1)-(A4). Let r > 0 and x ∈ H .
Then, there exists z ∈ C such that

Φ(z, y) +
1
r
〈y − z, z − x〉 ≥ 0, ∀y ∈ C.

The following lemma was given in [2].

Lemma 2.2. (See [2]). Assume that Φ : C × C → R satisfies (A1)-(A4). For
r > 0 and x ∈ H , define a mapping Sr : H → C as follows:

Sr(x) = {z ∈ C : Φ(z, y) +
1
r
〈y − z, z − x〉 ≥ 0, ∀y ∈ C}

for all x ∈ H . Then, the following hold:

(1) Sr is single-valued;
(2) Sr is firmly nonexpansive, i.e., for any x, y ∈ H ,

‖Srx − Sry‖2 ≤ 〈Srx − Sry, x− y〉;
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(3) F (Sr) = EP (Φ);

(4) EP (Φ) is closed and convex.

The following lemma is an immediate consequence of the properties of an inner
product.

Lemma 2.3. In a real Hilbert space H , there holds the inequality

‖x + y‖2 ≤ ‖x‖2 + 2〈y, x + y〉, ∀x, y ∈ H.

Lemma 2.4. (See [9]). Let {xn} and {yn} be bounded sequences in a
Banach space X and let {αn} be a sequence in [0, 1] with 0 < lim infn→∞ αn ≤
lim supn→∞ αn < 1. Suppose xn+1 = αnxn + (1 − αn)yn for all integers n ≥ 0
and lim supn→∞(‖yn+1−yn‖−‖xn+1−xn‖) ≤ 0. Then, limn→∞ ‖yn−xn‖ = 0.

Lemma 2.5. (Demiclosedness Principle. See [12]). Assume that T is a non-
expansive self-mapping of a closed convex subset C of a Hilbert space H . If T

has a fixed point, then I − T is demiclosed. That is, whenever {xn} is a sequence
in C weakly converging to some x ∈ C and the sequence {(I − T )xn} strongly
converges to some y, it follows that (I − T )x = y. Here I is the identity operator
of H .

Lemma 2.6. (See [8]). Assume that {an} is a sequence of nonnegative real
numbers such that

an+1 ≤ (1− γn)an + δn, ∀n ≥ 1,

where {γn} is a sequence in (0, 1) and {δn} is a sequence such that
(i)

∑∞
n=1 γn = ∞;

(ii) lim supn→∞ δn/γn ≤ 0 or
∑∞

n=1 |δn| < ∞.

Then limn→∞ an = 0.

3. STRONG CONVERGENCE THEOREM

In this section, we deal with an iterative scheme by the viscosity approximation
method for finding a common element of the set of solutions of the equilibrium prob-
lem and the set of common fixed points of a commutative family of nonexpansive
mappings in a Hilbert space.

Theorem 3.1. Let C be a nonempty closed convex subset of H . Let Φ :
C × C → R be a bifunction satisfying (A1)-(A4) and let {αn}, {βn} and {γn} be
three sequences in (0, 1) and {ln} be a sequence in G. Let {αn} satisfy the control
conditions: (C1) limn→∞ αn = 0, and (C2)

∑∞
n=0 αn = ∞. Assume that
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(i) αn + βn + γn = 1;

(ii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1;

(iii) limn→∞ ln = ∞;

(iv) Γ is a semigroup (i.e., TrTs = Tr+s for r, s ∈ G) with F (Γ) ∩ EP (Φ) 
= ∅
and satisfies the uniformly asymptotic regularity condition

(UARC) lim
r∈G,r→∞

sup
x∈C̃

‖TsTrx − Trx‖ = 0, uniformly in s ∈ G,

where C̃ is any bounded subset of C.

Let f : C → C be a contraction and let {xn} and {un} be sequences generated
by x0 ∈ C such that Φ(un, y) +

1
rn

〈y − un, un − xn〉 ≥ 0, ∀y ∈ C,

xn+1 = αnf(xn) + βnxn + γnTlnun, ∀n ≥ 0,

where {rn} ⊂ (0,∞) satisfies

lim inf
n→∞ rn > 0 and lim

n→∞ |rn+1 − rn| = 0.

Then, {xn} and {un} converge strongly to z ∈ F (Γ) ∩ EP (Φ), where z =
PF (Γ)∩EP (Φ)f(z).

Proof. Let Q = PF (Γ)∩EP (Φ). Then Qf is a contraction of C into itself. In
fact, there exists α ∈ [0, 1) such that ‖f(x)− f(y)‖ ≤ α‖x − y‖ for all x, y ∈ C.
So, we have that

‖Qf(x)− Qf(y)‖ ≤ ‖f(x)− f(y)‖ ≤ α‖x − y‖

for all x, y ∈ C. So, Qf is a contraction of C into itself. Since C is complete,
there exists a unique element z ∈ C such that z = Qf(z).

For the remainder of the proof, we proceed with the following steps.

Step 1. {xn} and {un} are bounded. Indeed, let p ∈ F (Γ) ∩ EP (Φ). Then
from un = Srnxn by Lemma 2.2, we have

‖un − p‖ = ‖Srnxn − Srnp‖ ≤ ‖xn − p‖, ∀n ≥ 0.
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Put M = max{‖x0 − p‖, 1
1−α‖f(p) − p‖}. It is obvious that ‖x0 − p‖ ≤ M .

Suppose ‖xn − p‖ ≤ M . Then, we have

‖xn+1 − p‖ = ‖αnf(xn) + βnxn + γnTlnun − p‖
≤ αn‖f(xn) − p‖ + βn‖xn − p‖ + γn‖Tlnun − p‖
≤ αn‖f(xn) − f(p)‖+ αn‖f(p)− p‖ + βn‖xn − p‖ + γn‖un − p‖
≤ αn‖f(xn) − f(p)‖+ αn‖f(p)− p‖ + βn‖xn − p‖ + γn‖xn − p‖
≤ ααn‖xn − p‖+ (1− αn)‖xn − p‖ + αn‖f(p)− p‖
= [1 − (1 − α)αn]‖xn − p‖ + αn‖f(p)− p‖

= [1 − (1 − α)αn]‖xn − p‖ + (1 − α)αn · 1
1 − α

‖f(p)− p‖
≤ [1 − (1 − α)αn]M + (1− α)αnM = M.

So, by induction we have that ‖xn − p‖ ≤ M for all n ≥ 0 and hence {xn} is
bounded. We also know that {un} and {f(xn)} are bounded. Since for each s ∈ G

we have
‖Tsxn − p‖ = ‖Tsxn − Tsp‖ ≤ ‖xn − p‖,

it is known that the set {Tsxn : s ∈ G and n ≥ 0} is bounded, and so is {Tlnxn}.

Step 2. limn→∞ ‖xn+1 − xn‖ = limn→∞ ‖un+1 − un‖ = 0. Indeed, define a
sequence {yn} by

(3.1) xn+1 = βnxn + (1− βn)yn.

Then, observe that

yn+1 − yn =
xn+2 − βn+1xn+1

1 − βn+1
− xn+1 − βnxn

1 − βn

=
αn+1f(xn+1) + γn+1Tln+1un+1

1 − βn+1
− αnf(xn) + γnTlnun

1 − βn

=
αn+1

1− βn+1
f(xn+1)− αn

1 − βn
f(xn)

+
γn+1

1 − βn+1
(Tln+1un+1 − Tln+1un) + Tln+1un

−Tlnun +
αn

1 − βn
Tlnun − αn+1

1− βn+1
Tln+1un.

It follows that
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(3.2)

‖yn+1 − yn‖ − ‖xn+1 − xn‖
≤ αn+1

1−βn+1
(‖f(xn+1)‖+ ‖Tln+1un‖) +

αn

1− βn
(‖f(xn)‖+ ‖Tlnun‖)

+
γn+1

1−βn+1
‖Tln+1un+1−Tln+1un‖+‖Tln+1un−Tlnun‖−‖xn+1−xn‖

≤ αn+1

1 − βn+1
(‖f(xn+1)‖+ ‖Tln+1un‖) +

αn

1 − βn
(‖f(xn)‖+ ‖Tlnun‖)

+‖un+1 − un‖ + ‖Tln+1un − Tlnun‖ − ‖xn+1 − xn‖.
On the other hand, from un = Srnxn and un+1 = Srn+1xn+1, we have

(3.3) f(un, y) +
1
rn

〈y − un, un − xn〉 ≥ 0, ∀y ∈ C

and

(3.4) f(un+1, y) +
1

rn+1
〈y − un+1, un+1 − xn+1〉 ≥ 0, ∀y ∈ C.

Putting y = un+1 in (3.3) and y = un in (3.4), we have

f(un, un+1 +
1
rn

)〈un+1 − un, un − xn〉 ≥ 0

and
f(un+1, un) +

1
rn+1

〈un − un+1, un+1 − xn+1〉 ≥ 0.

So, from (A2) we have

〈un+1 − un,
un − xn

rn
− un+1 − xn+1

rn+1
〉 ≥ 0

and hence

〈un+1 − un, un − un+1 + un+1 − xn − rn

rn+1
(un+1 − xn+1)〉 ≥ 0.

Without loss of generality, let us assume that there exists a real number b such that
rn > b > 0, ∀n ≥ 0. Then, we have

‖un+1 − un‖2 ≤ 〈un+1 − un, xn+1 − xn + (1 − rn

rn+1
)(un+1 − xn+1)〉

≤ ‖un+1 − un‖{‖xn+1 − xn‖+ |1− rn

rn+1
|‖un+1 − xn+1‖}

and hence
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(3.5)
‖un+1 − un‖ ≤ ‖xn+1 − xn‖+

1
rn+1

|rn+1 − rn|‖un+1 − xn+1‖

≤ ‖xn+1 − xn‖+
1
b
|rn+1 − rn|L,

where L = sup{‖un − xn‖ : n ≥ 0}. So, from (3.2) we have

(3.6)

‖yn+1 − yn‖ − ‖xn+1 − xn‖

≤ αn+1

1 − βn+1
(‖f(xn+1)‖+ ‖Tln+1un‖) +

αn

1− βn
(‖f(xn)‖+ ‖Tlnun‖)

+
1
b
|rn+1 − rn|L + ‖Tln+1un − Tlnun‖.

If ln+1 > ln, since Γ is a semigroup, we have by (UARC)

‖Tln+1un − Tlnun‖ = ‖Tln+1−lnTlnun − Tlnun‖ → 0.

Interchanging ln+1 and ln if ln+1 < ln. Similarly we can obtain ‖Tln+1un −
Tlnun‖ → 0.

Thus it follows from (3.6) that

lim sup
n→∞

(‖yn+1 − yn‖ − ‖xn+1 − xn‖) ≤ 0.

Hence, by Lemma 2.3, we have

lim
n→∞ ‖yn − xn‖ = 0.

Consequently, it follows from (3.1) that

(3.7) lim
n→∞ ‖xn+1 − xn‖ = lim

n→∞(1− βn)‖yn − xn‖ = 0.

From (3.5) and |rn+1 − rn| → 0, we have

lim
n→∞ ‖un+1 − un‖ = 0.

Step 3. limn→∞ ‖xn − un‖ = limn→∞ ‖Tlnun − un‖ = 0. Indeed, since
xn+1 = αnf(xn) + βnxn + γnTlnun, we have

(3.8)

‖xn+1 − Tln+1un+1‖ ≤ ‖xn+1 − Tlnun‖+ ‖Tlnun − Tln+1un+1‖
≤ αn‖f(xn) − Tlnun‖ + βn‖xn − Tlnun‖

+‖Tlnun − Tln+1un‖ + ‖Tln+1un − Tln+1un+1‖
≤ αn‖f(xn) − Tlnun‖ + βn‖xn − Tlnun‖

+‖Tlnun − Tln+1un‖ + ‖un − un+1‖.
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As in Step 2, we can obtain that ‖Tlnun − Tln+1un‖ → 0. Thus it follows from
(3.8) and condition (C1) that

(1 − lim sup
n→∞βn

) lim sup
n→∞

‖xn − Tlnun‖ ≤ 0,

and so limn→∞ ‖xn − Tlnun‖ = 0. For p ∈ F (Γ) ∩ EP (Φ), we have

‖un − p‖2 = ‖Srnxn − Srnp‖2

≤ 〈Srnxn − Srnp, xn − p〉
= 〈un − p, xn − p〉

=
1
2
(‖un − p‖2 + ‖xn − p‖2 − ‖xn − un‖2)

and hence

(3.9) ‖un − p‖2 ≤ ‖xn − p‖2 − ‖xn − un‖2.

Therefore, from the convexity of ‖ · ‖2, we have

‖xn+1 − p‖2 = ‖αnf(xn) + βnxn + γnTlnun − p‖2

≤ αn‖f(xn) − p‖2 + βn‖xn − p‖2 + γn‖Tlnun − p‖2

≤ αn‖f(xn) − p‖2 + βn‖xn − p‖2 + γn‖un − p‖2

≤ αn‖f(xn) − p‖2 + βn‖xn − p‖2 + γn(‖xn − p‖2 − ‖xn − un‖2)

= αn‖f(xn) − p‖2 + (1− αn)‖xn − p‖2 − γn‖xn − un‖2

≤ αn‖f(xn) − p‖2 + ‖xn − p‖2 − γn‖xn − un‖2

and hence

γn‖xn − un‖2 ≤ αn‖f(xn) − p‖2 + ‖xn − p‖2 − ‖xn+1 − p‖2

≤ αn‖f(xn) − p‖2 + ‖xn − xn+1‖(‖xn − p‖+ ‖xn+1 − p‖).
So, we have ‖xn − un‖ → 0. From

‖Tlnun − un‖ ≤ ‖Tlnun − xn‖ + ‖xn − un‖,
we also have ‖Tlnun − un‖ → 0.

Step 4. For each s ∈ G, limn→∞ ‖Tsun − un‖ = 0. Indeed, let C̃ be any
bounded subset of C which contains the sequence {un}. It follows that

‖Tsun − un‖ ≤ ‖Tsun − TsTlnun‖ + ‖TsTlnun − Tlnun‖+ ‖Tlnun − un‖
≤ 2‖Tlnun − un‖ + sup

x∈C̃

‖TsTlnx − Tlnx‖.
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Since ‖Tlnun − un‖ → 0, from (UARC) we derive

lim
n→∞ ‖Tsun − un‖ = 0.

Step 5. lim supn→∞〈f(z)− z, xn − z〉 ≤ 0, where z = PF (Γ)∩EP (Φ)f(z). To
show this inequality, we choose a subsequence {uni} of {un} such that

lim
i→∞

〈f(z) − z, xni − z〉 = lim sup
n→∞

〈f(z) − z, xn − z〉.

Since {uni} is bounded, there exists a subsequence {unij
} of {uni} which converges

weakly to w. Without loss of generality, we can assume that uni ⇀ w. From
‖Tlnun − un‖ → 0, we obtain Tlni

uni ⇀ w. Let us show w ∈ EP (Φ). By
un = Srnxn, we have

F (un, y) +
1
rn

〈y − un, un − xn〉 ≥ 0, ∀y ∈ C.

From (A2), we also have
1
rn

〈y − un, un − xn〉 ≥ f(y, un)

and hence
〈y − uni ,

uni − xni

rni

〉 ≥ f(y, uni).

Since uni
−xni
rni

→ 0 and uni ⇀ w, from (A4) we have

0 ≥ f(y, w), ∀y ∈ C.

For t with 0 < t ≤ 1 and y ∈ C, let yt = ty + (1− t)w. Since y ∈ C and w ∈ C,
we have yt ∈ C and hence f(yt, w) ≤ 0. So, from (A1) and (A4) we have

0 = f(yt, yt)

≤ tf(yt, y) + (1 − t)f(yt, w)

≤ tf(yt, y)

and hence 0 ≤ f(yt, y). From (A3), we have

0 ≤ f(w, y), ∀y ∈ C,

and hence w ∈ EP (Φ). We shall show w ∈ F (Γ). Assume w 
∈ F (Γ). Since
uni ⇀ w and limn→∞ ‖Tsun − un‖ = 0 for each s ∈ G, we deduce from Lemma
2.5 that w ∈ F (Γ) =

⋂
s∈G F (Ts). Since z = PF (Γ)∩EP (Φ)f(z), we have

lim sup
n→∞

〈f(z)− z, xn − z〉 = lim
i→∞

〈f(z)− z, xni − z〉

= 〈f(z) − z, w − z〉 ≤ 0.
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Step 6. limn→∞ ‖xn−z‖ = limn→∞ ‖un−z‖ = 0 where z = PF (Γ)∩EP (Φ)f(z).
Indeed, since xn+1 −z = αn(f(xn)−z)+βn(xn −z)+γn(Tlnun −z), by Lemma
2.3 we derive from (3.9) that

‖xn+1 − z‖2 ≤ ‖βn(xn − z) + γn(Tlnun − z)‖2 + 2αn〈f(xn) − z, xn+1 − z〉
≤ (βn‖xn − z‖ + γn‖xn − z‖)2 + 2αn〈f(xn) − z, xn+1 − z〉
= (1− αn)2‖xn − z‖2 + 2αn〈f(xn) − f(z), xn+1 − z〉

+2αn〈f(z)− z, xn+1 − z〉
≤ (1− αn)2‖xn − z‖2 + 2αnα‖xn − z‖‖xn+1 − z‖

+2αn〈f(z)− z, xn+1 − z〉
≤ (1− αn)2‖xn − z‖2 + αnα{‖xn − z‖2 + ‖xn+1 − z‖2}

+2αn〈f(z)− z, xn+1 − z〉.

This implies that

‖xn+1 − z‖2 ≤ (1− αn)2 + αnα

1 − αnα
‖xn − z‖2 +

2αn

1 − αnα
〈f(z)− z, xn+1 − z〉

=
1− 2αn + αnα

1 − αnα
‖xn − z‖2 +

α2
n

1 − αnα
‖xn − z‖2

+
2αn

1 − αnα
〈f(z) − z, xn+1 − z〉

≤ (1− 2(1− α)αn

1− αnα
)‖xn − z‖2

+
2(1− α)αn

1 − αnα
{ αnM

2(1− α)
+

1
1 − α

〈f(z)− z, xn+1 − z〉},

where M = sup{‖xn − z‖2 : n ≥ 0}. Since limn→∞ αn = 0, there exists n0 ≥ 1
such that for all n ≥ n0,

2(1− α)αn

1 − αnα
∈ (0, 1) ⇔ αn(2 − α) ∈ (0, 1).

It is clear that limn→∞
2(1−α)αn

1−αnα = 0. Note that condition (C2) implies
∑∞

n=n0
2(1−α)αn

1−αnα = ∞. Moreover, it is obvious that

lim sup
n→∞

{ αnM

2(1− α)
+

1
1 − α

〈f(z) − z, xn+1 − z〉} ≤ 0.
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Therefore, according to Lemma 2.6, we conclude that limn→∞ ‖xn − z‖ = 0, i.e.,
{xn} converges strongly to z ∈ F (Γ)∩EP (Φ), where z = PF (Γ)∩EP (Φ)f(z). Since
limn→∞ ‖un −xn‖ = 0, it follows that limn→∞ ‖un − z‖ = 0. This completes the
proof of Theorem 3.1.

Remark 3.1. Our Theorem 3.1 extends Theorem 3.2 in (Takahashi and Taka-
hashi [13]) to the case of nonexpansive semigroups with uniformly asymptotic reg-
ularity and to the one of the modified iterative scheme{

Φ(un, y) + 1
rn
〈y − un, un − xn〉 ≥ 0, ∀y ∈ C,

xn+1 = αnf(xn) + βnxn + γnTlnun, ∀n ≥ 0.

Moreover, our Theorem 3.1 removes the restrictions
∑

n |αn+1 − αn| < ∞ and∑
n |rn+1 − rn| < ∞ in their Theorem 3.2 [13]. On the other hand, Yao and

Noor’s algorithm in [14, Theorem 1] is extended to develop the new one in our
Theorem 3.1 for finding a common element of the set of solutions of an equilibrium
problem and the set of common fixed points of a nonexpansive semigroup with
uniformly asymptotic regularity. There is no doubt that such an extension is very
interesting and quite significant.

As direct consequences of Theorem 3.1, we obtain two corollaries.

Corollary 3.1. Let C be a nonempty closed convex subset of H . Let {αn}, {βn}
and {γn} be three sequences in (0, 1) and {ln} be a sequence in G. Let {αn} satisfy
the control conditions: (C1) limn→∞ αn = 0, and (C2)

∑∞
n=0 αn = ∞. Assume

that

(i) αn + βn + γn = 1;
(ii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1;
(iii) limn→∞ ln = ∞;
(iv) Γ is a semigroup (i.e., TrTs = Tr+s for r, s ∈ G) with F (Γ) 
= ∅ and satisfies

the uniformly asymptotic regularity condition

(UARC) lim
r∈G,r→∞

sup
x∈C̃

‖TsTrx − Trx‖ = 0, uniformly in s ∈ G,

where C̃ is any bounded subset of C. Let f : C → C be a contraction and let
{xn} and {un} be sequences generated by x0 ∈ C and

xn+1 = αnf(xn) + βnxn + γnTlnPCxn, ∀n ≥ 0.

Then, {xn} converges strongly to z ∈ F (Γ), where z = PF (Γ)f(z).
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Proof. Put Φ(x, y) = 0 for all x, y ∈ C and rn = 1 for all n ≥ 0 in Theorem
3.1. Then, we have un = PCxn. So, according to Theorem 3.1, the sequence {xn}
generated by x0 ∈ C and

xn+1 = αnf(xn) + βnxn + γnTlnPCxn, ∀n ≥ 0,

converges strongly to z ∈ F (Γ), where z = PF (Γ)f(z).

Corollary 3.2. Let C be a nonempty closed convex subset of H . Let Φ :
C × C → R be a bifunction satisfying (A1)-(A4) such that EP (Φ) 
= ∅ and let
{αn}, {βn} and {γn} be three sequences in (0, 1). Let {αn} satisfy the control
conditions: (C1) limn→∞ αn = 0, and (C2)

∑∞
n=0 αn = ∞. Assume that

(i) αn + βn + γn = 1;
(ii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1.

Let f : C → C be a contraction and let {xn} and {un} be sequences generated
by x0 ∈ C and 

Φ(un, y) +
1
rn

〈y − un, un − xn〉 ≥ 0, ∀y ∈ C,

xn+1 = αnf(xn) + βnxn + γnun, ∀n ≥ 0,

where {rn} ⊂ (0,∞) satisfies

lim inf
n→∞ rn > 0 and lim

n→∞ |rn+1 − rn| = 0.

Then, {xn} and {un} converge strongly to z ∈ EP (Φ), where z = PEP (Φ)f(z).

Proof. Put Tsx = x, ∀x ∈ C, s ∈ G in Theorem 3.1. Then, in notations of
Theorem 3.1, the sequences {xn} and {un} generated in Corollary 3.2 converge
strongly to z ∈ EP (Φ), where z = PEP (Φ)f(z).

Remark 3.2. Takahashi and Takahashi derived Wittmann’s theorem [11] in the
case when f(y) = x1 ∈ C for all y ∈ H and S is a nonexpansive mapping of C
into itself in their Corollary 3.3 [13]. Our Corollary 3.1 extends their Corollary 3.3
[13] to the case of nonexpansive semigroups with uniformly asymptotic regularity.
Takahashi and Takahashi also derived Combettes and Hirstoaga theorem [2] in the
case when f(y) = x1 ∈ H for all y ∈ H in their Corollary 3.4 [13]. Our Corollary
3.2 extends their Corollary 3.4 [13] to the case of the modified iterative scheme Φ(un, y) +

1
rn

〈y − un, un − xn〉 ≥ 0, ∀y ∈ C,

xn+1 = αnf(xn) + βnxn + γnun, ∀n ≥ 0.
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Furthermore, our Corollary 3.1 removes the restriction
∑

n |αn+1−αn| < ∞ in their
Corollary 3.3 [13], and Corollary 3.2 removes the restrictions

∑
n |αn+1−αn| < ∞

and
∑

n |rn+1 − rn| < ∞ in their Corollary 3.4 [13].
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