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EXTENDED GENERAL NONLINEAR QUASI-VARIATIONAL
INEQUALITIES AND PROJECTION DYNAMICAL SYSTEMS

Qamrul Hasan Ansari, Javad Balooee and Jen-Chih Yao*

Abstract. The aim of this paper is to introduce and study a new class of the
extended general nonlinear quasi-variational inequalities and a new class of the
extended general Wiener-Hopf equations. The equivalence between the extended
general nonlinear quasi-variational inequalities and the fixed point problems, and
as well as the extended general Wiener-Hopf equations is established. Then by
using these equivalences, we discuss the existence and uniqueness of a solution
of the extended general nonlinear quasi-variational inequalities. Applying the
equivalent alternative formulation and a nearly uniformly Lipschitzian mapping
S, we define some new p-step projection iterative algorithms with mixed errors
for finding an element of set of the fixed points of nearly uniformly Lipschitzian
mapping S which is also a unique solution of the extended general nonlinear
quasi-variational inequalities. The convergence analysis of the suggested iterative
schemes under some suitable conditions is studied. We also suggest and ana-
lyze a class of extended general projection dynamical systems associated with
the extended general nonlinear quasi-variational inequalitiecs. We show that the
trajectory of the solution of the extended general projection dynamical system con-
verges globally exponential to a unique solution of the extended general nonlinear
quasi-variational inequalities. Results obtained in this paper may be viewed as an
refinement and improvement of the previously known results.

1. INTRODUCTION

The theory of variational inequalities is a well established subject in the area of
pure and applied mathematics. In the last three decades, it has been extensively studied

Received October 23, 2012, accepted January 4, 2013.

Communicated by Jong-Shenq Guo.

2010 Mathematics Subject Classification: Primary 49J40; Secondary 47J20, 47HOS.

Key words and phrases:

The research part of the first was done during his visit to KFUPM, Dhahran, Saudi Arabia. He would like
to thanks KFUPM for providing excellent research facilities during his stay in KFUPM. In this research,
third author was partially supported by a research grant NSC 99-2221-E-037-007-MY 3 of National Science
Council of Taiwan.

Variational inequalities, Fixed point problems, Nearly uniformly Lipschitzian mappings, Extended general
Wiener-Hopf equations, Dynamical systems, Projection operator.

*Corresponding author.

1321



1322 Qamrul Hasan Ansari, Javad Balooee and Jen-Chih Yao

in the literature because of its applications to optimization, game theory, mechanics and
engineering sciences. The quasi-variational inequality is a generalized of variational
inequality in which the underlying set depends on the solution itself, see, for example,
[1]. It was shown by Bensoussan and Lions [2] that a class of impulse control prob-
lems can be formulated as a quasi-variational inequality problem. For recent work on
the generalized variants of quasi-variational inequalities and their applications, see for
example [2, 9, 14, 18] and the references therein.

In recent years, much attention has been paid to consider and analyze the pro-
jected dynamical systems associated with variational inequalities and nonlinear pro-
gramming problems, in which the right-hand side of the ordinary differential equation
is a projection operator. Such types of the projected dynamical systems were intro-
duced and studied by Dupuis and Nagurney [4]. Projected dynamical systems are
characterized by a discontinuous right-hand side. The innovative and novel feature of
a projected dynamical system is that its set of stationary points corresponds to the set
of solutions of the corresponding variational inequality problems. Hence, the equilib-
rium and nonlinear problems arising in various branches of pure and applied sciences,
which can be formulated in the form of variational inequalities, can also be studied
in the more general setting of the projected dynamical systems. It has been shown in
[3, 4, 5, 12, 15, 24, 25, 26] that the dynamical systems are useful in developing effi-
cient and powerful numerical technique for solving variational inequalities and related
optimization problems. Xia and Wang [24, 25], Zhang and Nagurney [26] and Nagur-
ney and Zhang [12] have studied the globally asymptotic stability of these projected
dynamical systems.

Very recently, Noor [14] introduced and studied a new class of quasi-variational
inequalities, so called the general quasi-variational inequalities and proved that the
class of general quasi-variational inequalities is equivalent to the fixed point problems
and the Wiener-Hopf equations using the projection technique. Then, by using this
equivalent alternative formulation, he suggested and analyzed some iterative methods
for solving quasi-variational inequalities. He also studied the convergence analysis of
the proposed iterative algorithms under some suitable conditions.

On the other hand, related to the variational inequalities, we have the problem of
finding the fixed points of the nonexpansive mappings, which is the subject of current
interest in functional analysis. It is natural to consider a unified approach to these two
different problems. Motivated and inspired by the research going in this direction, Noor
and Huang [16] considered the problem of finding the common element of the set of the
solutions of variational inequalities and the set of the fixed points of the nonexpansive
mappings. Noor [13] suggested and analyzed three-step iterative algorithms for finding
the common elements of the set of the solutions of a variational inequality and the set of
the fixed points of nonexpansive mappings. He also studied the convergence analysis
of the suggested iterative algorithms under some suitable conditions.
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It is well known that every nonexpansive mapping is a Lipschitzian mapping. Lips-
chitzian mappings have been generalized by various authors. Sahu [19] introduced and
investigated nearly uniformly Lipschitzian mappings as a generalization of Lipschitzian
mappings.

Motivated and inspired by the recent research work going on, in this paper, we
introduce and study a new class of the extended general nonlinear quasi-variational in-
equalities and a new class of the extended general Wiener-Hopf equations. We establish
the equivalence between the extended general nonlinear quasi-variational inequalities
and the fixed point problems, and as well as the extended general Wiener-Hopf equa-
tions. Then by using these equivalences, we discuss the existence and uniqueness of
a solution of the extended general nonlinear quasi-variational inequalities. Applying
the equivalent alternative formulation and a nearly uniformly Lipschitzian mapping .S,
we define a new p-step projection iterative algorithm with mixed errors for finding an
element of the set of fixed points of nearly uniformly Lipschitzian mapping .S which
is a unique solution of the extended general nonlinear quasi-variational inequalities.
The convergence analysis of the suggested iterative schemes under some suitable con-
ditions is studied. We also suggest and analyze a class of extended general projection
dynamical systems associated with the extended general nonlinear quasi-variational in-
equalities. We show that the trajectory of the solution of the extended general projection
dynamical system converges globally exponential to a unique solution of an extended
general nonlinear quasi-variational inequality. Results obtained in this paper may be
viewed as an refinement and improvement of the previously known results.

2. PRELIMINARIES AND BAsIC RESULTS

Throughout this article, we assume that H is a real Hilbert space whose inner
product and norm are denoted by (.,.) and |||, respectively. Let K : H — 27 be a
set-valued mapping such that for each u € H, K (u) is a nonempty, closed and convex
set.

For given nonlinear operators 7', g, h : ' H — H, we consider the problem of finding
u € H such that h(u) € K(u) and

(2.1) (pT(u) + h(u) — g(u),v—h(u)) >0, forallve K(u),

where p > 0 is a constant. Inequality (2.1) is called the extended general nonlinear
quasi-variational inequality (EGNQVTI).

If K(u) = K, the closed and convex set in H, then the problem (2.1) is equivalent
to the problem of finding v € H such that h(u) € K and

(2.2) (pT'(u) + h(u) — g(u),v— h(u)) >0, forallve K,

which is called the extended general nonlinear variational inequality and appears to
be a new one.
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By taking different choices of the operators g and h in the above problems, one
can easily obtain the problems studied in [9, 14] and the references therein.
We now recall the following well-known result and concepts.

Lemma 2.1. Let K(u) be a nonempty closed and convex set in H. Then, for a
given z € H, u € K (u) satisfies the inequality

(u—z,v—u) >0, forallve K(u),

if and only if uw = Pz, where Py ) is the projection of H onto the closed convex
set K (u).

It is well known that the projection operator P, is nonexpansive, that is,
1Pk (®) = Py (@) < llz —yll, forall z,y € H.

Definition 2.1. Let T,g : ' H — H be two single-valued operators. Then the
operator 7' is called

(a) monotone if
(T(x) —T(y),z—y) >0, forall z,yeH;

(b) r-strongly monotone if there exists a constant > 0 such that

(T(x) = T(y),x—y) 27|z —y|?, forallz,ye™H;
(c) k-strongly monotone with respect to g if there exists a constant x > 0 such that

(T(x) = T(y), 9(x) = 9(y)) = kllg(x) —g(y)|?, forallz,y e H;
(d) -Lipschitz continuous if there exists a constant v > 0 such that
1T(x) =TIl <yllz—yll,  forallz,yeH.

It is also known as ~v-Lipschitzian. If v = 1, then T' is called nonexpansive.

In the next definitions, several generalizations of the nonexpansive mappings which
have been introduced by various authors in recent years are stated.

Definition 2.2. A nonlinear mapping 7" : H — H is called

(a) generalized Lipschitzian if there exists a constant L. > 0 such that

|Tx — Tyl < L(J|]x —y|| + 1), forall z,y € H;
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(b) generalized (L, M)-Lipschitzian [19] if there exist two constants L, M > 0 such
that

|Tx —Ty|| < L(||lx —y||+ M), forall z,y € H,

(c) asymptotically nonexpansive [6] if there exists a sequence {k,} C [1, c0) with
lim £, = 1 such that for each n € N,

n—0o0
|T" = T"y|| < kullz —yll, forall z,y € H;
(d) pointwise asymptotically nonexpansive [8] if for each integer n > 1,
|T"2 — T"y|| < an(z)||lz—y||, forall z,y e H,

where o, (z) — 1 pointwise on X;

(e) uniformly L-Lipschitzian if there exists a constant L. > 0 such that for each
n €N,

|T"x —T"y|| < L|jx —y||, forall z,y € H.

Definition 2.3. [19]. A nonlinear mapping 7' : 'H — H is said to be nearly
Lipschitzian with respect to the sequence {a,} if for each n € N, there exists a
constant k,, > 0 such that

(2.3) [T"% = T"y[| < kn(llz — yll + an), forall z,y € H,
where {a,,} is a fix sequence in [0, c0) with a,, — 0, as n — .

For an arbitrary, but fixed n € N, the infimum of constants k,, in (2.3) is called
nearly Lipschitz constant and is denoted by n(T™). Notice that

[Tz — T"y||

n(T" :sup{—
(") o= + an

:x,yeH,a};&y}.

Definition 2.4. A nearly Lipschitzian mapping 7' : ‘'H — H with the sequence
{(an,n(T™))} is said to be

(a) nearly nonexpansive if n(T") = 1 for all n € N, that is,
|T"x —T"y|| < ||z —y|| + an, forall z,y € H;

(b) nearly asymptotically nonexpansiveif n(T™) > 1foralln € Nand lim n(7T") =
n—oo
1, that is, k, > 1 for all n € N with lim &, = 1;

n—oo
(c) nearly uniformly L-Lipschitzian if n(T") < L for all n € N, that is, k, = L for
all n e N.
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Remark 2.2. (a) Every nonexpansive mapping is a asymptotically nonexpan-
sive mapping, and every asymptotically nonexpansive mapping is a pointwise
asymptotically nonexpansive mapping. Also, the class of Lipschitzian mappings
properly includes the class of pointwise asymptotically nonexpansive mappings.

(b) It is obvious that every Lipschitzian mapping is a generalized Lipschitzian map-
ping. Furthermore, every mapping with a bounded range is a generalized Lip-
schitzian mapping. It is easy to see that the class of generalized (L, M)-
Lipschitzian mappings is more general than the class of generalized Lipschitzian
mappings.

(c) Clearly, the class of nearly uniformly L-Lipschitzian mappings properly includes
the class of generalized (L, M )-Lipschitzian mappings and that of uniformly
L-Lipschitzian mappings. Note that every nearly asymptotically nonexpansive
mapping is nearly uniformly L-Lipschitzian.

We present some new examples to investigate relations between these mappings.
Example 2.3. Let H = R and define 7' : H — H by

{ 5, ifze[0,4],

Tle) = 0, if x € (—00,0) U (7, 00),

where v > 1 is a constant. Evidently, the mapping 7" is discontinuous at the points
x = 0,7. Since every Lipschitzian mapping is continuous, it follows that T is not
Lipschitzian. For each n € N, take a,, = # Then

1
\Ta:—Ty\g\x—y\—i—;:\x—y\—i—al, for all z,y € R.
Since T"z = %, for all z € R and n > 2, it follows that for all z,y € R and n > 2,
mn mn 1
T"z —T y\S\w—yH%:\x—yHaw

Hence, T is a nearly nonexpansive mapping with respect to the sequence {a,,} = {% }

The following example shows that the nearly uniformly L-Lipschitzian mappings
are not necessarily continuous.

Example 2.4. Let H = [0, b], where b € (0, 1], and let 7' : H — H be defined as

vy, if x € (0,0),
T2 = [0,0)
0, if x =0,
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where v € (0,1). Then, clearly T is discontinuous at b. Hence, 7" is not a Lipschitzian
mapping. Take for each n € N, a,, = y"!. Then for all n € N and z,y € [0, b), we
have

Tz = T"y| = "z ="yl ="z —y| <"z —yl+ 7"
<Az —yl+9" =v(lz =yl + an).

If z € [0,b) and y = b, then for each n € N, we have 7"z = "z and T"y = 0.
Since 0 < |z — y| < b < 1, it follows that for all n € N,

[Tz —T"y| = |z — 0] = 7"z <y"b < 4" <"|z —y[+7"

<Alz =yl +" =z —y| + an).

Hence, T' is a nearly uniformly ~-Lipschitzian mapping with respect to the sequence
{an} = {Vn_l}-

Obviously, every nearly nonexpansive mapping is a nearly uniformly Lipschitzian
mapping. In the following example, we show that the class of nearly uniformly Lips-
chitzian mappings properly includes the class of nearly nonexpansive mappings.

Example 2.5. Let H =R and let 7' : H — H be defined as
i, ifzel0,1)u{2},
T(z) =<} 2, ifz=1,
0, ifz € (—00,0)U(1,2)U (2, +00).

Evidently, the mapping 7" is discontinuous at z = 0, 1, 2. Hence, 7" is not a Lipschitzian

mapping. Take foreachn € N, a,, = % Then T is not a nearly nonexpansive mapping

with respect to the sequence {%}, because taking x = 1 and y = %, we have T'x = 2,
Ty = % and
1
|Tx — Ty| > \x—y\+§:\x—y\+a1.
However,

1
\Tx—Ty\§4<\a:—y\+§) =4(Jz—y|+a1), forallz,yeR

and for all n > 2,
1
|T"x — Ty < 4 <\x—y\ +2—n) =4(Jr —y|+an), forallz,yeR,

since T"z = %, for all z € R and n > 2. Hence, for each L. > 4, T is a nearly
uniformly L-Lipschitzian mapping with respect to the sequence { 3 }.
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It is clear that every uniformly L-Lipschitzian mapping is a nearly uniformly L-
Lipschitzian mapping. In the next example, we show that the class nearly uniformly
L-Lipschitzian mappings properly includes the class of uniformly L-Lipschitzian map-

pings.

Example 2.6. Let H = R and let the self-mapping 7' of H be defined as in
Example 2.5. Then 7' is not a uniformly 4-Lipschitzian mapping. Since if x = 1 and
y € (1,3), then we have [Tz — Ty| > 4|z — y|, because 0 < |z — y| < 3. But, in
view of Example 2.5, T' is a nearly uniformly 4-Lipschitzian mapping.

An example can be easily constructed to show that the class of generalized Lip-
schitzian mappings properly includes the class of Lipschitzian mappings and that of
mappings with bounded range.

3. EXISTENCE AND UNIQUENESS OF A SOLUTION

In this section, we prove the existence and uniqueness theorem for a solution of
extended general nonlinear quasi-variational inequality (2.1). We establish the equiva-
lence between problem (2.1) and a fixed point problem using Lemma 2.1.

Lemma 3.1. Let T, g, h and p be the same as in problem (2.1). Then u € H with
h(u) € K(u) is a solution of problem (2.1) if and only if

3.1 h(u) = Prcu)(9(u) — pT (w)).

Proof. Let u € H with h(u) € K(u) be a solution of problem (2.1). Then, by
using (2.1), we have

(h(u) — (g(u) — pT'(u)),v—h(u)) >0, forall ve K(u)
which in view of Lemma 2.1 is equivalent to
h(u) = Py (g(u) — pT'(u)). m

By using above lemma, we prove the existence of a unique solution of extended
general nonlinear quasi-variational inequality (2.1).

Theorem 3.2. Let T, g, h and p be the same as in problem (2.1). Suppose that T
is §-strongly monotone with respect to g and o-Lipschitz continuous, h is p-strongly
monotone and v-Lipschitz continuous, and g is T-Lipschitz continuous. Further, let
there exists a constant ¢ > 0 such that

(3.2) | Prc () (W) — Pre(oy (W) < sllu — vl Sor all u,v,w € H.
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If the constant p satisfies the following conditions

\/5274—02 (r2—(1-p)2)
2

)

b
(3.3) 072 > o+/12 — (1 — p)?,

p=c+/1-(20-v%) <1,

L 20< 1402 THp>1,
then problem (2.1) admits a unique solution.
Proof.  Define the mapping ¢ : H — H by
(3.4) Y(x) =2 — h(z) + P (9(z) — pT (7)), forall z € H.

We claim that ¢ is a contraction mapping. For this end, let z,2 € H be given. It
follows from (3.4) and the condition (3.2) that

[ (2) =y (@]
< lz—2—(h(z) =h(2)]| + [ Px @) (9(2) —pT (z)) = P (2)(9(2) = pT ()
(3.5 < |lz—2=(h(@)=h(@)| + | P (2)(9(z) = pT(2)) = P (3 (9(x) —pT'(z))
| Pr(a)(9(x) = pT () = P () (9(2) = pT(2))
< lz—2—(h(z)—h(2))| +ng 2| + llg(x) = g(&) —p(T(z) =T(2))]-
From p-strongly monotonicity and v-lipschitz continuity of h, it follows that
lz — & — (h(x) = h(@))]”
= |lz — &[] = 2(h(z) = h(2), 2 — &) + ||A(z) — h(2)]®
< (1=2¢)[lw — & + [|h(z) — h(&)|
< (1=20+ %)z — &%

(3.6)

Since 7" is d-strongly monotone with respect to g and o-Lipschitz continuous, and g is
7-Lipschitz continuous, we obtain

lg(z) = g() = p(T(z) = T(2))|*
= llg(z) = g(@)|I* = 20(T(x) = T(2), g(2) — 9(&)) + p*| T (x) — T()|”
< (1= 2p0)llg(x) = g(@)|* + P T (x) - T(&)||?
< ((1-200)7° + p*o?) |z — &%
Substituting (3.6) and (3.7) in (3.5), we get
(3.8) [P (2) = (@) < wllz - 2],

3.7)



1330 Qamrul Hasan Ansari, Javad Balooee and Jen-Chih Yao

where

(3.9) w=¢+1=20+12+/(1—-2p0)72 + p202.

The condition (3.3) implies that 0 < w < 1, and so, from (3.8) we conclude that the
mapping v is contraction. According to Banach fixed point theorem, i) has a unique
fixed point in H, that is, there exists a unique point u € H such that (u) = u. It
follows from (3.4) that h(u) = P4 (g(u) — pT(u)). Lemma 3.1 guarantees that
u € H with h(u) € K(u) is a unique solution of problem (2.1). |

Remark 3.3. Theorem 3.2 improves and extends Theorem 3.1 in [14].

Remark 3.4. [14]. In many important applications [7, 9, 21, 22], the convex-
valued set K (u) can be considered as

(3.10) K(u) =m(u) + K,
where m(u) is a point-to-point mapping and K is a convex set. Then, we have
Pr () (w) = Pryuy+k (W) = m(u) + P (w —m(u)), forall u,w € H.

We not that if K (u) is defined by (3.10) and m(u) is a Lipschitz continuous mapping
with constant v > 0, then

1P () (w) = Py ()| = [lm(u) —m(v) + Pg(w —m(u)) — P (w —m(v))]|
<2|lm(u) — m(v)]| < 2y|lu—wv|, forall u,v,w € H,
which shows that the condition (3.2) holds with ¢ = 2.
4. PROJECTION ALGORITHMS AND CONVERGENCE ANALYSIS

In this section, we suggest and analyze some new finite step projection iterative
algorithms with mixed errors for finding a fixed point of nearly uniformly Lipschitzian
mapping S which is also a unique solution of the extended general nonlinear quasi-
variational inequality (2.1). Furthermore, the convergence analysis of the suggested
iterative algorithms under some suitable conditions is studied.

Let S : H — H be a nearly uniformly Lipschitzian mapping. We denote the set of
all the fixed points of S by Fix(S), and the set of all the solutions of problem (2.1)
by EGNQVI(H,T,g,h). If u € Fix(S) NEGNQVI(H, T, g, h), then it follows from
Lemma 3.1 that for each n > 0,

) u=S"u=u—h(u)+ P ) (9(u) = pT'(u))
' — 5 h(u) + Prcgu(g() — p7(u)].
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The fixed point formulation (4.1) enables us to define the following p-step projection
iterative algorithm with mixed errors for finding a fixed point of nearly uniformly
Lipschitzian mapping S which is also a solution of the extended general nonlinear
quasi-variational inequality (2.1).

Algorithm 4.1. Let 7', g, h and p be the same as in problem (2.1). For an arbitrary
chosen initial point uy € H, compute the iterative sequence {u,}7 in the following
way:

Un+1 = (1_an,1_ Bn,l)un+an,l(anl<vn,l>+€n,1>+Bn,1ln,1+rn,lu
Uni = (1 — anit1 — Bnjit1)tn + 0 ip1 ("W (v i41) + €nit1)

“42) +Bn,it1ln,it1 + Tniitis

Unp-1 = (1 — qnp = Bnp)tn + anp(S"W(un) + €np) + Buplnp + Tnp,
L i=1,2,....,p—2,

where
qj(”ml‘) = Un,i — h(”ﬂ,@‘) + PK(U,LJ)(Q(Un,i) - PT(Un,i»a

qj(“/n) = Unp — h(“’n) + PK(un)(g(un> - pT(“’n))u

i=1,2,...,p—1,

S : H — H is a nearly uniformly Lipschitzian mapping, {am;}52, {fnitory (i =
o P

1,2,...,p) are 2p sequences in [0, 1] such that > [[ an; = 00, ani + fni < 1,
n=0i=1

o
for all n» > 0 and for each i = 1,2,...,p, > Bn; < oo for each ¢ = 1,2,...,p,
0

i
and {en ;i }o2 g, {ln,itoeo> {Tnitoeo (i =1,2...p) are 3p sequences in H to take into
account a possible inexact computation of the resolvent operator point satisfying the
following conditions: {l,,;}o2, (i = 1,2,...,p) are p bounded sequences in H and
{en,i}oo, {Tnitor, are 2p sequences in H such that

eni =€, ,;+el n>0,1=1,2,...,p,

n,i n,i’

(4.3) dim e, [l =0, i=1,2,....p,

o0 [e’e) )
2 llenill <00, 3 llrnill <00, i=1,2,..,p.
n=|

n=0
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Algorithm 4.2. Let T, g, h and p be the same as in Algorithm 4.1. For an arbitrary
chosen initial point uy € H, compute the iterative sequence {uy,},>, by the following
iterative process:

Unt1 = (1 — an)up + anS"{un — h(un) + Pr(u,)(9(un) — pT (un))},
where S is the same as in Algorithm 4.1 and {«a,}5°, is a sequence in [0, 1] with
&S
> ay = oo.
n=0

If S = I, then Algorithms 4.1 and 4.2 reduce to the following algorithms, respec-
tively.

Algorithm 4.3. Assume that 7', g, h and p are the same as in Algorithm 4.1. For
an arbitrary chosen initial point ug € H, compute the iterative sequence {u, }°°, by
the following iterative processes:

Un+1 = (1 —OQp1 — Bn,l)un + an,l(ql<vn,l> + en,l) + Bn,lln,l + 1,

Ui = (1—am,it1—Bnirt ) Un+ 0 it1(V(Unit1) +enivt) +Bnitiln,it1 + Tnitt,

Un,p—1 = <1 — Qnyp — BMD)U% + Ctmp(\I/(un) + en@) + Bn,pln,p + "np;
1=1,2,...,p— 2,

\

where W(vn,i) (i = 1,2,...,p=1), ¥(un), {omi}nlo, {Bn.itnzos {enitnzos {In.i}nzos
{rni}oeo (i =1,2,...,p), are the same as in Algorithm 4.1.

Algorithm 4.4. Let T, g, h and p be the same as in Algorithm 4.1. For an arbitrary
chosen initial point uy € H, compute the iterative sequence {uy,},>, by the following
iterative process:

Un+1 = (1 - an)“/n + an{un - h(“’”) + PK(un)(g(un> - pT(“’”))}a

where the sequence {a, }22  is the same as in Algorithm 4.2.

Remark 4.5. (a) If e,; = r,; = O foralln > 0 and 7 = 1,2,...p, then
Algorithms 4.1 and 4.3 reduce into the perturbed iterative processes with mean
eITOors.

(b) When e,,; = 1,,; =1y, =0, forall n > 0 and < = 1,2, ...p, then Algorithms
4.1 and 4.3 become the perturbed iterative processes without error.
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Remark 4.6. Algorithms 4.1-4.3 in [14] are special cases of Algorithms 4.1-4.4.
In brief, for a suitable and appropriate choice of the operators 7', g, h and the constant
p > 0, one can obtain a number of new and previously known iterative schemes for
solving problem (2.1) and related problems. This clearly shows that Algorithms 4.1-4.4
are quite general and unifying.

We study the convergence analysis of the suggested iterative Algorithm 4.1 under
some suitable conditions. For this end, we need the following lemma whose proof
directly follows from Lemma 2 in Liu [10].

Lemma 4.7. Let {a,}, {b,} and {c,} be three nonnegative real sequences satis-
fying the following condition: There exists a natural number ng such that

An+1 < (1 - tn>an + bntn + Cp, Vn > no,

[e.9] [e.9]
where t, € [0,1], > t, =00, lim b, =0, > ¢, < .
=0 n—00 n=0

n=
Then lim a,, = 0.
n—0
Theorem 4.8. Let T, g, h and p be the same as in Theorem 3.2 and let all the
conditions of Theorem 3.2 hold. Let S : H — 'H be a nearly uniformly L-Lipschitzian
mapping with the sequence {b,}°° , such that Fix(S) N EGNQVI(H, T, g,h) # 0.
Further, let Lw < 1, where w is the same as in (3.9). If there exists a constant
p
a > 0 such that [] an; > « for each n > 0, then the iterative sequence {u,}o
i=1
generated by Algorithm 4.1 converges strongly to a unique element u* of Fix(S) N
EGNQVI(H,T, g, h).

Proof. Theorem 3.2 guarantees the existence of a unique solution u* € H
with h(u*) € K(u*) for problem (2.1). Hence, in view of Lemma 3.1, h(u*) =
Pr sy (g(u®) — pT'(u”)). Since EGNQVI(H, T, g,h) is a singleton set, it follows
from Fix(S) N EGNQVI(H, T, g,h) # () that u* € Fix(S). Consequently, for each
i€{1,2,...,p} and n > 0, we have

uw* = (1= an; — Bpi)u” + i S"u* — h(u”)

4.4) i . i

+ Py (9(u*) = pT'(u™))] + B, iu”,
where the sequences {a,;}02 and {G,:}o2, (i = 1,2,...p) are the same as in
Algorithm 4.1. Let Q = sup,,>o{||ln; —u*|| : i = 1,2,...,p}. By using (4.2), (4.4)
and the condition (3.2), we have
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—
< (1= an1 = Bp)llun — w*l| + an 1 [[S™{vn,1 — h(vn,1)
+Pic(u, ) (0(0n1) = pT(v0,1))} — S™{u* — h(u")
+Prc(uny (9(u) = PT @I+ Bt s — o7 + an 1llen ]| + 17 1]
+Pre(uny (9(u) = PT @I+ Bt — o7 + an 1llen ]| + 17 1]
< (1= an1 = Bu)llun — )| + a1 L Jona — " = (h(vn,) = h(u"))]
1 Pty (9(0n1) = PT(00,1)) = Prcgur) (9(u") = pT ()| + b
@) Fana(liehll+ el ) + il + 819
< (1= ang = Bu)llun = @il + @t L Jon = = (Avn,) = A(u"))]
1 Prc 1, (0 (0) = pT (%)) = Pregury (9(u*) = pT ()|
1 P, (9 (0n,1) = PT(0n,1)) = Prc(on ) (9(u") = pT () | + by
i tlleh 1l + el + 1 1ll + 1€
< (1= ang = Bu)llwn = 0+ ana L Jony = u* = (h(a1) = h(u")]
ollons = w |+ lg(vn) = g(u*) = p(T(vn,) = ()] + by
tamtllel 1| + el + lrm il + a1 €.

—p
—p

Since T is d-strongly monotone with respect to g and o-Lipschitz continuous, g is 7-
Lipschitz continuous, h is o-strongly monotone and v-Lipschitz continuous, in a similar
way to that of proofs of (3.6) and (3.7), we obtain

4.6)  lvny —u” = (A(vn1) = h(w)] < V1 =20+ 12 |vpy — v’

and
4.7) [lg(vn,1) = g(u*) = p(T(vn1) = T(W))|| < /(1 = 2p0)72 + p202||vn1 — u’|.

By combining (4.5)—(4.7), we get

[un1 =} < (1= an1 = Bp)l[un = uw'|| + an Lwfvn,s — ||

(4.8)
+ a1 Lbn + an el |+ llep il + llraall + 8o 62

Similarly, for each ¢t = 1,2,...,p — 2, we have

[on,i = w7

(49) < (1= nirt = Buar)llun — ']l + €t Lollva i1 — ']

+ anyiv1Lbn + angrallen il + llen i | 4+ rnisill + Bris1Q
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and

4.10 [onp-1 = [l < (1= anp = Bup)llun = u*|| + anplwlfun — ||
o pLbn + anpllenpll + lleq pll + Irnpll + BnpQ-

From (4.9) and (4.10), we obtain
[onp—2 — "

< (I =anp-1—Bp-1)llun —u*|| + anp-1Lw|vnp-1 — |
tanp-1Lbn + anp-illen, 1l + len pall + Irnp-ill + Brp-122

< (T=anp—1—Bpp-1)llun—u*|| + an,p—lLW<(1_anvp_Bn,p>Hun_U*H
o p Lol un =" ||+amp Lbn+am plles, p | +llen | +l7n +Bn,p9>

(4.11)
+anp—1Lbn + anp-illen p1 ]| + llen poall + 1Tnp-1] + Bap-1Q

= (1 —anp—1—Bnp-1+onp-1(1 _O‘nvp_Bn7p>LW+O‘n7p—1O‘n7pL2w2>
[tn = u* || + (@ p1 L+ p10n,p L2w0)by + i1 [l €f |
+anp-1anpLwllen | + lleq p1ll + anp1 Lollen |l + [[7np-1l]

In a similar way to that of proof of (4.11), by using (4.9) and (4.11), we get

lvn,p—3 — u”|]
< (1 — Qnp—2 = Brp—2 + anp-2(l — anp-1 — Bnp-1)Lw

- p—20n p—1 (1=t p— Bnp) L*w? +an7p_2an7p_1an7pL3w3> || tn—u*|
+anp-alley ol +onp-20mp-1 Lwlle], , ||

(4.12) +O‘n7p—2an7p—1an7pL2W2Heil,pH + (anp—2L + a2 y1 L2w
+O‘n7p—2o‘n7p—1o‘n7pL3W2>bn + Heg,p—QH + O‘n,p—2LWH€Z,p—1 |
+O‘n7p—2o‘n7p—1L2W2Heg,pH + 1rnp—2ll + anp-2Lwl[rnp-1ll
+anp-20mp1 LW |1 pll + (Bnp—2 + anp—26np—1Lw

2 2
+an,p—2an,p—lﬂn,pL w )Q
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Continuing in this way, we obtain

[vn,1 = u”|

< <1 —Qp2 — Bn,2 + an,Z(l — Op3 — Bn,S)Lw
+an72an,3(1 —Qp4 — Bn,4>L2W2

p—1
+oo T an(l = anp = Brp) P2~
=2

p
+ 1T a2 ) i — ]
it

+(an oL + an o0 3L2w + ap 20 300, 4 L3w?

R H Oén,in_lwp_2)bn

1=2
4.13)
( Fanalle ol + anaanaLule gl + -+ I anir 22l |

+llen o H—i—anngHe sl + anpon 3 LPw 2H€ al

+--+ H i LP 2P~ 2He ol

+Hrn 2H + O‘n ngHrn 3|l + Qn 200, 3LPw HrnAH

T T

+(Bn,2 + an,QBn,SLW + an,Zan,36n74L2W2

p—1
+ o+ T anifnplP2wP=2)Q.

By (4.8) and (4.13), we deduce

[tni1 — "
< (1 —an1 = Bna)lun — || + ap i Lwlvg1 — u||
+an,1 Lby + amallen 1| + llen 1l + lIrnall + Bna©2
< (1= @1 = Bur + a1 (1= anz = Bu)Lw
+o 10m 2 (1 — a3 — Bn73)L2w2

(4.14) p—1 P
o T iU anp — Bup) 4 [T i 08 g — |
i=1 i=1
p
+(an1L+an10m 2 LPw+an 100 200 3 L3+ . 4 1] an i LPwP~ )by,

=1
p
+ay 1H€n 1l +anan 2LwH€n of [+ + H O‘min_lwp_IHdL,pH

Hlen il + anaLwller o]l + on10m 2 Lw 2H€ 3l
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p—1
st 1 i Ll elr |

p—1
a1l +an1 Lol|rp ol +an,10n, 2 LPw? | ra ) +. +l_[04mLp twP =l |

=1

—1
+<ﬁn 1+ oy, lﬂn oLw + A, 10, QBn 3L2w2 +eF H Qn an,pr Lwp~ 1>Q

[1—(1—Lw)]_[amLp Lo Y|lu, — u* H—i—Z Han]L’ i-lp,

zf j=1
P i A A i
Z H an L e Il [len oI + Z H an Lt Hlen sl 4 ([l
=1 : 1=2 ]7
+Z H O‘n,JLZ Lwi= 1H”HH"‘< B, + Z H an,yﬂnle Lwi= 1>Q
=2 j=1 =2 j=1

<[-(01-Lw) H i LP P [l — ||
i=1

M'@

I3
H an]Ll Wi lbn"’Z H an]Ll twi= lHenzH

1 1i=1j 1=1j=1
+(1 — Lw) H o LP~ WP S(I=To) =TT
i=

+Z H an g L e H+Z H Qg L™ i

=2 j=1 z 2]7
Hllem il + Irnall + (B + Z H OB L0 Q.
1=2j=1

Since Lw < 1 and lim b, = 0, in view of (4.3), it is evident that all the conditions

n—oo

of Lemma 4.7 are satisfied, and so, Lemma 4.7 and (4.14) guarantee that u,, — u* as
n — o0. Accordingly, the sequence {un}22, generated by Algorithm 4.1 converges
strongly to a unique solution u* of problem (2.1), that is, the only element u* of
Fix(S) NEGNQVI(H, T, g, h). ]

Theorem 4.9. Let T, g, h and p be the same as in Theorem 3.2 and let all the
conditions of Theorem 3.2 hold. Then the iterative sequence {u,}5°, generated by
Algorithm 4.3 converges strongly to a unique solution of problem (2.1).

Remark 4.10. Theorems 4.8 and 4.9 generalize and improve Theorem 4.1 in [14].

5. EXTENDED GENERAL WIENER-HOPF EQUATIONS AND ITERATIVE METHODS

In this section, we introduce a new class of extended general Wiener-Hopf equations
and establish the equivalence between the aforesaid class and the class of the extended
general nonlinear quasi-variational inequalities. By using this equivalence, we suggest
and analyze some new perturbed projection iterative algorithms for solving problem

.1).
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Let T, g, h and p be the same as in problem (2.1) and suppose that the inverse
of the operator h exists. Associated with problem (2.1), for a given v € H with
h(u) € K(u), we consider the problem of finding z € H such that

(5.1 Th™' Pgyz + p ' Qruyz = 0,

where Qg (y) =1 — gh_lPK(u) and I is the identity operator.

Problem (5.1) is called extended general Wiener-Hopf equation (EGWHE) asso-
ciated with (2.1). We denote by EGWHE(H, T', g, h) the set of the solutions of the
extended general Wiener-Hopf equation (5.1).

Some special cases of the problem (5.1) can be found in [14, 20] and the references
therein.

Remark 5.1. It has been shown that the Wiener-Hopf equations have played an
important and significant role in developing several numerical techniques for solving
variational inequalities and related optimizations problems, see, for example, [9, 14,
18, 20] and the references therein.

We establish the equivalence between the extended general nonlinear quasi-variational
inequality (2.1) and the extended general Wiener-Hopf equation (5.1).

Lemma 5.2. Let T, g, h and p be the same as in problem (2.1) and suppose that
the inverse of the operator h exists. Then uw € H with h(u) € K(u) is a solution of
problem (2.1) if and only if the extended general Wiener-Hopf equation (5.1) has a
solution z € 'H satisfying

h(u) = Pgyz, 2z =g(u) — pT'(u).

Proof.  Let u € H with h(u) € K(u) be a solution of problem (2.1). By using
Lemma 3.1, we obtain

52) hw) = Pic( (g(u) — pT(u).
Taking z = g(u) — pT'(u) in (5.2), we have h(u) = P ,)z, which leads to
(5.3) u=h""Pr(y)2.
From (5.3) and this fact that z = g(u) — pT'(u), it follows that
z= gh_lPK(u)z — pTh_lPK(u)z.
Evidently, the above equality is equivalent to

(5.4) Th™ Pruyz + p ' Qre(uyz = 0,
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where Q) is the same as in (5.1). Now, (5.4) guarantees that z € H is a solution
of the extended general Wiener-Hopf equation (5.1).
Conversely, if z € ‘H is a solution of problem (5.1) satisfying

h(u) = Pgryz, 2= g(u)—pT(u),

then it follows from Lemma 3.1 that u € H with h(u) € K (u) is a solution of problem
@.1). n

By using problem (5.1) and Lemma 5.2, we obtain some fixed point formulations
for constructing a number of new perturbed projection iterative algorithms for solving
problem (2.1).

(I) By using (5.1) and Lemma 5.2, we have

Th™ ' Pz +p ' Qryz =0 pTh™ ' Pz + Qr(uyz =0
& pTh_lPK(u)z + 2z — gh_lPK(u)z =0
& 2= gh™'"Pr(yz — pTh™ P ()2
<z =g(u) — pT'(u).

By using this fixed point formulation, we define the following finite step projection
iterative algorithm with mixed errors for solving problem (2.1).

Algorithm 5.3. Let T, g, h and p be the same as in problem (2.1) such that A is
an onto mapping. For an arbitrary chosen initial point z5 € H, compute the iterative
sequence {z,}°°, in the following way:
h(un> = SnPK(un)Znu
Zn+l = (1 —Qp1 — Bn,l)zn + an,l(g(an)

_pT(an) + en,l) + Bn,lln,l + Tn,1,
Uni = (1 — anit1 — Bnit1)2n + o it1(9(Vnit1)

(5:5) —pT (Vnit1) + €nit1) + Bnjitilnit1 + Tnjitt,

Unp—1 = (1 — anp — Bnp)zn + anp(g(un)
—pT (un) + enp) + Bnplnp + Tnp,
i=1,2,....p—2,

\

where S, {an,i}n2g, {Bnitnzos {enitnzos {lnitncos {rnitneo (i =1,2,...p) are
the same as in Algorithm 4.1.
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(D) It follows from (5.1) and Lemma 5.2 that
Th™' Pz + p~' Qrwz =0
© Qrw? = Qxw? — Th™ Pruyz — p ' Qr(u)z
& Qr(w? = —Th™ Prayz + (1= p")Qxw)*
& 2= gh_lPK(u)z — Th_lPK(u)z +(1- p_l)QK(u)z
& z=g(u) = T(u) + (1 = p~") Q=

This fixed point formulation enables us to construct the following p-step projection
iterative algorithm with mixed errors for solving problem (2.1).

Algorithm 5.4. Let T, g, h and p be the same as in Algorithm 5.3. For an arbitrary
chosen initial point zp € H, compute the iterative sequence {z,}22, in the following
way:

h(un) = SnPK(u")Zn,
Zn4+1 = (1 — Qp1 — Bn,l)zn + an,l((b(vn,lu Zn) + en,l) + Bn,lln,l + 1,
Uni = (1 — anit1 — Bnyit1)2n + nit1 (P(Vnig1, 2n) + €njit1)

+0nitilnit1 + Thit1,

Un,p—1 = (1- Qnp — ﬂn@)'zn + Ctmp(@(un, Zn) + en@) + Brplnp + Tnps

i=1,2,....,p—2,

\
where

D (v i, 21) = 9(Vni) = T(ng) + (1= p~ QK (v, ;)%
D (up, 2n) = g(un) — T(uy) + (1 — p_l)QK(u")zn,
i=1,2,...,p—1,

and S, {an,i}o2 0, {Onitozo. {€nitozos {lnitnegs {Tnitoeo (1 =1,2,...p) are the
same as in Algorithm 4.2.

Algorithm 5.5. Let T, g, h and p be the same as in Algorithm 5.3. For an arbitrary
chosen initial point zy € H, compute the iterative sequence {z,}2°, in the following
way:

{ h(un) = SnPK(un)Zn,
Zn+1 = (1 - an>zn + an(g(un> - pT(“’”))?

where S and {a,, }72, are the same as in Algorithm 4.2.
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Algorithm 5.6. Let T, g, h and p be the same as in Algorithm 5.3. For an arbitrary
chosen initial point zp € H, compute the iterative sequence {z,}>> in the following
way:

{ h(un) = SnPK(u")Zn,
Zng1 = (1 — an)zn + an(g(un) — T'(un) + (1 — p_1>QK(un)Z”>’

where S and {a,, }72, are the same as in Algorithm 4.2.

(II) Let the operators 1" and h be linear and suppose that the inverses of 7' and
g, that is, 7! and ¢~ ! exist. Then (5.1) may be written as:

Th™'Pgyz+p ' Qrw?z =04 T(97' (2 = Qkw?) + p Qi(wz =0
g (2 Qi (u)?) = T_l(_p_lQK(u)Z>
& 2= Qruz=9(—p T ' Qgw?)
& 2=Qrw?r—p 9T QK2
& z=1-p ' gT "Qk w2

This fixed point formulation allows us to construct the following projection iterative
algorithm for solving problem (2.1).

Algorithm 5.7. Assume that T, g, h and p are the same as in Algorithm 5.3. For
any zo € H, define the iterative sequence {z,}>° , by the following iterative process:

Zng1 = (1 — an)zn + o (I — p_lgT_1>QK(un)Znu
where S and {a,, }72, are the same as in Algorithm 4.2.

Remark 5.8. Algorithms 5.1-5.6 in [14] are special cases of Algorithms 5.3-5.7.
Similar to Remark 4.5, for a suitable and appropriate choice of the sequences {e,, ;} 7,
{lni}o2g and {r,;}>2, (i =1,2...,p), Algorithms 5.3 and 5.4 reduce to algorithms
with mean errors and without errors.

6. A STRONGLY CONVERGENCE THEOREM

In the present section, we discuss the convergence analysis of iterative sequence
generated by the perturbed projection iterative Algorithm 5.3. In a similar way, one can
study the convergence analysis of iterative sequences generated by Algorithms 5.4-5.7.

Theorem 6.1. Let T, g, h and p be the same as in problem (2.1) and as-
sume that all the conditions of Theorem 3.2 hold. Let S : H — H be a nearly
uniformly L-Lipschitzian mapping with the sequence {b,}>°  such that for each
u € EGNQVI(H,T,g,h), h(u) € Fix(S). Further, assume that Lw < 1, where
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p

w is the same as in (3.9). If there exists a constant o > 0 such that [| o, ; > o, for
i=1

eachn > 0, then the iterative sequence {zy }°2 , generated by Algorithm 5.3 converges

strongly to an element z € EGWHE(H, T, g, h).

Proof.  According to Theorem 3.2, Problem (2.1) has a unique solution u* € H
with h(u*) € K(u*). Hence, in view of Lemma 5.2, there exists a unique point z € H

satisfying

(6.1) h(u*) = Pgz, 2= g(u*) —pT(u").
Since h(u*) € Fix(.S), it follows from (6.1) that for each n > 0
(6.2) h(u*) = S"Pg(us)z, 2z =g(u*) — pT(u").

Let Q = sup,,>o{|lln; — 2|, |z — u*|| : i = 1,2,...,p}. It follows from (5.5), (6.1)
and the assumptions that

lznt1 — 2|l
< (I=an1—=Bn)llzn =2l +anallg(vn,1) =g (u®) = p(T(vn,1) =T (")) |
+Bn1lllng — 2l + anallenal + [Irnall
< (1= a1 = But)llzn — 2l + ana /(T = 200072 P20y —

(6.3) B lllng — 2|l + ani(lenall + lenall) + lrnall
< (1= ang = Ba1)llzn — 2]l + ana /(1 = 2p8)72 + p202||vn,1 — 2|

+an1V/ (1=2p0) 72+ p202 ||z =" +amalleg, 1 ||+ llery ol + Il +Bn1 2
< (1= an1 = Ba)llzn = 21l + cna v/ (1 = 2p0)72 + p202||vn1 — |

+ (a1 V=200 774 207+ Bt ) Rt el |+l |+ Il

Similarly, for each : = 1,2,...,p — 2, we have

[oni — 2l < (1 = i1 = Briis1) 120 — 2]
+aniv1 V(1 —2p8)7% + p202|[vn,ip1 — 2|
+ <C¥n7i+1 \/(1 —2p6)T% + p202 + ijq) Q

+ angirallen il + len il + rnivall

(6.4)

and
[onp-1 — 2

(6.5) < (1 —anp— Bup) llzn — 2| + anp/ (1 — 2p5)72 + p202||uy — u*||
+ ampllen pll + lleq I + Irnpll + Bnp-
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By using (5.5) and (6.2), we obtain an estimation for ||u,, — u*| in the following way:
Jun = u™l| < flun — " = (A(un) = R )| + 15" Prc(un) 20 = S™ Pre(us) 2|
< V1 =20+ 12lun = vl + L (| Pr(u,)2n = Preu)zll + bn)
< V1 =20+ V3|lun — 'l + L(|| Pg (u) 2 = Prc(ur) 2]
+ 1 Prc(un)2n = Prc(un) 21l + bn)
< VI1=20+ V3 — || + L (sllun — u'|| + [lzn — 2] + bn)
< (Lo +VI=205) flun = w ||+ L (20 = 2]+ bn)
which leads to
L Lb,

Zn — 2| + .
1—Lg—\/1—29+y2un | 1—Ls—+/1—-20+12

By (6.5) and (6.6), we have

(6.6) un —u'|| <

[onp—1 =2l < (1 — anp — Bnp)llzn — 2|
V(1 =2p8)72 + p202
S vy
V(1 =2p8)72 + p202 b
1—Le—+/1—20+1% "
+anpllenpll + lenpll + rnpll + Bupf
= (1= anp = Bnp)llzn = 2] + anp Lz, — 2|
+ anp Ly + ampllen | + lenpll + [Irnpll + Bnp,

+anpl [l

(6.7) + an L

where 9 = IV (i_Zij)thi 022. From Lw < 1 and the condition (3.3), we deduce that
—Le—/1—20+v

9 < 1. By

w=c+V1-20+1v24+ /(1 —2p0)72 + p202 < 1
we have
(6.8) v = /(1 —2p3)72 + p202 < 1.

Applying (6.8), the inequality (6.4), for each ¢ = 1,2,...,p — 2, can be written as
follows:

[[on,i — 2]
(6.9) < (1= anit1 = Bniv1)llzn — 2] + anip1vl[vnien — 2]

tomisallen il + llen il + Il + (anivay + Boisa)Q
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From (6.7) and (6.9), we obtain

[vnp—2 — ||

< (1= @np1=Bup-llzn =20 + np17 (1= anp—Bup)20—2]
i pL0|2n — 2]+ p b+ gl pll gl + 7npll +5np2)

610y Tonotlehp il eyl a4 (@npry + By

— (1= anp- 1B g1 1 (1= OB p) Y+ p- 10 Y L9 ) 202
+0tn,p—100,pY LIy + an,p—lamp'}’He;L,pH +anp-1 Hegz,p—l |
+O‘n7p—1'YH€%,pH + Heﬁi,p_lH + anp-1Yrnpll + lIrnp-1ll
+(np—1BnpY + Qnp—17 + Bnp—1)82

Similarly, by using (6.9) and (6.10), we get
lvnp—3 — 2||
< (1 — Qnp—2 = Bpp-2 + anp-2(l — anp-1— Bnp-1)7
+ G211 = Cnp = Bup)y® + np-20np 1007 L0 ) 20 = 2]

+ o p-20m p-10mp7 [l p || + Omp20mp 1Yl €f ol + Anp-2ll€f ol

+anp-27llen 1l + llen 2|l

+ O‘nvp—2o‘n7p—1’)’2u7’n,pu + amp—2Y|[Tnp—t1ll + [T p—2ll
+ (o p—2v + an7p_2an7p_172)Q

+ (Bp—2 + W p—2Bnp—17 + Cnp—20m p—1Bn 7).

Continuing in the same way, we obtain

[on,1 = 2|

< <1 —Qp,2 _Bn,2 +an,2 (1 —Qn3 _Bn,3>7+an,2an,3 (1 _an74_ﬂn74>72
p—1 P
bt T na(d = g = B2 + 1T 97 200) 20—
1=2 1=2
(6.11) +om €] ol +am 20,371l €ly 5|+ 0,200 30m 472 l€], 4 |

p p
+oot [T an iy lenpll + 11 anin?2LObn+leg 5[l +am 7)€ 5]
i=2 i=2

p—1
+C¥n72an7372H6%74H +--t H Ctn7i'}’p_2H€;;7pH
=2
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p—1
Hirnell + an2vllrasl + an2ansy?rnall + -+ T aniy? 2 (lrnpll
=2

p—1
+(an727 + an,Zan,372 + an,Qan,San,473 + o+ ]__[ an,zfyp_2>Q

p—1
+(Bn2 + an2Bn3y + Q20 38na7? 4 - 4 T niBnpy? )0
i=2

By (6.3) and (6.11), we have

[2n41 — 2]
< <1 — Qnp,1 _Bn,l + an,l(l_an,Q_ﬂn,2>7+an,lan,2(1_an,3_6n73)72

p—1 p

b0+ T il = anp = g™ + 1T anir? 1 00) 2 — 2]
=1 =1

bl + omaan bl + anianzans 2|

D D
+oo [T anay? e pll 4+ 1T iy~ LIby + lleg, 4[|+ amvler o
i=1 i=1
p—1
tapian2y?llen sl + -+ TT anivr? e,
=1
i -
Hlrnall + anavlirnel +anacn2y? sl +. . o4 TT @iy Hirnl|
i=1
p—1
+(an,17 + an,lan7272 + an,lan,Zan,373 ++ ]__[ an,i’}’p_1>Q
i=1
p—
+(Bn 1+ Qnp, lﬂn 27 + On, 10, QBn 372 +oeet ]__[ On iﬂn,p’yp_wQ
(6.12)

< (1= (1-Lv) H an VP2 — 2l + Zl H a7l
= 7 ]

+ H iy P~ by + Z H an, 7' lep il + Z H an gy " rml

=2 j=1 =2 j=1
+len 1l + lrnall + (22 H Y 22 H By ™+ B,
1=2 j=1 1=2j=
p
< (1= (1= L) T aniy?Hllzn — 2|l
=1 o L
2y L oy v e il
p == — +LVYb,
(1 - L) r[ (7P b

+ 22 H an gy Hlen il + Z H an Y Hrnall + e |+ lrmal
K3 ]— 1=2 ]7

0T H T H Bt )

1=2j= 1=2j=



1346 Qamrul Hasan Ansari, Javad Balooee and Jen-Chih Yao

If L > 1 then from the assumption Lw < 1, where w is the same as in (3.9), we have

Lo +/1—=20+ 12+ L\/(1 - 2p8)72 + p202 < 1,

whence we derive that L9 < 1. If L < 1, then LY < 1. By using (4.3), we note that
all the conditions of Lemma 4.7 hold, and so, (6.12) and Lemma 4.7 guarantee that the
sequence {z,}>° , generated by Algorithm 5.3 converges strongly to a unique solution
z € H of problem (5.1). ]

Remark 6.2. Theorem 6.1 improves and generalizes Theorem 5.1 in [14].
7. EXTENDED GENERAL PROJECTION DYNAMICAL SYSTEMS

In this section, we consider the dynamical system technique to study the exis-
tence and uniqueness of a solution of the extended general nonlinear quasi-variational
inequality (2.1). Dupuis and Nagurney [4] introduced and studied the projected dy-
namical systems associated with variational inequalities, in which the right hand side
of the ordinary differential equations is a projection operator. The novel feature of the
projected dynamical system is that its set of stationary points corresponds of the set of
the corresponding set of the solutions of the variational inequality problem. Thus the
equilibrium and nonlinear programming problems, which can be formulated in the set-
ting of the variational inequalities, can now be studied in the more general framework
of the dynamical systems. It has been shown [3, 4, 5, 12, 24, 25, 26] that these dy-
namical systems are useful in developing efficient and powerful numerical techniques
for solving variational inequalities. In Section 3, we have already seen that the ex-
tended general nonlinear quasi-variational inequality (2.1) is equivalent to a fixed-point
problem. We use this equivalence to suggest and analyze a projection dynamical sys-
tem associated with (2.1). The fixed point formulation (3.1) enables us to suggest the
following dynamical system

0D S = APi(o(e) — pT) — ()], ulte) = u € H,
associated with the extended general nonlinear quasi-variational inequality (2.1), where
A > 0 is a constant. The dynamical system (7.1) is called the extended general
projection dynamical system associated with (2.1). Here the right hand is related to
the projection and is discontinuous on the boundary. It is clear from the definition that
a solution of (7.1) always stays in the constraint set. This implies that the qualitative
results such as the existence, uniqueness, and continuous dependence of the solution on
the given date (7.1), can be studied. The dynamical system describes the adjustment
processes which may produce important transient phenomena prior to the achievement

of a steady state.
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If K(u) = K, then Pk (,) = Pk is the projection of H onto the closed and convex
set K. In this case, the projection dynamical system (7.1) reduces to the following
system:

du
dt
It is called extended general projection dynamical system associated with (2.2) and
appears to be a new one.

If K(u) = K and h = I the identity operator, then the system (7.1) collapses to
the following system:

du
dt

which is studied in [17].
We need the following well-known concepts.

(7.2) = APk (g(u) = pT(w)) = M(w)], ulto) = uo € H.

= AlPr(g(u) = pT(u)) —ul,  ulto) = uo € H,

Definition 7.1. [24]. A dynamical system is said to be converge to the solution set
Q* of (2.1) if, irrespective of the initial point, the trajectory of the dynamical system
satisfies

(7.3) tlim dist(u(t), Q%) =0,
where dist(u(t), Q*) = ingg l|lu — vl
veld*

It is easy to see that if the set 2* consists only a point »*, then (7.3) implies that
tlim u(t) = u*.
—00

If the dynamical system is still stable at u* in the Lyapunov sense, then the dynam-
ical system is globally asymptotically stable at u*.

Definition 7.2. [24]. A dynamical system is said to be globally exponentially stable
with degree n at u* if, irrespective of the initial point, the trajectory of the dynamical
system satisfies

|lu(t) — u*|| < collu(ty) — u*|| exp(—n(t —to)), for all t > ¢,

where cg and 1 are positive constants independent of the initial point. It is evident
that globally exponentially stability is necessarily globally asymptotically stable and
the dynamical system converges arbitrarily fast.

Lemma 7.1. [11]. Let u and © be real-valued nonnegative continuous functions
with domain {t : t > to} and let o(t) = ap(|t—to|), where o is a monotone increasing
function. If for all t > 1y,

a(t) < alt) + / a(s)o(s)d(s),

to
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then
t

a(t) < aft) +exp{ [ 0(s)d(s)}.

to

By using Lemma 7.1 and Theorem 3.2, we establish the existence of a unique
solution of the extended general projection dynamical system (7.1) associated with the
extended general quasi-variational inequality (2.1).

Theorem 7.2. Let T, g, h and p be the same as in Theorem 3.2 and let all
the conditions of Theorem 3.2 hold. Then for each uy € 'H, there exists a unique
continuous solution u(t) of the extended general projection dynamical system (7.1)
with u(tog) = ug over [tg, 00).

Proof.  According to Theorem 3.2, Problem (2.1) has a unique solution u* € H
with h(u*) € K(u*). Hence, it follows Lemma 3.1 that h(u*) = Pg(y+)(g(u*) —
pT'(u*)). Define

F(u) = MPr(u)(9(u) — pT(w)) = h(u)}, VueH,
where A > 0 is a constant. Then for all u,v € ‘H, we have
|F(w) - F(o)]
< AP () (9(u) = pT(w) = Pr (o) (9(v) = pT(0))[| + [[2(u) - h(U)H)
< A Ju — o] + Hu— v — (h(u) — h(v
(7.4) | Pre(uy (9(u) — pT' (1) — P (o) (9
+{| P vy (9(w) = pT () —
< A(HU —vll+flu—v = (h(u) - h(v )+ llu—of
+lg(w) = g(v) = p(T(w) = T())]]).

Since T is §-strongly monotone with respect to g and o-Lipschitz continuous, g is 7-
Lipschitz continuous, h is p-strongly monotone and v-Lipschitz continuous, in a similar
way to that of proofs of (3.6) and (3.7), we get

(7.5) lu—v = (h(u) = h(v))|| < V1 =20+ v%|u—]
and
(7.6) lg(w) = g(v) = p(T(u) = T(v))|| < V(1 = 208)72 + p?02||lu —v].

Combining (7.4)—(7.6), we conclude that

[1F(u) = F(u)[| < A1+ w)lu =],
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where w is the same as in (3.9). Accordingly, the operator F' is locally Lipschitz
continuous on H. Hence, for each ug € H, there exists a unique and continuous
solution u(t) of the extended general projection dynamical system (7.1), defined on an
interval ¢g < ¢ < 7 with the initial condition u(tg) = ug. Let [y, 7) be its maximal
interval of existence, then we show that 7 = co. For any u € H, we have

IF ()| = Al Picuy (9(01) = pT(w) = hw)]|
< APy (9(w) = pT(w)) = h(u)]| + () = b))

< /\<Hu — || + [lu — u* = (h(u) — h(u"))]|

+ 1 Preuy(9(w) = pT(u)) = Preur)(9(u®) = pTW))H)
= A(Hu — [+ flu — v = (h(u) = h(u"))]

+ 1 Pruy(9(w) = pT(w) = Preur)(9(u) = pT'(u))]]

+ 1 Prequs)(9(w) = pT (1)) = Prequ)(9(u”) — pTW))H)
< A(Hu — ||+ flu = u” = (h(u) = h(w"))[| + ¢flu — v’

+[lg(u) — g(u*) — p(T'(u) — T(u*))H>
A1+ w)||u—u*|

<
<AL+ @)flut]] + A1+ w)ull,

then,

Hu(t)HSHuoHJr/t [1E(u(s))llds < (Juoll + F1(t —to)) + k2 | u(s)]|ds,

to

where k1 = A(1 4+ w)||u*|| and ko = A\(1 + w). Therefore, using Lemma 7.1, we have
(@)l < (luoll + ki(t — to))e2=), ¢ € [t, 7).

Hence, the solution is bounded for ¢ € [tg, 7) if 7 is finite. Thus, 7 = cc. |
By using the technique of Xia and Wang [23, 24], we show that the trajectory of

a solution of the extended general projection dynamical system (7.1) converges to a

unique solution of the extended general nonlinear quasi-variational inequality (2.1).

Theorem 7.3. Let T, g, h and p be the same as in Theorem 3.2 and let all the
conditions of Theorem 3.2 hold. If 1 — p < o — < < 7, where | is the same as in
(3.3), then the extended general projection dynamical system (7.1) converges globally
exponentially to a unique solution of the extended general nonlinear quasi-variational
inequality (2.1).
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Proof.  Since all the conditions of Theorem 3.2 hold, Theorem 3.2 guarantees
the existence of a unique solution v* € H with h(u*) € K(u*) for problem (2.1).
Therefore, Lemma 3.1 implies that h(u*) = Pg(,+)(g(u*) — pT'(u*)). On the other
hand, in view of Theorem 7.2, the extended general projection dynamical system (7.1)
has a unique solution u(t) over [tg, 7) for any fixed ug € H. Let u(t) = u(t, to : uo)
be the solution of (7.1) with u(ty) = ug. We consider the Lyapunov function L defined
on H as follows:

(7.7) L(u) = |lu—u*||?>, weH.
Then from (7.1), (7.7) and p-strongly monotonicity of h, it follows that
dL  dLdu du
) ) — oyt 2=
dt  du dt u(t) - dt>
= 2X (u(t) — ", Prcu)(9(w) — pT(u)) — h(u))
(7.8) = —2A (u(t) — u*, h(u) — h(u”))

+2X (u(t) — u*, Pruy(9(u) — pT(u)) — h(u®))
< —2Xolu(t) — | + 2A[[u(t) — u*||
1 Pre(uy(9(u) = pT' () = Py (g(u®) = pT (u”))].
Since T is §-strongly monotone with respect to g and o-Lipschitz continuous, g is
7-Lipschitz continuous, by using the condition (3.2), we have

| Py (9(u) = pT'(w)) = Pre(uey (9(u®) — pT'(u"))]]

< [[Pruy (9(u) = pT'(w)) = Pre(ur) (9(u) — pT'(w))]]
(7.9) + | Pre(uy (9(w) — pT'(u)) = Preur) (9(uw”) — pT'(u7))|]

< llu—u| + llg(u) = g(u*) — p(T(u) = T(u"))|

< (s + VU= 20872+ %02 flu— 7).

Substituting (7.9) in (7.8), we have

LI
dt

()~ > < ~2A(0 — ¢ = V= 2p0)72 F 22 u(t) —
= 22 Ju(t) — |,

where v = 0 — ¢ — /(1 — 2pd)72 + p202. Thus, we have
lu(t) = w*|| < [Ju(t) — u*[le 7010,

The condition (3.3) and the fact that 1 — u < ¢ — ¢ < 7 guarantee that v > 0. So
the trajectory of the solution of the extended general projection dynamical system (7.1)
global exponentially converges to a unique solution of the extended general nonlinear
quasi-variational inequality (2.1). ]
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