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#### Abstract

This paper is concerned with a non-autonomous SIR epidemic model, which involves almost periodic incidence rate and saturated treatment function. By using the differential inequality technique and Lyapunov functional method, we obtain the existence and global exponential stability of almost periodic solutions for the addressed SIR model, which improve and supplement existing ones. Also, an example and its numerical simulations are given to demonstrate our theoretical results.


## 1. Introduction

In the study of epidemic dynamics, the effects of a periodically varying environment are important for the evolutionary theory, as the selective forces on systems in a fluctuating environment differ from those in a stable environment. Hence, the effects of the periodic environment on epidemic models have been the object of intensive analysis by numerous authors, some of the results can be found in $[1,2,4,6,8,10,13$ and the references are therein. Recently, the following epidemic model with saturated treatment:

$$
\left\{\begin{array}{l}
S^{\prime}(t)=A(t)-\boldsymbol{d}(t) S(t)-\frac{\lambda(t) S(t) I(t)}{1+\beta(t) I(t)}  \tag{1.1}\\
I^{\prime}(t)=\frac{\lambda(t) S(t) I(t)}{1+\beta(t) I(t)}-[\boldsymbol{d}(t)+\nu(t)+\mu(t)] I(t)-\frac{\gamma(t) I(t)}{1+\alpha(t) I(t)}, \\
R^{\prime}(t)=\mu(t) I(t)+\frac{\gamma(t) I(t)}{1+\alpha(t) I(t)}-\boldsymbol{d}(t) R(t)
\end{array}\right.
$$

was produced in [9], where $S, I$ and $R$ are the susceptible class, the infectious class and the recovered class, respectively. Positive functions $A, \boldsymbol{d}, \mu, \nu$ are the recruitment rate
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of the population, the natural death rate of the population, the natural recovery rate of the infective individuals and the disease-related death rate, respectively. While contacting with infected individuals, the susceptible individuals become infected at a saturated incidence rate $\lambda S I /(1+\beta I)$. Through treatment, the infected individuals recover at a saturated treatment function $\gamma I /(1+\alpha I)$. Assume that all the coefficient functions are periodic, the author in [9] derived a criterion on the global exponential stability of positive periodic solutions for this model.

On the other hand, if the various constituent components of the temporally nonuniform environment are with incommensurable (nonintegral multiples) periods, then one has to consider the environment to be almost periodic since there is no a priori reason to expect the existence of periodic solutions. For this reason, the authors in [7] used continuous theorem to establish some sufficient conditions for the existence and multiplicity of positive almost periodic solutions of SIR model with saturated incidence rate and constant removal rate. Unfortunately, we found that the mapping $N$ of Lemma 3.4 in [7] is not guaranteed to be $L$-compact. For more details, we refer to $11,12,18$, where the authors declared that the continuous theorem of coincidence degree is not suitable to solve almost periodic problem, for the reason that almost periodic function family does not meet the compact condition of coincidence degree theory. Therefore, the existence of almost periodic solutions for (1.1) is incomplete to hold in [7]. Moreover, to the best of our knowledge, there are few papers published on positive almost periodic solutions of epidemic model with saturated treatment. Motivated by the above discussions, in this paper, we aim to employ a novel argument to establish the existence and global exponential stability of positive of almost periodic solutions for system (1.1).

For convenience, it will be assumed that $A, \boldsymbol{d}, \beta, \alpha, \nu, \mu, \gamma: \mathbb{R} \rightarrow(0,+\infty)$ and $\lambda: \mathbb{R} \rightarrow$ $[0,+\infty)$ are almost periodic functions. We denote by $\mathbb{R}^{n}\left(\mathbb{R}=\mathbb{R}^{1}\right)$ the set of all $n$ dimensional real vectors (real numbers). For any $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$, we let $|x|$ denote the absolute-value vector given by $|x|=\left(\left|x_{1}\right|,\left|x_{2}\right|, \ldots,\left|x_{n}\right|\right)$ and define $\|x\|=$ $\max _{i \in\{1,2, \ldots, n\}}\left|x_{i}\right|$. A matrix or vector $A \geq 0$ means that all entries of $A$ are greater than or equal to zero. $A>0$ can be defined similarly. For matrices or vectors $A_{1}$ and $A_{2}$, $A_{1} \geq A_{2}\left(\right.$ resp. $\left.A_{1}>A_{2}\right)$ means that $A_{1}-A_{2} \geq 0\left(\right.$ resp. $\left.A_{1}-A_{2}>0\right)$.

The initial conditions associated with (1.1) are defined as follows:

$$
\begin{equation*}
S\left(t_{0}\right)>0, \quad I\left(t_{0}\right)>0, \quad R\left(t_{0}\right) \geq 0 . \tag{1.2}
\end{equation*}
$$

For the sake of simplicity of notations, for a bounded continuous function $g$ defined on $\mathbb{R}$, we denote

$$
g^{+}=\sup _{t \in \mathbb{R}}|g(t)|, \quad g^{-}=\inf _{t \in \mathbb{R}}|g(t)| .
$$

Throughout this paper, we make the following assumptions for (1.1):

$$
\begin{equation*}
A^{-}>0, d^{-}>0, \beta^{-}>0, \mu^{-}>0, \beta(t) \leq \alpha(t) \quad \text { for all } t \in \mathbb{R} \tag{1.3}
\end{equation*}
$$

The main purpose of this paper is to establish some sufficient conditions on the existence and exponential stability of almost periodic solutions for (1.1). To the best of our knowledge, this has not been done before. The remaining of this paper is organized as follows. In Section 2, we give some basic definitions and lemmas, which play an important role in Section 3 to establish the existence of the almost periodic solutions of 1.1). Here we also study the global exponential stability of almost periodic solutions. The paper concludes with an example to illustrate the effectiveness of the obtained results by numerical simulations.

## 2. Preliminary results

In this section, we shall first recall some basic definitions and lemmas which are used in what follows.

Definition 2.1. [3, 14] Let $u: \mathbb{R} \rightarrow \mathbb{R}$ be continuous in $t . u(t)$ is said to be almost periodic on $\mathbb{R}$ if, for any $\varepsilon>0$, the set $T(u, \varepsilon)=\{\delta:|u(t+\delta)-u(t)|<\varepsilon$ for all $t \in \mathbb{R}\}$ is relatively dense, i.e., for any $\varepsilon>0$, it is possible to find a real number $l=l(\varepsilon)>0$, for any interval with length $l(\varepsilon)$, there exists a number $\delta=\delta(\varepsilon)$ in this interval such that $|u(t+\delta)-u(t)|<\varepsilon$ for all $t \in \mathbb{R}$.

Lemma 2.2. 9, Lemma 2.1] Every solution $(S(t), I(t), R(t))$ of (1.1) with initial value conditions 1.2 is positive and bounded on $\left(t_{0},+\infty\right)$.
Lemma 2.3. [9, Lemma 2.2] Let

$$
\begin{aligned}
L^{S} & =\sup _{t \in \mathbb{R}} \frac{A(t)}{\boldsymbol{d}(t)} \geq l^{S}=\inf _{t \in \mathbb{R}} \frac{A(t)}{\boldsymbol{d}(t)+\frac{\lambda(t)}{\beta(t)}}>0 \\
l^{I} & =\inf _{t \in \mathbb{R}} \frac{1}{\beta(t)}\left[\frac{\lambda(t) \inf _{t \in \mathbb{R}} \frac{A(t)}{\boldsymbol{d}(t)+\frac{\lambda(t)}{\beta(t)}}-\gamma(t)}{\boldsymbol{d}(t)+\nu(t)+\mu(t)}-1\right]>0,
\end{aligned}
$$

and $(S(t), I(t), R(t))$ be a solution of system (1.1) with initial values condition 1.2. Then,

$$
l^{S} \leq \liminf _{t \rightarrow+\infty} S(t) \leq \limsup _{t \rightarrow+\infty} S(t) \leq L^{S}, \quad \liminf _{t \rightarrow+\infty} I(t) \geq l^{I} \quad \text { and } \quad \liminf _{t \rightarrow+\infty} R(t)>0
$$

Lemma 2.4. Assume that

$$
\begin{gather*}
\sup _{t \in \mathbb{R}}\left\{-\boldsymbol{d}(t)+\frac{\lambda(t) L^{S}}{\left(1+\beta(t) l^{I}\right)\left(1+\beta(t) l^{I}\right)}\right\}<0  \tag{2.1}\\
\sup _{t \in \mathbb{R}}\left\{-[\boldsymbol{d}(t)+\nu(t)+\mu(t)]+\frac{\lambda(t)}{\beta(t)}+\frac{\lambda(t) L^{S}}{\left(1+\beta(t) l^{I}\right)\left(1+\beta(t) l^{I}\right)}\right\}<0 \tag{2.2}
\end{gather*}
$$

and the assumptions of Lemma 2.3 hold. Moreover, assume that $x(t)=(S(t), I(t), R(t))$ is a solution of equation (1.1) with initial condition (1.2). Then, for any $\varepsilon>0$, there exists $l=l(\varepsilon)>0$ such that every interval $[\tau, \tau+l]$ contains at least one number $\delta$ for which there exists $N>0$ satisfying

$$
|S(t+\delta)-S(t)|<\varepsilon, \quad|I(t+\delta)-I(t)|<\varepsilon, \quad|R(t+\delta)-R(t)|<\varepsilon \quad \text { for all } t \geq N
$$

Proof. Observe 2.1) and 2.2). Let

$$
\limsup _{t \rightarrow+\infty} I(t)=L^{I}, \quad \limsup _{t \rightarrow+\infty} R(t)=L^{R} \quad \text { and } \quad \liminf _{t \rightarrow+\infty} R(t)=l^{R} .
$$

Without loss of generality, we assume that $0<\varepsilon<\min \left\{l^{I}, l^{S}, l^{R}\right\}$,

$$
\sup _{t \in \mathbb{R}}\left\{-\boldsymbol{d}(t)+\frac{\lambda(t)\left(L^{S}+\varepsilon\right)}{\left[1+\beta(t)\left(l^{I}-\varepsilon\right)\right]\left[1+\beta(t)\left(l^{I}-\varepsilon\right)\right]}\right\}<0
$$

and

$$
\sup _{t \in \mathbb{R}}\left\{-[\boldsymbol{d}(t)+\nu(t)+\mu(t)]+\frac{\lambda(t)}{\beta(t)}+\frac{\lambda(t)\left(L^{S}+\varepsilon\right)}{\left[1+\beta(t)\left(l^{I}-\varepsilon\right)\right]\left[1+\beta(t)\left(l^{I}-\varepsilon\right)\right]}\right\}<0 .
$$

Consequently, we can choose two positive constants $\zeta$ and $\eta$ such that

$$
\begin{equation*}
\eta<\boldsymbol{d}^{-}, \quad \sup _{t \in \mathbb{R}}\left\{\zeta-\boldsymbol{d}(t)+\frac{\lambda(t)\left(L^{S}+\varepsilon\right)}{\left[1+\beta(t)\left(l^{I}-\varepsilon\right)\right]\left[1+\beta(t)\left(l^{I}-\varepsilon\right)\right]}\right\}<-\eta<0, \tag{2.3}
\end{equation*}
$$

$$
\begin{equation*}
\sup _{t \in \mathbb{R}}\left\{\zeta-[\boldsymbol{d}(t)+\nu(t)+\mu(t)]+\frac{\lambda(t)}{\beta(t)}+\frac{\lambda(t)\left(L^{S}+\varepsilon\right)}{\left[1+\beta(t)\left(l^{I}-\varepsilon\right)\right]\left[1+\beta(t)\left(l^{I}-\varepsilon\right)\right]}\right\}<-\eta<0 . \tag{2.4}
\end{equation*}
$$

From Lemmas 2.2 and 2.3 , there exists $\widehat{t}_{0} \geq t_{0}$ such that $l^{S}-\varepsilon \leq S(t) \leq L^{S}+\varepsilon, l^{I}-\varepsilon \leq I(t) \leq L^{I}+\varepsilon, l^{R}-\varepsilon \leq R(t) \leq L^{R}+\varepsilon$ for all $t \geq \widehat{t_{0}}$.

For simplicity of notations, we denote

$$
\begin{aligned}
\epsilon_{1}(\delta, t)= & {[A(t+\delta)-A(t)]-[\boldsymbol{d}(t+\delta)-\boldsymbol{d}(t)] S(t+\delta) } \\
& -\frac{I(t+\delta) S(t+\delta)}{1+\beta(t+\delta) I(t+\delta)}[\lambda(t+\delta)-\lambda(t)] \\
& -\lambda(t) S(t+\delta)\left[\frac{I(t+\delta)}{1+\beta(t+\delta) I(t+\delta)}-\frac{I(t+\delta)}{1+\beta(t) I(t+\delta)}\right], \\
\epsilon_{2}(\delta, t)= & \{[\boldsymbol{d}(t)-\boldsymbol{d}(t+\delta)]+[\nu(t)-\nu(t+\delta)]+[\mu(t)-\mu(t+\delta)]\} I(t+\delta) \\
& +\frac{I(t+\delta) S(t+\delta)}{1+\beta(t+\delta) I(t+\delta)}[\lambda(t+\delta)-\lambda(t)] \\
& +\lambda(t) S(t+\delta)\left[\frac{I(t+\delta)}{1+\beta(t+\delta) I(t+\delta)}-\frac{I(t+\delta)}{1+\beta(t) I(t+\delta)}\right]
\end{aligned}
$$

$$
\begin{aligned}
& -\frac{I(t+\delta)}{1+\alpha(t+\delta) I(t+\delta)}[\gamma(t+\delta)-\gamma(t)] \\
& -\gamma(t)\left[\frac{I(t+\delta)}{1+\alpha(t+\delta) I(t+\delta)}-\frac{I(t+\delta)}{1+\alpha(t) I(t+\delta)}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
\epsilon_{3}(\delta, t)= & -[\boldsymbol{d}(t+\delta)-\boldsymbol{d}(t)] R(t+\delta)+[\mu(t+\delta)-\mu(t)] I(t+\delta) \\
& +\frac{I(t+\delta)}{1+\alpha(t+\delta) I(t+\delta)}[\gamma(t+\delta)-\gamma(t)] \\
& +\gamma(t)\left[\frac{I(t+\delta)}{1+\alpha(t+\delta) I(t+\delta)}-\frac{I(t+\delta)}{1+\alpha(t) I(t+\delta)}\right] .
\end{aligned}
$$

From the theory of uniformly almost periodic family in [14], we know that for any $\bar{\varepsilon}>0$, it is possible to find a real number $l=l(\bar{\varepsilon})>0$, for any interval with length $l(\bar{\varepsilon})$, there exists a number $\delta=\delta(\bar{\varepsilon})$ in this interval such that

$$
\begin{aligned}
& |A(t+\delta)-A(t)|<\bar{\varepsilon}, \quad|\boldsymbol{d}(t+\delta)-\boldsymbol{d}(t)|<\bar{\varepsilon}, \quad|\lambda(t+\delta)-\lambda(t)|<\bar{\varepsilon}, \quad|\beta(t+\delta)-\beta(t)|<\bar{\varepsilon}, \\
& |\nu(t+\delta)-\nu(t)|<\bar{\varepsilon}, \quad|\mu(t+\delta)-\mu(t)|<\bar{\varepsilon}, \quad|\alpha(t+\delta)-\alpha(t)|<\bar{\varepsilon}, \quad|\gamma(t+\delta)-\gamma(t)|<\bar{\varepsilon} .
\end{aligned}
$$

Here, we choose $\varepsilon$ is sufficiently small such that

$$
\begin{equation*}
\left|\epsilon_{i}(\delta, t)\right| \leq \frac{1}{2+3 \frac{\Lambda}{d^{-}}} \eta \varepsilon \quad \text { for all } t \in \mathbb{R}, i=1,2,3 \tag{2.5}
\end{equation*}
$$

and

$$
\Lambda=\sup _{t \in \mathbb{R}}\left[\mu(t)+\frac{\gamma(t)}{\left(1+\alpha(t) l^{I}\right)\left(1+\alpha(t) l^{I}\right)}\right] .
$$

Pick $N_{0} \geq \max \left\{t_{0}-\delta, \widehat{t_{0}}, \widehat{t_{0}}-\delta\right\}$. For $t \in \mathbb{R}$, denote

$$
\left(x_{1}(t), x_{2}(t), x_{3}(t)\right)=(S(t+\delta)-S(t), I(t+\delta)-I(t), R(t+\delta)-R(t))
$$

Then, for all $t>N_{0}$, we get

$$
\begin{align*}
x_{1}^{\prime}(t)= & {[A(t+\delta)-A(t)]-\boldsymbol{d}(t)[S(t+\delta)-S(t)]-[\boldsymbol{d}(t+\delta)-\boldsymbol{d}(t)] S(t+\delta) } \\
& -\frac{I(t+\delta) S(t+\delta)}{1+\beta(t+\delta) I(t+\delta)}[\lambda(t+\delta)-\lambda(t)] \\
& -\lambda(t) S(t+\delta)\left[\frac{I(t+\delta)}{1+\beta(t+\delta) I(t+\delta)}-\frac{I(t+\delta)}{1+\beta(t) I(t+\delta)}\right] \\
& -\lambda(t) S(t+\delta)\left[\frac{I(t+\delta)}{1+\beta(t) I(t+\delta)}-\frac{I(t)}{1+\beta(t) I(t)}\right]-\frac{\lambda(t) I(t)}{1+\beta(t) I(t)}[S(t+\delta)-S(t)] \\
= & -\boldsymbol{d}(t)[S(t+\delta)-S(t)]-\frac{\lambda(t) I(t)}{1+\beta(t) I(t)}[S(t+\delta)-S(t)]  \tag{2.6}\\
& -\frac{\lambda(t) S(t+\delta)}{(1+\beta(t) I(t))(1+\beta(t) I(t+\delta))}[I(t+\delta)-I(t)]
\end{align*}
$$

$$
\begin{aligned}
+ & {[A(t+\delta)-A(t)]-[\boldsymbol{d}(t+\delta)-\boldsymbol{d}(t)] S(t+\delta) } \\
& -\frac{I(t+\delta) S(t+\delta)}{1+\beta(t+\delta) I(t+\delta)}[\lambda(t+\delta)-\lambda(t)] \\
- & \lambda(t) S(t+\delta)\left[\frac{I(t+\delta)}{1+\beta(t+\delta) I(t+\delta)}-\frac{I(t+\delta)}{1+\beta(t) I(t+\delta)}\right] \\
= & -\left[\boldsymbol{d}(t)+\frac{\lambda(t) I(t)}{1+\beta(t) I(t)}\right] x_{1}(t)-\frac{\lambda(t) S(t+\delta)}{(1+\beta(t) I(t))(1+\beta(t) I(t+\delta))} x_{2}(t)+\epsilon_{1}(\delta, t), \\
x_{2}^{\prime}(t)= & -[\boldsymbol{d}(t)+\nu(t)+\mu(t)][I(t+\delta)-I(t)] \\
& -\frac{\gamma(t)}{(1+\alpha(t) I(t))(1+\alpha(t) I(t+\delta))}[I(t+\delta)-I(t)]+\frac{\lambda(t) I(t)}{1+\beta(t) I(t)}[S(t+\delta)-S(t)] \\
& +\{[d(t)-d(t+\delta)]+[\nu(t)-\nu(t+\delta)]+[\mu(t)-\mu(t+\delta)]\} I(t+\delta) \\
& +\frac{\lambda(t) S(t+\delta)}{(1+\beta(t) I(t+\delta))(1+\beta(t) I(t))}[I(t+\delta)-I(t)] \\
& +\frac{I(t+\delta) S(t+\delta)}{1+\beta(t+\delta) I(t+\delta)}[\lambda(t+\delta)-\lambda(t)] \\
& +\lambda(t) S(t+\delta)\left[\frac{I(t+\delta)}{1+\beta(t+\delta) I(t+\delta)}-\frac{I(t+\delta)}{1+\beta(t) I(t+\delta)}\right] \\
& -\frac{I(t+\delta)}{1+\alpha(t+\delta) I(t+\delta)}[\gamma(t+\delta)-\gamma(t)] \\
& -\gamma(t)\left[\frac{I(t+\delta)}{1+\alpha(t+\delta) I(t+\delta)}-\frac{I(t+\delta)}{1+\alpha(t) I(t+\delta)}\right] \\
= & -\left\{[\boldsymbol{d}(t)+\nu(t)+\mu(t)]+\frac{\gamma(t)}{(1+\alpha(t) I(t))(1+\alpha(t) I(t+\delta))}\right. \\
& \left.-\frac{\lambda(t) S(t+\delta)}{(1+\beta(t) I(t+\delta))(1+\beta(t) I(t))}\right\} x_{2}(t)+\frac{\lambda(t) I(t)}{1+\beta(t) I(t)} x_{1}(t)+\epsilon_{2}(\delta, t)
\end{aligned}
$$

and

$$
\begin{align*}
x_{3}^{\prime}(t)= & -\boldsymbol{d}(t) x_{3}(t)+\left[\mu(t)+\frac{\gamma(t)}{(1+\alpha(t) I(t))(1+\alpha(t) I(t+\delta))}\right] x_{2}(t) \\
& -[\boldsymbol{d}(t+\delta)-\boldsymbol{d}(t)] R(t+\delta)+[\mu(t+\delta)-\mu(t)] I(t+\delta) \\
& +\frac{I(t+\delta)}{1+\alpha(t+\delta) I(t+\delta)}[\gamma(t+\delta)-\gamma(t)]  \tag{2.8}\\
& +\gamma(t)\left[\frac{I(t+\delta)}{1+\alpha(t+\delta) I(t+\delta)}-\frac{I(t+\delta)}{1+\alpha(t) I(t+\delta)}\right] \\
= & -\boldsymbol{d}(t) x_{3}(t)+\left[\mu(t)+\frac{\gamma(t)}{(1+\alpha(t) I(t))(1+\alpha(t) I(t+\delta))}\right] x_{2}(t)+\epsilon_{3}(\delta, t) .
\end{align*}
$$

We trivially extend $(S(t), I(t), R(t))$ to $\mathbb{R}$ by letting $(S(t), I(t), R(t))=\left(S\left(t_{0}\right), I\left(t_{0}\right), R\left(t_{0}\right)\right)$ for $t \in\left(-\infty, t_{0}\right]$. Set $u(t)=\left(x_{1}(t), x_{2}(t)\right)$ and

$$
U(t)=\sup _{s \in(-\infty, t]}\left\{e^{\zeta s}\|u(s)\|\right\} .
$$

It is obvious that $e^{\zeta t}\|u(t)\| \leq U(t)$ and $U(t)$ is non-decreasing. Calculating the upper left
derivative of $e^{\zeta t}\left|x_{1}(t)\right|$ and $e^{\zeta t}\left|x_{2}(t)\right|$, in view of (2.6) and (2.7), we have

$$
\begin{align*}
D^{-}\left\{e^{\zeta t}\left|x_{1}(t)\right|\right\} \leq & -\left\{\left[\boldsymbol{d}(t)+\frac{\lambda(t) I(t)}{1+\beta(t) I(t)}\right]-\zeta\right\} e^{\zeta t}\left|x_{1}(t)\right| \\
& +\frac{\lambda(t) S(t+\delta)}{(1+\beta(t) I(t))(1+\beta(t) I(t+\delta))}\left|x_{2}(t)\right| e^{\zeta t}+e^{\zeta t}\left|\epsilon_{1}(\delta, t)\right|  \tag{2.9}\\
\leq & -[\boldsymbol{d}(t)-\zeta] e^{\zeta t}\left|x_{1}(t)\right|+\frac{\lambda(t)\left(L^{S}+\varepsilon\right)}{\left[1+\beta(t)\left(l^{I}-\varepsilon\right)\right]\left[1+\beta(t)\left(l^{I}-\varepsilon\right)\right]}\left|x_{2}(t)\right| e^{\zeta t} \\
& +e^{\zeta t}\left|\epsilon_{1}(\delta, t)\right|
\end{align*}
$$

and

$$
\begin{align*}
D^{-} & \left\{e^{\zeta t}\left|x_{2}(t)\right|\right\} \\
\leq & -\left\{[\boldsymbol{d}(t)+\nu(t)+\mu(t)]+\frac{\gamma(t)}{(1+\alpha(t) I(t))(1+\alpha(t) I(t+\delta))}\right. \\
& \left.-\frac{\lambda(t) S(t+\delta)}{(1+\beta(t) I(t+\delta))(1+\beta(t) I(t+\delta))}-\zeta\right\} e^{\zeta t}\left|x_{2}(t)\right| \\
& +\frac{\lambda(t) I(t)}{1+\beta(t) I(t)}\left|x_{1}(t)\right| e^{\zeta t}+e^{\zeta t}\left|\epsilon_{2}(\delta, t)\right|  \tag{2.10}\\
\leq & \left\{\zeta-[\boldsymbol{d}(t)+\nu(t)+\mu(t)]+\frac{\lambda(t)\left(L^{S}+\varepsilon\right)}{\left[1+\beta(t)\left(l^{I}-\varepsilon\right)\right]\left[1+\beta(t)\left(l^{I}-\varepsilon\right)\right]}\right\} e^{\zeta t}\left|x_{2}(t)\right| \\
& +\frac{\lambda(t)}{\beta(t)}\left|x_{1}(t)\right| e^{\zeta t}+e^{\zeta t}\left|\epsilon_{2}(\delta, t)\right|,
\end{align*}
$$

where $t>N_{0}$.
Now, we distinguish two cases to prove that

$$
\|u(t)\| \leq \frac{1}{2+3 \frac{\Lambda}{d^{-}}} \varepsilon \quad \text { for sufficiently large } t
$$

Case 1: $U(t)>e^{\zeta t}\|u(t)\|$ for all $t \geq N_{0}$. We claim that

$$
U(t) \equiv U\left(N_{0}\right) \quad \text { for all } t \geq N_{0}
$$

Assume, by way of contradiction, that there exists $t_{1}>N_{0}$ such that $U\left(t_{1}\right)>U\left(N_{0}\right)$. Since

$$
e^{\zeta t_{1}}\left\|u\left(t_{1}\right)\right\|<U\left(t_{1}\right) \quad \text { and } \quad e^{\zeta t}\|u(t)\| \leq U\left(N_{0}\right) \quad \text { for all } t \leq N_{0},
$$

there must exist $\xi \in\left(N_{0}, t_{1}\right)$ such that $e^{\zeta \xi}\|u(\xi)\|=U\left(t_{1}\right) \geq U(\xi)$, which is a clear contradiction of the fact that $U(\xi)>e^{\zeta \xi}\|u(\xi)\|$. This proves the claim. Then there exists $t_{2}>N_{0}$ such that

$$
\|u(t)\| \leq e^{-\zeta t} U(t)=e^{-\zeta t} U\left(N_{0}\right)<\frac{1}{2+3{\frac{\Lambda}{d^{-}}}^{-}} \varepsilon \varepsilon \quad \text { for all } t \geq t_{2}
$$

where $t_{2}$ satisfies $\varepsilon^{-1} U\left(N_{0}\right)\left(2+3 \frac{\Lambda}{d^{-}}\right)<e^{\zeta t_{2}}$.

Case 2: There is a $t^{*} \geq N_{0}$ such that $U\left(t^{*}\right)=e^{\zeta t^{*}}\left\|u\left(t^{*}\right)\right\|$.
If $U\left(t^{*}\right)=e^{\zeta t^{*}}\left\|u\left(t^{*}\right)\right\|=e^{\zeta t^{*}}\left|x_{1}\left(t^{*}\right)\right|$, then 2.9) implies that

$$
\begin{aligned}
0 \leq & \left.D^{-}\left\{e^{\zeta t}\left|x_{1}(t)\right|\right\}\right|_{t=t^{*}} \\
\leq & -\left[\boldsymbol{d}\left(t^{*}\right)-\zeta\right]\left|x_{1}\left(t^{*}\right)\right| e^{\zeta t^{*}}+\frac{\lambda\left(t^{*}\right)\left(L^{S}+\varepsilon\right)}{\left[1+\beta\left(t^{*}\right)\left(l^{I}-\varepsilon\right)\right]\left[1+\beta\left(t^{*}\right)\left(l^{I}-\varepsilon\right)\right]}\left|x_{2}\left(t^{*}\right)\right| e^{\zeta t^{*}} \\
& +\left|\epsilon_{1}\left(\delta, t^{*}\right)\right| e^{\zeta t^{*}} \\
\leq & \sup _{t \in \mathbb{R}}\left\{-[\boldsymbol{d}(t)-\zeta]+\frac{\lambda(t)\left(L^{S}+\varepsilon\right)}{\left[1+\beta(t)\left(l^{I}-\varepsilon\right)\right]\left[1+\beta(t)\left(l^{I}-\varepsilon\right)\right]}\right\} U\left(t^{*}\right)+e^{\zeta t^{*}} \frac{1}{2+3 \frac{\Lambda}{d^{-}}} \eta \varepsilon \\
\leq & -\eta U\left(t^{*}\right)+e^{\zeta t^{*}} \frac{1}{2+3 \frac{\Lambda}{\boldsymbol{d}^{-}}} \eta \varepsilon
\end{aligned}
$$

which yields

On the other hand, if $U\left(t^{*}\right)=e^{\zeta t^{*}}\left\|u\left(t^{*}\right)\right\|=e^{\zeta t^{*}}\left|x_{2}\left(t^{*}\right)\right|$, then (2.10) gives us

$$
\begin{aligned}
0 \leq & \left.D^{-}\left\{e^{\zeta t}\left|x_{2}(t)\right|\right\}\right|_{t=t^{*}} \\
\leq & \left\{\zeta-\left[\boldsymbol{d}\left(t^{*}\right)+\nu\left(t^{*}\right)+\mu\left(t^{*}\right)\right]+\frac{\lambda\left(t^{*}\right)\left(L^{S}+\varepsilon\right)}{\left[1+\beta\left(t^{*}\right)\left(l^{I}-\varepsilon\right)\right]\left[1+\beta\left(t^{*}\right)\left(l^{I}-\varepsilon\right)\right]}\right\} e^{\zeta t^{*}}\left|x_{2}\left(t^{*}\right)\right| \\
& +\frac{\lambda\left(t^{*}\right)}{\beta\left(t^{*}\right)}\left|x_{1}\left(t^{*}\right)\right| e^{\zeta t^{*}}+e^{\zeta t^{*}}\left|\epsilon_{2}\left(\delta, t^{*}\right)\right| \\
\leq & \sup _{t \in \mathbb{R}}\left\{\zeta-[\boldsymbol{d}(t)+\nu(t)+\mu(t)]+\frac{\lambda(t)}{\beta(t)}+\frac{\lambda(t)\left(L^{S}+\varepsilon\right)}{\left[1+\beta(t)\left(l^{I}-\varepsilon\right)\right]\left[1+\beta(t)\left(l^{I}-\varepsilon\right)\right]}\right\} U\left(t^{*}\right) \\
& +e^{\zeta t^{*}} \frac{1}{2+3 \frac{\Lambda}{\boldsymbol{d}^{-}}} \eta \varepsilon \\
\leq & -\eta U\left(t^{*}\right)+e^{\zeta t^{*}} \frac{1}{2+3 \frac{\Lambda}{\boldsymbol{d}^{-}}} \eta \varepsilon,
\end{aligned}
$$

which implies

$$
\begin{equation*}
e^{\zeta t^{*}}\left|x_{2}\left(t^{*}\right)\right|=U\left(t^{*}\right) \leq e^{\zeta t^{*}} \frac{1}{2+3 \frac{\Lambda}{\boldsymbol{d}^{-}}} \varepsilon \quad \text { and } \quad\left\|u\left(t^{*}\right)\right\| \leq \frac{1}{2+3 \frac{\Lambda}{\boldsymbol{d}^{-}}} \varepsilon \tag{2.12}
\end{equation*}
$$

For any $t>t^{*}$, with the same approach as in deriving (2.11) and 2.12), we can show

$$
\begin{equation*}
e^{\zeta t}\|u(t)\| \leq \frac{1}{2+3 \frac{\Lambda}{d^{-}}} \varepsilon e^{\zeta t} \quad \text { and } \quad\|u(t)\| \leq \frac{1}{2+3 \frac{\Lambda}{d^{-}}} \varepsilon \quad \text { if } U(t)=e^{\zeta t}\|u(t)\| \tag{2.13}
\end{equation*}
$$

On the other hand, if $U(t)>e^{\zeta t}\|u(t)\|$ and $t>t^{*}$, then we can choose $t^{*} \leq \tilde{t}<t$ such that

$$
U(\widetilde{t})=e^{\zeta \widetilde{t}}\|u(\widetilde{t})\| \quad \text { and } \quad U(s)>e^{\zeta s}\|u(s)\| \quad \text { for all } s \in(\widetilde{t}, t] .
$$

This, together with (2.13), leads to $\|u(\widetilde{t})\| \leq\left(2+3 \frac{\Lambda}{d^{-}}\right)^{-1} \varepsilon$. Using a similar argument to that in the proof of Case 1 , we can show that $U(s) \equiv U(\widetilde{t})$ for all $s \in(\widetilde{t}, t]$, which implies

$$
\|u(t)\|<e^{-\zeta t} U(t)=e^{-\zeta t} U(\widetilde{t})=\|u(\widetilde{t})\| e^{-\zeta(t-\widetilde{t})}<\frac{1}{2+3 \frac{\Lambda}{d^{-}}} \varepsilon .
$$

Therefore, there must exist $\widetilde{t}_{0}>\max \left\{N_{0}, t^{*}\right\}$ such that $\|u(t)\| \leq\left(2+3 \frac{\Lambda}{d^{-}}\right)^{-1} \varepsilon$ for all $t>\widetilde{t}_{0}$.

Next, we show that $\left|x_{3}(t)\right|<\varepsilon$ for sufficiently large $t$. From (2.8), we have

$$
\begin{aligned}
\left|x_{3}(t)\right|= & \mid e^{-\int_{\tilde{t}_{0}}^{t} \boldsymbol{d}(\theta) d \theta} x_{3}\left(\widetilde{t}_{0}\right)+\int_{\widetilde{t}_{0}}^{t} e^{-\int_{v}^{t} \boldsymbol{d}(\theta) d \theta} \\
& \left.\times\left[\mu(v) x_{2}(v)+\frac{\gamma(v) x_{2}(v)}{(1+\alpha(v) I(v))(1+\alpha(v) I(v))}+\epsilon_{3}(\delta, v)\right] d v \right\rvert\, \\
\leq & e^{\widetilde{t}_{0} \boldsymbol{d}^{-}}\left|x_{3}\left(\widetilde{t}_{0}\right)\right| e^{-\boldsymbol{d}^{-} t}+e^{-\boldsymbol{d}^{-} t} \int_{\widetilde{t}_{0}}^{t} e^{v \boldsymbol{d}^{-}} \sup _{t \in \mathbb{R}}\left[\mu(t)+\frac{\gamma(t)}{\left(1+\alpha(t) l^{I}\right)\left(1+\alpha(t) l^{I}\right)}\right] d v \\
& \times \frac{1}{2+3 \frac{\Lambda}{\boldsymbol{d}^{-}}} \varepsilon+e^{-\boldsymbol{d}^{-} t} \int_{\widetilde{t}_{0}}^{t} e^{v \boldsymbol{d}^{-}} \frac{1}{2} \eta \varepsilon d v \\
\leq & e^{\widetilde{t}_{0} \boldsymbol{d}^{-}}\left|x_{3}\left(\widetilde{t_{0}}\right)\right| e^{-\boldsymbol{d}^{-} t}+\frac{\Lambda}{\boldsymbol{d}^{-}} \frac{1}{2+3 \frac{\Lambda}{\boldsymbol{d}^{-}}} \varepsilon+\frac{1}{\boldsymbol{d}^{-}} \frac{1}{2} \eta \varepsilon
\end{aligned}
$$

for all $t \geq \widetilde{t}_{0}$, which implies that there exists $N>\widetilde{t}_{0}$ such that $\left|x_{3}(t)\right|<\varepsilon$ for all $t>N$.
In summary, for all $t>N$, we obtain

$$
\begin{aligned}
& \left|x_{1}(t)\right|=|S(t+\delta)-S(t)|<\varepsilon, \\
& \left|x_{2}(t)\right|=|I(t+\delta)-I(t)|<\varepsilon \\
& \left|x_{3}(t)\right|=|R(t+\delta)-R(t)|<\varepsilon .
\end{aligned}
$$

This ends the proof.

## 3. Main results

In this section, we establish sufficient conditions for the existence and global exponential stability of almost periodic solutions of (1.1).

Theorem 3.1. Under the assumptions of Lemma 2.4, equation (1.1) has one positive almost periodic solution $\left(S^{*}(t), I^{*}(t), R^{*}(t)\right)$, which is globally exponentially stable.

Proof. Given a solution $(S(t), I(t), R(t))$ of equation (1.1) with initial conditions satisfying

$$
S\left(t_{0}\right)>0, \quad I\left(t_{0}\right)>0, \quad R\left(t_{0}\right)>0
$$

We also trivially extend $(S(t), I(t), R(t))$ to $\mathbb{R}$ as before. Set

$$
\begin{aligned}
\widetilde{\epsilon}_{1}(k, t)= & {\left[A\left(t+t_{k}\right)-A(t)\right]-\left[\boldsymbol{d}\left(t+t_{k}\right)-\boldsymbol{d}(t)\right] S\left(t+t_{k}\right) } \\
& -\left[\frac{\lambda\left(t+t_{k}\right) S\left(t+t_{k}\right) I\left(t+t_{k}\right)}{1+\beta\left(t+t_{k}\right) I\left(t+t_{k}\right)}-\frac{\lambda(t) S\left(t+t_{k}\right) I\left(t+t_{k}\right)}{1+\beta(t) I\left(t+t_{k}\right)}\right], \\
\widetilde{\epsilon}_{2}(k, t)= & -\left\{\left[\boldsymbol{d}\left(t+t_{k}\right)-\boldsymbol{d}(t)\right]+\left[\nu\left(t+t_{k}\right)-\nu(t)\right]+\left[\mu\left(t+t_{k}\right)-\mu(t)\right]\right\} I\left(t+t_{k}\right) \\
& +\left[\frac{\lambda\left(t+t_{k}\right) S\left(t+t_{k}\right) I\left(t+t_{k}\right)}{1+\beta\left(t+t_{k}\right) I\left(t+t_{k}\right)}-\frac{\lambda(t) S\left(t+t_{k}\right) I\left(t+t_{k}\right)}{1+\beta(t) I\left(t+t_{k}\right)}\right] \\
& -\left[\frac{\gamma\left(t+t_{k}\right) I\left(t+t_{k}\right)}{1+\alpha\left(t+t_{k}\right) I\left(t+t_{k}\right)}-\frac{\gamma(t) I\left(t+t_{k}\right)}{1+\alpha(t) I\left(t+t_{k}\right)}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
\widetilde{\epsilon}_{3}(k, t)= & {\left[\mu\left(t+t_{k}\right)-\mu(t)\right] I\left(t+t_{k}\right)-\left[\boldsymbol{d}\left(t+t_{k}\right)-\boldsymbol{d}(t)\right] R\left(t+t_{k}\right) } \\
& +\left[\frac{\gamma\left(t+t_{k}\right) I\left(t+t_{k}\right)}{1+\alpha\left(t+t_{k}\right) I\left(t+t_{k}\right)}-\frac{\gamma(t) I\left(t+t_{k}\right)}{1+\alpha(t) I\left(t+t_{k}\right)}\right]
\end{aligned}
$$

where $\left\{t_{k}\right\}$ is any sequence of real numbers.
It follows from Lemma 2.2 and Lemma 2.3 that the solution $(S(t), I(t), R(t))$ is bounded and positive, and there exist positive constants $M$ and $m$ such that

$$
(m, m, m) \leq(S(t), I(t), R(t)) \leq(M, M, M) \quad \text { for all } t \in \mathbb{R}
$$

which implies that the right-hand side of (1.1) is also bounded and ( $\left.S^{\prime}(t), I^{\prime}(t), R^{\prime}(t)\right)$ is a bounded function on $\left[t_{0},+\infty\right)$. Thus, since $(S(t), I(t), R(t)) \equiv\left(S\left(t_{0}\right), I\left(t_{0}\right), R\left(t_{0}\right)\right)$ for $\left(-\infty, t_{0}\right]$, we see that $(S(t), I(t), R(t))$ is uniformly continuous on $\mathbb{R}$. Then, from the almost periodicity of $A, d, \lambda, \alpha, \beta, \nu$ and $\mu$, we can select a sequence $t_{k} \rightarrow \infty$ such that

$$
\begin{array}{rlr}
\left|A\left(t+t_{k}\right)-A(t)\right|<\frac{1}{k}, & \left|\boldsymbol{d}\left(t+t_{k}\right)-\boldsymbol{d}(t)\right|<\frac{1}{k}, & \left|\lambda\left(t+t_{k}\right)-\lambda(t)\right|<\frac{1}{k} \\
\left|\beta\left(t+t_{k}\right)-\beta(t)\right|<\frac{1}{k}, & \left|\nu\left(t+t_{k}\right)-\nu(t)\right|<\frac{1}{k}, & \left|\mu\left(t+t_{k}\right)-\mu(t)\right|<\frac{1}{k}  \tag{3.1}\\
\left|\alpha\left(t+t_{k}\right)-\alpha(t)\right|<\frac{1}{k}, & \left|\gamma\left(t+t_{k}\right)-\gamma(t)\right|<\frac{1}{k}, & \left|\widetilde{\epsilon}_{i}(k, t)\right| \leq \frac{1}{k}, \quad i=1,2,3,
\end{array}
$$

for all $t \in \mathbb{R}$. Since $\left\{\left(S\left(t+t_{k}\right), I\left(t+t_{k}\right), R\left(t+t_{k}\right)\right)\right\}$ is uniformly bounded and equicontinuous, by the Ascoli-Arzelà theorem and the diagonal selection principle, we can choose a subsequence of $\left\{t_{k}\right\}$ (not relabelled) such that $\left\{\left(S\left(t+t_{k}\right), I\left(t+t_{k}\right), R\left(t+t_{k}\right)\right)\right\}$ uniformly converges to a continuous function $\left(S^{*}(t), I^{*}(t), R^{*}(t)\right)$ on any compact subset of $\mathbb{R}$ and

$$
(m, m, m) \leq\left(S^{*}(t), I^{*}(t), R^{*}(t)\right) \leq(M, M, M) \quad \text { for all } t \in \mathbb{R}
$$

To complete the proof, we first prove that $\left(S^{*}(t), I^{*}(t), R^{*}(t)\right)$ is a solution of 1.1). In
fact, for any $t \geq t_{0}$ and $\triangle t \in \mathbb{R}$, from (3.1), we have

$$
\begin{align*}
& I^{*}(t+\Delta t)-I^{*}(t) \\
&= \lim _{k \rightarrow \infty}\left[I\left(t+\Delta t+t_{k}\right)-I\left(t+t_{k}\right)\right] \\
&= \lim _{k \rightarrow \infty} \int_{t}^{t+\Delta t} \quad\left[\frac{\lambda\left(s+t_{k}\right) S\left(s+t_{k}\right) I\left(s+t_{k}\right)}{1+\beta\left(s+t_{k}\right) I\left(s+t_{k}\right)}-\left(\boldsymbol{d}\left(s+t_{k}\right)+\nu\left(s+t_{k}\right)+\mu\left(s+t_{k}\right)\right) I\left(s+t_{k}\right)\right. \\
&\left.\quad-\frac{\gamma\left(s+t_{k}\right) I\left(s+t_{k}\right)}{1+\alpha\left(s+t_{k}\right) I\left(s+t_{k}\right)}\right] d s  \tag{3.3}\\
&= \lim _{k \rightarrow \infty} \int_{t}^{t+\Delta t}\left[\frac{\lambda(s) S\left(s+t_{k}\right) I\left(s+t_{k}\right)}{1+\beta(s) I\left(s+t_{k}\right)}-(d(s)+\nu(s)+\mu(s)) I\left(s+t_{k}\right)\right. \\
&\left.\quad \quad-\frac{\gamma(s) I\left(s+t_{k}\right)}{1+\alpha(s) I\left(s+t_{k}\right)}\right] d s+\lim _{k \rightarrow \infty} \int_{t}^{t+\Delta t} \widetilde{\epsilon_{2}}(k, s) d s \\
&= \int_{t}^{t+\Delta t}\left[\frac{\lambda(s) S^{*}(s) I^{*}(s)}{1+\beta(s) I^{*}(s)}-(\boldsymbol{d}(s)+\nu(s)+\mu(s)) I^{*}(s)-\frac{\gamma(s) I^{*}(s)}{1+\alpha(s) I^{*}(s)}\right] d s
\end{align*}
$$

and

$$
\begin{align*}
& R_{3}^{*}(t+\Delta t)-R_{3}^{*}(t) \\
= & \lim _{k \rightarrow \infty}\left[R_{3}\left(t+\Delta t+t_{k}\right)-R_{3}\left(t+t_{k}\right)\right] \\
= & \lim _{k \rightarrow \infty} \int_{t}^{t+\Delta t}\left[\mu\left(s+t_{k}\right) I\left(s+t_{k}\right)+\frac{\gamma\left(s+t_{k}\right) I\left(s+t_{k}\right)}{1+\alpha\left(s+t_{k}\right) I\left(s+t_{k}\right)}-\boldsymbol{d}\left(s+t_{k}\right) R\left(s+t_{k}\right)\right] d s \\
= & \lim _{k \rightarrow \infty} \int_{t}^{t+\Delta t}\left[\mu(s) I\left(s+t_{k}\right)+\frac{\gamma(s) I\left(s+t_{k}\right)}{1+\alpha(s) I\left(s+t_{k}\right)}-\boldsymbol{d}(s) R\left(s+t_{k}\right)\right] d s  \tag{3.4}\\
& +\lim _{k \rightarrow \infty} \int_{t}^{t+\Delta t} \widetilde{\epsilon_{3}(k, s) d s} \\
= & \int_{t}^{t+\Delta t}\left[\mu(s) I^{*}(s)+\frac{\gamma(s) I^{*}(s)}{1+\alpha(s) I^{*}(s)}-\boldsymbol{d}(s) R^{*}(s)\right] d s,
\end{align*}
$$

where $t+\Delta t \geq t_{0}$. Consequently, (3.2), (3.3) and (3.4) imply that

$$
\begin{aligned}
\frac{d}{d t} S_{1}^{*}(t) & =A(t)-\boldsymbol{d}(t) S^{*}(t)-\frac{\lambda(t) S^{*}(t) I^{*}(t)}{1+\beta(t) I^{*}(t)} \\
\frac{d}{d t} I^{*}(t) & =\frac{\lambda(t) S^{*}(t) I^{*}(t)}{1+\beta(t) I^{*}(t)}-(\boldsymbol{d}(t)+\nu(t)+\mu(t)) I^{*}(t)-\frac{\gamma(t) I^{*}(t)}{1+\alpha(t) I^{*}(t)}
\end{aligned}
$$

$$
\frac{d}{d t} R^{*}(t)=\mu(t) I^{*}(t)+\frac{\gamma(t) I^{*}(t)}{1+\alpha(t) I^{*}(t)}-\boldsymbol{d}(t) R^{*}(t)
$$

In other words, $\left(S^{*}(t), I^{*}(t), R^{*}(t)\right)$ is a solution of 1.1).
Next, we show that $\left(S^{*}(t), I^{*}(t), R^{*}(t)\right)$ is almost periodic. From Lemma 2.4 for any $\varepsilon>0$, there exists $l=l(\varepsilon)>0$ such that every interval $[\tau, \tau+l]$ contains at least one number $\delta$ for which there exists $N>0$ satisfying

$$
\|(S(t+\delta)-S(t), I(t+\delta)-I(t), R(t+\delta)-R(t))\|<\varepsilon \quad \text { for all } t>N
$$

Then, for any fixed $s \in \mathbb{R}$, we can find a sufficiently large positive integer $N_{1}>N$ such that for any $k>N_{1}, s+t_{k}>N$ and

$$
\left\|\left(S\left(s+t_{k}+\delta\right)-S\left(s+t_{k}\right), I\left(s+t_{k}+\delta\right)-I\left(s+t_{k}\right), R\left(s+t_{k}+\delta\right)-R\left(s+t_{k}\right)\right)\right\|<\varepsilon
$$

Letting $k \rightarrow \infty$, we obtain

$$
\left\|\left(\left|S^{*}(s+\delta)-S^{*}(s)\right|,\left|I^{*}(s+\delta)-I^{*}(s)\right|,\left|R^{*}(s+\delta)-R^{*}(s)\right|\right)\right\| \leq \varepsilon
$$

This tells us that $\left(S^{*}(t), I^{*}(t), R^{*}(t)\right)$ is a positive almost periodic solution.
Finally, let $(\widehat{S}(t), \widehat{I}(t), \widehat{R}(t))$ be a solution of system (1.1) with initial value conditions (1.2). Then, arguing as in the proof of Lemma 2.3 in [9], we can show that there exist $T \geq t_{0}$ and two positive constants $\sigma$ and $K$ such that

$$
\begin{equation*}
\left|\widehat{S}(t)-S^{*}(t)\right| \leq K e^{-\sigma t}, \quad\left|\widehat{I}(t)-I^{*}(t)\right| \leq K e^{-\sigma t} \quad \text { for all } t \geq T \tag{3.5}
\end{equation*}
$$

Moreover, there exist two constants $t_{R} \geq T$ and $K_{R}>0$ such that

$$
\begin{equation*}
\left|\widehat{R}(t)-R^{*}(t)\right| \leq K_{R} e^{-\sigma t} \quad \text { for all } t \geq t_{R} \tag{3.6}
\end{equation*}
$$

Hence, (3.5) and (3.6) entail Theorem 3.1. This completes the proof.

## 4. An example

In this section, we give an example to demonstrate the results obtained in the previous sections.

Example 4.1. Consider the following SIR model with almost periodic incidence rate and saturated treatment function:

$$
\left\{\begin{array}{l}
S^{\prime}(t)=20-0.02 S(t)-\frac{\left(2 \times 10^{-3}+2 \times 10^{-4} \sin \left(\frac{\pi t}{3}\right)+3 \times 10^{-4} \sin t\right) S(t) I(t)}{1+0.5 I(t)},  \tag{4.1}\\
I^{\prime}(t)=\frac{\left(2 \times 10^{-3}+2 \times 10^{-4} \sin \left(\frac{\pi t}{3}\right)+3 \times 10^{-4} \sin t\right) S(t) I(t)}{1+0.5 I(t)}-0.09 I(t)-\frac{0.05 I(t)}{1+0.5 I(t)}, \\
R^{\prime}(t)=0.02 I(t)+\frac{0.05 I(t)}{1+0.5 I(t)}-0.02 R(t)
\end{array}\right.
$$

One can easily check that the assumptions of Lemma 2.4 are satisfied. Hence, from Theorem 3.1, system (4.1) has exactly one positive almost periodic solution. Moreover, the almost periodic solution is globally exponentially stable with the exponential convergent rate $\sigma=0.001$. The fact is verified by the numerical simulation in Figure 4.1.


Figure 4.1: Numerical solutions of system 4.1) for initial values $(S, I, R) \equiv$ $(780,25,38),(810,30,39),(850,40,40)$, respectively, where $t \in[0,400]$.

Remark 4.2. Since the almost periodic functions contain periodic functions, we can find that all the results on periodic solutions of 1.1 in (9] are only special cases of Theorem 3.1. Moreover, the global exponential stability of positive almost periodic solutions has not be mentioned in $[1,2,4,8,10,13,15,18]$. This implies that all results in $[1,2,4,13,15,18$ and the references therein cannot be applied to prove the global exponential stability of positive almost periodic solutions for (4.1). In particular, without using coincidence degree theory, we employ a novel proof to establish some criteria to guarantee the existence and stability of positive almost periodic solutions for non-autonomous SIR epidemic model with saturated treatment. The method used in this paper provides a possible method to study the almost periodic problem of other SIR epidemic models.

## Acknowledgments

The author would like to express the sincere appreciation to the editor and reviewer for their helpful comments in improving the presentation and quality of the paper. In particular, the author expresses the sincere gratitude to Prof. Bingwen Liu's help on the proof of Lemma 2.4 .

## References

[1] J. L. Aron and I. B. Schwartz, Seasonality and period-doubling bifurcations in an epidemic model, J. Theoret. Biol. 110 (1984), no. 4, 665-679.
https://doi.org/10.1016/s0022-5193(84)80150-2
[2] Z. Bai and Y. Zhou, Existence of two periodic solutions for a non-autonomous SIR epidemic model, Appl. Math. Model. 35 (2011), no. 1, 382-391.
https://doi.org/10.1016/j.apm.2010.07.002
[3] A. M. Fink, Almost Periodic Differential Equations, Lecture Notes in Mathematics 377, Springer-Verlag, Berlin, 1974. https://doi.org/10.1007/bfb0070324
[4] N. C. Grassly and C. Fraser, Seasonal infectious disease epidemiology, Proc. R. Soc. B 273 (2006), 2541-2550. https://doi.org/10.1098/rspb.2006.3604
[5] S. Iwami and T. Hara, Global stability of a generalized epidemic model, J. Math. Anal. Appl. 362 (2010), no. 2, 286-300. https://doi.org/10.1016/j.jmaa.2009.07.059
[6] M. J. Keeling, P. Rohani and B. T. Grenfell, Seasonally forced disease dynamics explored as switching between attractors, Physica D. 148 (2001), no. 3-4, 317-335. https://doi.org/10.1016/s0167-2789(00)00187-1
[7] Y. Li and T. Zhang, Existence and multiplicity of positive almost periodic solutions for a non-autonomous SIR epidemic model, Bull. Malays. Math. Sci. Soc. 39 (2016), no. 1, 359-379. https://doi.org/10.1007/s40840-015-0176-3
[8] L. Li, Y. Bai and Z. Jin, Periodic solutions of an epidemic model with saturated treatment, Nonlinear Dynam. 76 (2014), no. 2, 1099-1108.
https://doi.org/10.1007/s11071-013-1193-0
[9] B. Liu, Global exponential stability of positive periodic solutions for an epidemic model with saturated treatment, Ann. Polon. Math. 116 (2016), 155-171.
https://doi.org/10.4064/ap3703-9-2015
[10] J. Liu and T. Zhang, Analysis of a nonautonomous epidemic model with density dependent birth rate, Appl. Math. Model. 34 (2010), no. 4, 866-877.
https://doi.org/10.1016/j.apm.2009.07.004
[11] R. Ortega, Degree theory and almost periodic problems in Differential Equations, Chaos and Variational Problems, 345-356; Progr. Nonlinear Differential Equations Appl. 75, Birkhäuser, Basel, 2008. https://doi.org/10.1007/978-3-7643-8482-1_26
[12] X. Wang and H. Zhang, A new approach to the existence, nonexistence and uniqueness of positive almost periodic solution for a model of hematopoiesis, Nonlinear Anal. Real World Appl. 11 (2010), no. 1, 60-66.https://doi.org/10.1016/j.nonrwa.2008.10.015
[13] Y. Xu and L. Li, Globalexponential stability of an epidemic model with saturated and periodic incidence rate, Math. Methods Appl. Sci. 2015.
https://doi.org/10.1002/mma. 3812
[14] C. Zhang, Almost Periodic Type Functions and Ergodicity, Science Press Beijing, Beijing, Kluwer Academic Publishers, Dordrecht, 2003.
https://doi.org/10.1007/978-94-007-1073-3
[15] T. Zhang, Almost periodic oscillations in a generalized Mackey-Glass model of respiratory dynamics with several delays, Int. J. Biomath. 7 (2014), no. 3, 1450029, 22 pp. https://doi.org/10.1142/s1793524514500296
[16] T.-W.-T. Zhang, Multiplicity of positive almost periodic solutions in a delayed Hassell-Varley-type predator-prey model with harvesting on prey, Math. Methods Appl. Sci. 37 (2014), no. 5, 686-697. https://doi.org/10.1002/mma. 2826
[17] T. Zhang and X. Gan, Almost periodic solutions for a discrete fishing model with feedback control and time delays, Commun. Nonlinear Sci. Numer. Simul. 19 (2014), no. 1, 150-163. https://doi.org/10.1016/j.cnsns.2013.06.019
[18] Q. Zhou and J. Shao, Positive almost periodic solutions for a single population model with hereditary effect and mixed delays, Math. Methods Appl. Sci. 38 (2015), no. 18, 4982-5004. https://doi.org/10.1002/mma. 3419

Gang Yang and Luogen Yao
School of Mathematics and Statistics, Hunan University of Commerce, Changsha, 410205 Hunan, P. R. China

E-mail address: yanggang62014@163.com, yaoluogen2016@163.com

