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ON Φ-DIFFERENTIABILITY OF
FUNCTIONS OVER METRIC SPACES

S. Rolewicz

Dedicated to Ky Fan

In 1933 S. Mazur [4] proved the following

Theorem 1. Let (X, ‖ · ‖) be a separable real Banach space. Let f be a
real-valued convex continuous function defined on an open convex subset Ω ⊂
X. Then there is a subset A ⊂ Ω of the first category such that f is Gateaux
differentiable on Ω \A.

The result of Mazur was a starting point for the theory of differentiability of
convex functions (cf. the book of Phelps [7]).

In 1968 Asplund showed that under the assumption that in the conjugate
space X∗ there is an equivalent strictly convex norm (in particular, if X∗ is
separable) we can obtain the Fréchet differentiability.

Theorem 2 ([1]). Let (X, ‖ · ‖) be a real Banach space. Suppose that in
the conjugate space X∗ there is an equivalent strictly convex norm. Let f be
a real-valued convex continuous function defined on an open convex subset Ω ⊂
X. Then there is a subset A ⊂ Ω of the first category such that f is Fréchet
differentiable on Ω \A.

A question arises how to extend this theorem to functions defined on a metric
space without any linear structure.
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The first step is, of course, to extend the notion of convexity. The idea of
extending this notion to nonlinear spaces is fairly old. The first step in this
direction was made by Menger [6]. Menger considered a metric space (X, d). He
called a set A ⊂ X convex if for every x, y ∈ A, 0 ≤ t ≤ 1, and every z such
that d(x, z) = td(x, y) and d(y, z) = (1 − t)d(x, y), we have z ∈ A. Using this
metric approach to convexity, Mazur and Ulam [5] proved that every isometric
mapping T : X → Y of a real Banach space X onto a real Banach space Y such
that T (0) = 0 is a linear mapping.

In this paper, however, we shall concentrate on another approach to extension
of convexity. This approach started with the paper of Ellis [2], who investigated
the separation property by functions which are not linear. There is a very nice
result of Ky Fan [3], who extended the Krein–Milman theorem to the so-called
Φ-convex compact sets. Later this direction was developed in a series of papers
of different authors under the name of axiomatic convexity. The reader can find
the description of that theory in the book of Soltan [12].

Now we describe the Ellis–Ky Fan approach. Let an arbitrary set X, called
later the space, be given. Let Φ be a collection of functions defined on X with
values in R = R ∪ {−∞} ∪ {+∞}.

A function φ ∈ Φ will be called a Φ-subgradient of the function f : X → R
at a point x0 if

(1) f(x)− f(x0) ≥ φ(x)− φ(x0).

The set of all Φ-subgradients of a function f at a point x0 will be called the
Φ-subdifferential of f at x0 and denoted by ∂Φf |x0 .

Observe that the order in the real numbers induces a partial order in the real-
valued functions in the following way. We write g ≤ f , omitting the argument,
if g(x) ≤ f(x) for all x ∈ X. For a given function f we set

(2) fΦ(x) = sup{φ(x) + c : φ ∈ Φ, c ∈ R, φ+ c ≤ f}.

The function fΦ is called the Φ-convexification of f . If fΦ = f we say that f is
Φ-convex. We denote the set of all Φ-convex functions by Φconv.

In the sequel we assume that X is a metric space with metric dX . The first
step is to define Fréchet and Gateaux differentiable functions in this case.

Fréchet differentiability is easily defined. A function φ ∈ Φ is called a Fréchet
Φ-gradient of a real-valued function f at a point x0 if for every ε > 0, there is a
neighbourhood U of x0 such that for x ∈ U ,

(3) |[f(x)− f(x0)]− [φ(x)− φ(x0)]| < εd(x, x0).

We say that a real-valued function defined on a metric space is Fréchet Φ-
differentiable at x0 if there exists a Fréchet Φ-gradient of f at x0. In general,
there may be more than one such Fréchet Φ-gradient. The set of all Fréchet
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Φ-gradients of f at x0 will be called the Fréchet Φ-differential of f at x0 and
denoted by ∂F

Φf |x0 .
The definition of Fréchet Φ-gradients and Fréchet Φ-differentials of a function

f at a point x0 can be extended to functions mapping a metric space (X, dX)
into a metric space (Y, dY ) in the following way. Let metric spaces (X, dX) and
(Y, dY ) be given. Let Φ be a collection of mappings of X into Y . A function
φ ∈ Φ is called a Fréchet Φ-gradient of a function f : X → Y at a point x0 ∈ X
if f(x0) = φ(x0) and for every ε > 0, there is a neighbourhood U of x0 such that
for x ∈ U ,

(3)m dY (f(x), φ(x)) < εd(x, x0).

We say that f : X → Y is Fréchet Φ-differentiable at x0 if there exists a Fréchet
Φ-gradient of f at x0.

In this paper, however, we restrict ourselves to real-valued functions.
In the case of Gateaux differentiable functions we do not have a good defini-

tion in the general case, even for real-valued functions. However, in the case of
Φ-convex functions such a definition can be given.

Observe that a convex function of one variable is differentiable if and only if
the subgradient at x0 is unique. As a consequence, a continuous convex function
f defined on a linear space is Gateaux differentiable at x0 if and only if the
subgradient of f at x0 is uniquely determined.

Having this in mind, we can reformulate the Mazur theorem [4] in the fol-
lowing way:

Theorem 1′. Let (X, ‖ · ‖) be a separable real Banach space. Let f be a
real-valued convex continuous function defined on an open convex subset Ω ⊂ X.
Then there is a subset A ⊂ Ω of the first category such that the subgradient of
f is uniquely determined on Ω \A.

In order to extend Theorem 1′ to the nonlinear case, we need the notion of
monotone multifunctions. A multifunction Γ mapping X into 2Φ is said to be
monotone if for any φx ∈ Γ(x) and φy ∈ Γ(y) we have

(4) φx(x) + φy(y)− φx(y)− φy(x) ≥ 0.

In the particular case when X is a linear space, and Φ is a linear space
consisting of linear functionals φ(x), denoted by φ(x) = 〈φ, x〉, we can rewrite
(4) in the classical form

(5) 〈φx − φy, x− y〉 ≥ 0.

As a trivial consequence of this definition, we see that for a given function f
the subdifferential ∂Φf |x is a monotone multifunction of x.

It is interesting to find conditions on the metric space (X, d) and on the class
Φ of real-valued functions to guarantee that for any monotone multifunction
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Γ : X → 2Φ, there is a set AΓ ⊂ X of the first category such that outside AΓ

the multifunction Γ is single-valued. For this purpose we introduce some new
notions.

Let (X, d) be a metric space. Let Φ be a subclass of the space of all Lipschitz
functions defined on X. Let

(6) dL(φ1, φ2) = sup
x1,x2∈X, x1 6=x2

|[φ1(x1)− φ2(x1)]− [φ1(x2)− φ2(x2)]|
dX(x1, x2)

.

It is easy to see that dL is a quasimetric, i.e. it is symmetric and satisfies the
triangle inequality. Observe that dL(φ1, φ2) = 0 implies that the difference of φ1

and φ2 is a constant function, i.e. φ1(x) = φ2(x)+ c. Thus dL is a metric on the
quotient space Φ/R.

A family Φ of locally Lipschitz functions is called locally separable if for every
x ∈ X there is a neighbourhood U of x such that the family Φ|U of restrictions
to U of functions from Φ is separable in the Lipschitz metric.

Let Φ be a linear family of Lipschitz functions. If there is a constant k, 0 <
k < 1, such that for all x ∈ X and all φ ∈ Φ and all t > 0 there is a y ∈ X such
that 0 < dX(x, y) < t and

(7) φ(y)− φ(x) ≥ kdL(φ, 0)dX(y, x),

we say that the family Φ has the k-monotonicity property. It is obvious that
the restrictions to an open set U of linear continuous functionals over a real
Banach space have the k-monotonicity property with any constant k, 0 < k < 1.
We say that Φ has the local monotonicity property if for every x ∈ X there
is a neighbourhood U of x such that the family Φ|U has the kU -monotonicity
property for some kU , 0 < kU < 1.

By an extension of the method of Preiss and Zaj́ıček [8] to metric spaces and
repeating step by step the considerations from [9], we can obtain a local version
of the results of [9]:

Theorem 3. Let X be an open set in a complete separable connected metric
space. Let Φ be a linear family of locally Lipschitz functions having the local
monotonicity property. Assume that Φ is locally separable. Let Γ be a monotone
multifunction mapping X into Φ such that Γ(x) 6= ∅ for all x ∈ X. Then
there exists a set A ⊂ X of the first category such that Γ is single-valued and
continuous on X \A.

Since the subdifferential ∂Φf |x is a monotone multifunction of x, we imme-
diately obtain

Corollary 4. Let X be an open set in a complete metric space. Let Φ be a
linear family of locally Lipschitz functions having the local monotonicity property.
Assume that Φ is locally separable. Let f be a Φ-convex function having a Φ-
subgradient at each point. Then there is a set A ⊂ X of the first category such
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that outside A the subdifferential ∂Φf |x is single-valued and continuous in the
metric dL.

In the case when X is a Banach space and Φ = X∗ is the space of all linear
continuous functionals, Φ has the k-monotonicity property with any k < 1. Thus
we have

Corollary 5. Let X be a Banach space with separable dual X∗. Let f be a
locally convex continuous function defined on an open set U . Then there is a set
A of the first category such that on U \A the subdifferential ∂f |x is single-valued
and continuous in the norm topology.

Remark 6. Observe that in the case when the set U is not convex, there
are locally convex functions which are not restrictions of convex functions (cf.
for instance [10], [11]).

In order to obtain a result similar to the Asplund theorem, recall the fol-
lowing classical statement: the continuity of the Gateaux differential dF (x, h) of
a function F (x) with respect to x in the norm operator topology implies that
dF (x, h) is the Fréchet differential of F (x). Its metric analogue is the following:

Proposition 7. Let (X, dX) be a metric space. Let Φ denote a linear class
of Lipschitz functions defined on X. Let f be a Φ-convex function on X. Let φx0

be a Φ-subgradient of f at a point x0 ∈ X. Suppose that there is a neighbourhood
U of x0 such that for all x ∈ U , the subdifferential ∂Φf |x is not empty and
lower semicontinuous at x0 in the Lipschitz norm, i.e. for every ε > 0 there is
a neighbourhood Vε ⊂ U such that for x ∈ Vε there is φx ∈ ∂Φf |x such that

(8) ‖φx − φx0‖L ≤ εdX(x, x0).

Then φx0 is a Fréchet Φ-gradient of f at x0.

Proof. Let

F (x) = [f(x)− f(x0)]− [φx0(x)− φx0(x0)].

It is easy to see that F (x0) = 0. Since φx0 is a Φ-subgradient of f at x0, the
function F (x) is nonnegative. Let ε be an arbitrary positive number and let
Vε ⊂ U be a neighbourhood of x0 such that (8) holds for x ∈ Vε. Since φx is a
Φ-subgradient of f at x ∈ Vε, ψx = φx − φx0 is a Φ-subgradient of F at x. Thus

F (y)− F (x) ≥ ψx(y)− ψx(x).

In particular, if y = x0 then we obtain

(9) F (x0)− F (x) ≥ ψx(x0)− ψx(x).

Taking into account (8), we obtain for x ∈ Vε,

(10) 0 ≤ F (x) ≤ εdX(x, x0).

The arbitrariness of ε implies that 0 is a Fréchet Φ-gradient of F at x0. Thus
φx0 is a Fréchet Φ-gradient of f at x0. �
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If we assume that the function f is continuous, we do not need to assume
that there is a neighbourhood U of x0 such that for all x ∈ U , the subdifferential
∂Φf |x is not empty. It is sufficient to assume that the subdifferential ∂Φf |x is
not empty on a dense set.

Proposition 8. Let (X, dX) be a metric space. Let Φ be a linear class of
Lipschitz functions defined on X. Let f be a continuous Φ-convex function on
X. Let φx0 be a Φ-subgradient of f at a point x0 ∈ X. Suppose that there
is a dense set A in a neighbourhood U of x0 such that for all x ∈ A, the
Φ-subdifferential ∂Φf |x is not empty and lower semicontinuous at x0 in the
Lipschitz norm. Then φx0 is a Fréchet Φ-gradient of f at x0.

Proof. The proof goes along the same lines as the proof of Proposition 7.
We find that 0 ≤ F (x) ≤ εdX(x, x0) for x ∈ A ∩ Vε. Thus, by continuity of F
and density of A, the same inequality holds for all x ∈ U . The rest of the proof
is the same. �

Combining Proposition 7 with Theorem 3, we obtain a generalization of the
Asplund theorem:

Theorem 9. Let X be an open set in a a complete metric space. Denote
by Φ a linear locally separable space of Lipschitz functions defined on X with
the local monotonicity property. Let f be a continuous Φ-convex function on X.
Then there is a dense Gδ-set A ⊂ X such that for every x ∈ A the function f

has a Fréchet Φ-differential at x consisting of one function φx ∈ Φ.

There is a natural question about the possible extension of Proposition 7
to non-Φ-convex functions. For this purpose, we introduce Φε-subgradients and
Φ0+-subgradients.

Let (X, dX) be a metric space. Let Φ be a class of real-valued functions
defined on X. Let f be a real-valued function on X. We say that a function
φ ∈ Φ is a Φε-subgradient of f at a point x0 ∈ X if for all x ∈ X,

(11) f(x)− f(x0) ≥ φ(x)− φ(x0)− εdX(x, x0).

We say that φ ∈ Φ is a Φ0+-subgradient of f at a point x0 if for every ε > 0
there is a neighbourhood Vε of x0 such that for all x ∈ Vε,

(12) f(x)− f(x0) ≥ φ(x)− φ(x0)− εdX(x, x0).

The set of all Φ0+-subgradients of f at x0 is called the Φ0+-subdifferential of
f at x0 and denoted by ∂Φ0+f |x0 . Having this notion, we can extend Proposition
7 to metric spaces under some additional assumptions.

Let a metric space (X, dX) be given. By an arc in X we shall under-
stand a homeomorphic image L of the interval [0, 1], i.e. a function x defined
on the interval [0, 1] with values in X such that x(t) = x(t′) implies t = t′.
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The points x(0), x(1) are called the beginning and the end of the arc, re-
spectively. By the length of an arc L = {x(t)}, 0 ≤ t ≤ 1, we mean l(L) =
sup{

∑n
i=1 dX(x(ti), x(ti−1)) : 0 = t0 < t1 < . . . < tn = 1}.

We say that a metric space (X, dX) is arc connected with constant K ≥ 1
if for any x0, x1 ∈ X there is an arc L = {x(t)}, 0 ≤ t ≤ 1, in X such that
x(0) = x0, x(1) = x1 and l(L) ≤ KdX(x0, x1).

Proposition 10. Let (X, dX) be a metric space which is arc connected with
a constant K ≥ 1. Denote by Φ a linear class of Lipschitz functions defined on
X. Let f be a real-valued function on X and let φx0 be a Φ0+-subgradient of f
at a point x0. Suppose that there is a neighbourhood U of x0 such that for all
x ∈ U , the Φ0+-subdifferential ∂Φ0+f |x is nonempty and lower semicontinuous
at x0 in the Lipschitz norm, i.e. for every ε > 0 there is a neighbourhood Vε ⊂ U

such that for x ∈ Vε there is φx ∈ ∂Φ0+f |x with the property

(13) dL(φx, φx0) ≤ εdX(x, x0).

Then φx0 is a Fréchet Φ-gradient of f at x0.

Proof. Let

F (x) = [f(x)− f(x0)]− [φx0(x)− φx0(x0)].

It is easy to see that F (x0) = 0. Since φx0 is a Φ0+-subgradient of f at x0, 0 is
a Φ0+-subgradient of F at x0. Let ε > 0. Then there is a neighbourhood Uε of
x0 such that for x ∈ Uε,

(14) F (x) ≥ − εdX(x, x0).

Let Vε ⊂ Uε be a neighbourhood of x0 such that (13) holds for x ∈ Vε. Since φx

is a Φ0+-subgradient of f at x, ψx = φx − φx0 is a Φ0+-subgradient of F at x.
Thus there is a neighbourhood Ux

ε of x0 such that for y ∈ Ux
ε ,

(15) F (y)− F (x) ≥ ψx(y)− ψx(x)− εdX(x, y).

Since the space (X, dX) is arc connected with constant K > 0, there is a
curve L = {x(t)}, 0 ≤ t ≤ 1, with beginning x0 and end x and with length not
greater than KdX(x, x0).

Using a compactness argument, we conclude that there are a finite number
of points x(0) = x0, x(t1), . . . , x(tn) = x, 0 = t0 < t1 < . . . < tn = 1, such that
x(ti−1) ∈ Ux(ti)

ε . Thus by (12), for i = 1, 2, . . . , n we obtain

F (x(ti−1))− F (x(ti)) ≥ ψx(ti)(x(ti−1))− ψx(ti)(x(ti))(16i)

− εdX(x(ti), x(ti−1)).

Adding all equations (16i) and taking into account that the length of L is
not greater than KdX(x, x0), we obtain

(17) − εdX(x, x0) ≤ F (x) ≤ ε2KdX(x, x0).

The arbitrariness of ε implies that 0 is a Fréchet Φ-gradient of F at x0. This
trivially implies that φx0 is a Fréchet Φ-gradient of f at x0. �
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