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BOUNDEDNESS CRITERION FOR BILINEAR FOURIER
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Abstract. Bilinear Fourier multiplier operators corresponding to multipliers that are
singular at the origin are considered. New criterions on such multipliers to assure the bound-
edness of the corresponding operators from L” x L9 to L", 1/p + 1/q = 1/r, are given in
therange 1 < p,g <00,2/3 <r < o0.

1. Introduction. For m € L°(R?"), the bilinear Fourier multiplier operator T}, is
defined by

1 ; ~ o~
Tu(f. () = —— / ¢ E N m (g, ) F(E)Fn) dedn
2m)2" Jgan

for f, g € S(R™), where x,&,n € R". Nowadays, it is well known that if m satisfies the
condition

(- 19§ 3 m(&. )| < Cayp(15] + )=+

for sufficiently many multi-indices o, 8 € Ng = {0,1,2,...}" then T,, is bounded from
H? x Hito L",0 < p,q,r < oo, 1/p+ 1/q = 1/r, where HP and HY are Hardy
spaces. (Throughout this paper, H” (R"), L" (R"), etc. are often abbreviated to H?”, L", etc.
if the base space R" is obviously recognized from the context.) These facts were proved by
Coifman-Meyer [3, 12], Kenig-Stein [11], Grafakos-Kalton [5], and Grafakos-Torres [9]. It is
an interesting problem to find the conditions of type (1.1) with differentiability order as small
as possible that assure the boundedness of 7,. The condition given in the papers [3, 12, 11,
5,9]is atleast (1.1) for || + |B| < 2n + 1 (although this order is only implicitly given in the
papers). Recently, much more weak conditions were found by Tomita [19], Grafakos-Si [7],
Grafakos-Miyachi-Tomita [6], and Miyachi-Tomita [13]. The purpose of the present paper is
to give conditions different from those treated in [19, 7, 6, 13] and partly improve the results
of these papers.
Before we give our results in detail, we shall recall the result of [13]. We shall write

T\l e Ry x FHa (R™Y— L7 (R™)
to denote the smallest constant C satisfying

1T (fs Dl ey < Clfllae Ryl gl I (R
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forall f € S(R") N HP(R") and g € S(R") N HI(R™). We define
1 T |l oo (R7)  Lo° (R")— BM O(R™)

in the same way by replacing the norms | - [| e, || - | 5a, |- |- BY || - [[Loo, || - [Ioe, || - 1BMOS
respectively. We use the convention that H” = L? for 1 < p < oo. In [13], we used the
product type Sobolev norm, which is defined as follows. For 51, s2 € R and for F € &’ (RZ”),
we define

(1.2) IF o geny = | (0 = 26320 = 222 F (&, )|

En
Whel‘e 5, 77 € R}’l and

(I — A)*V2(I — AD2PF(E, )
1
= (27‘[)2"

/ FERI (A 4 [x DA 4 |y )P F(x, y) dxdy.
R2n

Form € L®°(R?") and j € Z, we set

(1.3) miE, ) =m@QE22MwE, ), (.7 e R xR,

where ¥ is a function in S(R?") satisfying

(14)  supp¥ C{t e R™;1/2<(¢1<2), Y w(/2H=1, ¢eR"\{0}.
keZ

The result of [13] reads as follows.
THEOREM A ([13]). Let 0 < p,q,r < ocoand 1/p+ 1/qg = 1/r. If s1 >
max{n/2,n/p —n/2},s2 > max{n/2,n/q —n/2},and s1 + s2 > n/r —n/2, then

(1.5) Tl trr Ry x 9 (R )— L7 (R7y S SUP 1 |y 100 (gomy

JjeZ
where H*® x H*® — L™ is replaced by L*® x L*® — BMO if p = qg = r = o0.
Conversely, if (1.5) with the same replacement in the case p = q = r = 00 holds, then
s1 > max{n/2,n/p —n/2}, s» > max{n/2,n/q —n/2},and s1 + s» > n/r —n/2.

In particular, if (1/p, 1/q) is in the domain
lo: 0<1/p=1, O0=<l/g=1, 1/p+1/q=3/2,

then (1.5) holds for s; > n/2 and s > n/2. As far as the boundedness in H” x H? — L’
for (1/p,1/q) € Iy is concerned, this result is the sharpest among the estimates given in
[19, 7, 6, 13] (see Remark 1.3 given at the end of this section). The following figure shows
the domain /.
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/g 4
. (1/2,1)

(1.1/2)

0 Lo 1p

By the claim in the latter part of Theorem A, we cannot essentially relax the conditions of
the theorem so far as we use the scale in the right-hand side of (1.5) to measure the smoothness
of m. In the present paper, we shall introduce other scales to measure the smoothness of m
and give different criterions to assure the boundedness of T, for (1/p, 1/q) € Iy.

The following is the first main result of this paper.

THEOREM 1.1. Ifs > n/2, then

ITmll22(Rryx L2 (RM)— L1 (R™)
(1.6)

< sup (H [ =2y mie 2|+ [I1d = apmie ],
JjeZ s LR n

L?)

Since, for s > n/2, the right-hand side of (1.6) is smaller than sup ez lmjllwe. geny by
virtue of the Sobolev embedding, Theorem 1.1 is an improvement of the corresponding claim
of Theorem A.

The second main result of this paper reads as follows.

THEOREM 1.2. Letl < p,qg <00,2/3<r <oo,andl/p+1/q=1/r. If

s >s(p,q) =max{n/2, n/p, n/q, n —n/r, n/r —n/2}

and
1/t=1t(p,q)"" =s(p,q)/n—1/2
—max {0, 1/p—1/2, 1/q —1/2, 1/2—1/r, 1/r — 1} ,
then
(1.7) Tl v Ry i (R LRy S SUP I jll g (gony

jezZ
where H® x H*® — L is replaced by L®° x L*° — BMO if p = q = r = 00. Conversely,

if s > 0 and (1.7) with the same replacement in the case p = q = r = o0 holds for some
t €[1,00],thens > s(p, q).
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See Section 2 for the definition of Besov spaces Bf’oo(Rzn). To clarify the values of

s(p,q) and t(p, q) of this theorem, we divide the region Iy into 5 regions Jy, ..., Js as
follows:
1/q 4
1
J
Ja
1/2
Jo
J3
W
0 1/2 1 1;1,
Then
n/2 if (1/p,1/q) € Jo;
n—nfr if (1/p,1/q) € Ji;
s(p,q) = {n/q it (1/p,1/q) € J2;
n/p it (1/p,1/q) € J3;
n/r—n/2 it (1/p,1/q) € Ja,
0 if (1/p,1/q) € Jo;

1/2—-1/r if (1/p,1/q) € Ji;
tp. ) ={1/g—1/2 if (1/p.1/q) € J;
I/p—1/2 if (1/p,1/q) € J3;
1/r—1 if (1/p,1/q) € Ja,

where 1/p+1/g =1/r.
Let us compare Theorem 1.2 with Theorem A. If (1/p,1/q) € lp andif 1/p = 1 or
1/g=1lorl/r=0o0r1/r =3/2,thens(p,q) =nandt(p, q) = 2. In these cases, we have
s(p, 2
By d SR = BYLS(R™) < ByS AR = WHARY)
s W(n/2+£/4,n/2+€/4)(R2n)

and hence the claim of Theorem 1.2 is covered by Theorem A. For other (1/p, 1/q) € Iy,
ie,for0 <1/p,1/g < 1and0 < 1/p+1/q < 3/2, we have n/2 < s(p,q) < n and
2 < t(p,q) < oo. In this case, Theorem 1.2 covers multipliers that cannot be dealt with by
Theorem A. In particular, for (1/p, 1/q) € Jo, Theorem 1.2 implies that 7, is bounded in
LP x L9 — L",1/p+1/q = 1/r, if m satisfies (1.1) for |«| + |B| < [rn/2] + 1, which does
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not follow from Theorem A. The precise statement will be given in Proposition 5.1 in Section
5.

Here we give a remark on the argument to prove Theorems 1.1 and 1.2. We shall prove
the estimate (1.6) or (1.7) for m € S(R?") or even for m € C8°(R2‘1). Once this is proved,
then a limiting argument will show that the estimate holds for more general m with the right-
hand side finite. In the argument of the succeeding sections, we shall not mention explicitly
that we are treating only multipliers m in these good classes.

The contents of this paper are as follows. In Section 2, we recall some preliminary facts.
In Sections 3 and 4, we prove Theorems 1.1 and 1.2 respectively. In Section 5, we give the
proposition mentioned above. In Appendix, we shall observe that Theorem 1.2 can be directly
applied to the first commutator of Calderén.

REMARK 1.3. Here we briefly review the results of [19, 7, 6]. Although these papers
deal with multilinear operators, here we consider only the bilinear case. For 1 < ¢ < oo and
s > 0 and for functions F (&, n) on R*", we define the Sobolev norm || F“WtA‘(RZVI) by

||F||Wt~‘(R2n) = - As — An)s/zF(f, ML g2y s

where

(I — A — A PRE 1) = —
& n ’ (27.[)2}1

In the case t = 2, we simply write W* (R?") instead of w} (R?"). We consider the estimate

(1.8) I Tmllrxrasrr S supllmjllx, 1/p+1/g=1/r,
jezZ

/2 SEERN(L 4 x? + |yP)PF(x, y)dxdy.
R n

for a function space X on R?", where m j 1is defined by (1.3). Now, firstly, [19, Theorem
1.1] asserts that (1.8) holds with X = WS (R*")if s > nand 1 < p,q,r < oo. This result
is covered by Theorem A since W*(R>") < W/2:5/2(R?"). Secondly, [7, Theorem 1.1]
asserts that (1.8) holds with X = W,S(Rzn) ifl <t<2,2n>s>2n/t,and

l<p,g<oo, r<oo, (2n-—s)/p+s/g<s, s/p+Q@n—s)/qg<s.

(In fact, this is not explicitly stated in [7, Theorem 1.1], but it follows from the proof given
in [7, Section 3], combined with some additional arguments of duality and interpolation as
given in [7, Proof of Corollary 1.1].) This result restricted to (1/p, 1/q) € Iy is covered by
Theorem A since the Sobolev embedding gives

W[S(R2n) s WS/(RZH) s W(S//2,S//2)(R2n)
with s’ = s —2n/t + n > n. Finally, [6, Theorem 1.1] is the same as Theorem A for
(p,q) = (2,00) or (o0, 2).

2. Preliminaries. For two nonnegative quantities A and B, the notation A < B
means that A < CB for some unspecified constant C > 0, and A ~ B means that A < B
and B < A. We denote by yxs the characteristic function of a set S. For 1 < p < oo, p’ is the

conjugate exponent of p, thatis, 1/p+1/p’ = 1.
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Let S(R™) and S’ (R™) be the Schwartz spaces of all rapidly decreasing smooth functions
and tempered distributions, respectively. We define the Fourier transform F f and the inverse
Fourier transform F~! f of f € S(R") by

FrE) = Fie) = fR e Epdy and FfG =

ix-&
el IACY S

For a function o (x,&) € L®(R" x R"), we define the linear pseudo-differential operator
o (X, D) by

o(X,D)f(x)=

/ o, £)f(§)dE,  feSR".
Q)" Jge

In particular, if o is an x-independent symbol, then we denote by o (D) the corresponding
linear Fourier multiplier operator.
The Hardy-Littlewood maximal operator M is defined by

1
Mf(x) = sup — IFO)Idy,
r>07" [x—y|<r
where f is a locally integrable function on R". We also use the notation M, f(x) =

M(| f19)(x)/e.
Let F (&, ) be a function on R” x R". We denote by ||| F (£, n)|| L I g the L} (Lg)-norm

of F(&§, 1),
a/p /g
heemgly ={ [ ([ irenrae) " anl
n R" Rn
with usual modifications if p = oo or ¢ = oco. In the case p = g, we simply write || - || Ll
. N
instead of |||| - ”LguLZ'

Let ¥ € S(R") be as in (1.4) with 2n replaced by n, and set ¥p(§) = 1 — Z,fil lI/(§/2k)
and ¥ (§) = W (£/2%) if k > 1. Note that supp ¥ C {|€] < 2}, supp ¥ C {2¥7 ! < |&| <
M1y if k> 1, and Y2 Wk(€) = 1. For 1 < p,g < coand s € R, the Besov space
B}, ,(R") consists of all f € S’(R™) such that

1/q

o] 1/q e
1118, = (Zz’““f||wk<1)>f||§p> = (szwn(f—lww * fll’{p) < 00.
k=0 k=0
It is well known that Bs’z(R") = WS (R"). See Triebel [20] for more details on Besov spaces.
Let 0 < p < o0, and let ¢ € S(R™) be such that fR,, ¢(x)dx # 0. Then the Hardy
space H”(R") consists of all f € S’(R") such that
I fllar =11 sup | * flliLr < o0,

O<t<oo
where ¢;(x) = t7"¢(x/t). It is well known that HP(R") = LP(R") if 1 < p < oo. See
Stein [17, Chapter 3] for more details on Hardy spaces.
Let ¢pp be a C°°-function on [0, co) satisfying

¢o(t) =1 on [0,1/8], suppgo C [0,1/4].
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We set ¢1(t) = 1 — ¢o(?), and define the functions @; ;) on R¥\ {0}, (i, j) € {0, 1}?, by

@i, & ) =i (IEIVIEP + )b (Inl/VIE? + Inl?),
where (§, 1) € R" x R" \ {(0, 0)}. We note that @ gy = 0, and have
LEMMA 2.1 ([4, Lemma 3.1],[19, Section 5]). (1) For (§,1) # (0,0),

Qa1 m + Po,néE )+ PaoE m=1.
(2) Each &, satisfies

1980 iy (& I < P (le] + 1Dy~ (I+18D

for all multi-indices a, B.
(3) supp @(1,1y C {(§.m); 161/8 < Inl < 8|&|}, supp P(o,1) C {(§.m); 6] < Inl/2} and
supp @(1,0) C {(§.m); Inl = 151/2}.

The following fact with s = 0 appears as [20, Proposition 1.3.2].

LEMMA 2.2 ([19, Lemma3.3]). Let2 <q <oo,r >0ands > 0. Ifsupp f C {x €
R"; |x| <r}, then

N 1/q 1/2
</Rn|(1+lél)“f(€)lqdé> 5(/RnI(I—A)“/2f(x)I2dx> :

where the implicit constant depends onlyonn, q,r, s.

LEMMA 2.3 ([20, Remark 2.8.2/1]). Let1 < p,q <ooands > 0. Then

I follsy, <171y, lgleg,
forall f € By, ,(R") and all g € B, ,(R").

The fact in the next lemma is well known in the Littlewood-Paley theory for Hardy
spaces. In fact, using the characterization of the Hardy space H! by Littlewood-Paley square
functions ([20, 5.2.4]), we can give its proof.

LEMMA 2.4. Let A > 1. Then

> fi

JjezZ

1/2
S H(Z Ifj|2>
Hl

JjezZ

L1
for all sequences { f;} jez satisfying suppﬁ C{EeR"; A712/ < |g| < A2/},

3. Proof of Theorem 1.1. In this section, we shall prove Theorem 1.1. The proof
basically depends on the paraproduct argument. We first prepare several lemmas.

LEMMA 3.1. Lets € R, andlet U € S(R*") be such that supp Uisa compact subset
of R¥" away from the origin. Assume that ® € C®(R*" \ {0}) satisfies

|90y @ (E. M| < Ca,p(€] + n) 171!
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oralla, B € N. Set
0

i€, m) =mQIE, 2 @I, 2P (E, ).

Then
sup [ = 86,6 g | S sup | = 80 Pmje g
_ s/2~ _ s/2,, .
sup |17 = 80026 |3 S sup [ = 80Pl

where m  is defined by (1.3).

PROOF. We only consider the first inequality, because the second one can be proved in
the same way. We may assume that supp ¥ C (2750 < (€)% + |n|»H /% < 2k} with kg € No.
We first prove the following inequality:

I | [ R TER

Ly

S [CEFSRT R

CJlapreEce ],

where F1G(x, n) is the partial Fourier transform of G (&, ) with respect to the &-variable.
Since

(14 x> 2| FI(FG)(x, n)|
< /R (4 1x = yPYPIFFG -y, )l + yDF2IF G, )l dy.
it follows from Plancherel’s theorem and Young’s inequality that
|1 = Ae) > (FG)(E. m) 2= Q)21+ 1P PFRFG) (x| 12
S+ PR ] 4+ PP PRGE ],
— (27'[)"/2” (I — AS)Y/Q.F(S’ '7) ”Lé ”(1 + |x|2)|Y‘/2-7_-1G(x’ '7) ||L)1( ,

which implies (3.1).
Since supp ¥ (£ /2%, n/2K) c {21 < (1&)* + |n|?)/? < 2k+1}, we have

mjE ) =mQIE 2@ Q2IE, 2 T (E, )
ko

= > m@QIE2nw(E/2" 020 QE, 2T E, )

k=—ko

ko
= > mj(E/25 0250, E ).

k=—kg
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where m 4 is defined by (1.3) and ®; (&, ) = ®(2/&,2/n)¥ (£, ). Combining this with
(3.1), we see that
ko

[ = a0 e mle],. € X |10 =80 imjwc2t 296 0]
k=—k

Ly Ly

X H ||(1 + |x|2)|S‘/2‘F]¢j(x, T’)”L; HLOO .
n

By a change of variables, for |k| < ko,

[z = 26y 2imaic/28 /290 w2

Ly Ly

s

Ly

< sup | |7 = A9 Pm; . m)] 2
jeZ 4
where the implicit constant is independent of j. On the other hand, since

|3§¢j & nl S X{|g|52k0}(5, n)

for each o, we see that

sup H |+ PR ), H <o
jEZ X Ln

Therefore, we obtain the desired result. O

One of the ideas in our proof of Theorem 1.1 is to decompose m as m(€,n) =
ZjeZ mj(§/2/, 77/2j) and use pointwise estimate of ij(~/2j’~/2j)(f, g)(x). The pointwise
estimate is based on the following two lemmas.

LEMMA 3.2. Lets > n/2and max{l,n/s} < g < 2. If suppo C {(x,&); |&| < 10},
then

lo(X. D/r) f(0)] S || = Ag)*Po(x, O 2 Mg f )
for allr > 0. The implicit constant is independent of r and f € S(R™).

PROOF. Using the formula
o(X. DJr)f(x) = /R Py o (e (e — ) F) dy

where F 1a(x, y) is the partial inverse Fourier transform of o (x, §) with respect to the &-
variable, we have by Holder’s inequality

, 1/q'
lo(X,D/r) f(x)| < (/Rn [(1 +V|)’|)S]:2_1‘7(X,ry)|" r"d)’)

q 1/q
x (/ r"dy) .
Rn

f
(I+rlx —yDs
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Note that ¢ > 2, and then Lemma 2.2 gives

1/q' 1/q’
(fR I(L+rly))* Fy to(x, ry)|4 r”dy) = (/R I(1+ [y Fy o (e, I dy)
S| - a9 o, s>||L§.

Since sqg > n, we also have

</ f
R

A +rlx—yD?

Combining these inequalities, we obtain the desired result. O

q 1/q
r"dy) SMUFID)Y =M, f(x).

LEMMA 3.3. Lets > n/2 and max{1l,n/s} < q < 2. Ifsuppm C {(§,n); |&| < 10},
then

[Ton.r, -y (s DO S My f(x)

/ NI = Ag)*Pm(E, n/r)G(n) dn
R" L§

forallr > 0. Similarly, if suppm C {(§,n); |n| < 10}, then

[T, 10 (fs O] S Mg g(x)

‘ /R U = Ay P&, ) [ (&) de

L3
for all r > 0. The implicit constants in the above inequalities are independent of r and

frg € S(RM).

PROOF. By symmetry of the situation, we consider only the case suppm C

{(€.m); 6] = 10}

We write the bilinear operator T (./r,./r) as a combination of linear operators in the
following form:

1 . 1 : -~
— lx-s 1X- o~
i) = | e ((2,,)” | s n/r)g(n)dn) 7€ ae
=0r(9: X, D/r) f(x).

where

or(g; 3, £) = / ¢V Nm(E, n/rYg(n) dn.
Q2m)" Jgn
Since suppo;(g; x, &) C {(x,&); |&] < 10}, Lemma 3.2 gives
T r. 1y (s ()] = |0y (g5 X, D/r) f(x)]
S U = Ao Por(g; x, O 2Mq f )

1 .
= H /n ex (g — AS)S/Zm(S, 77/")?(77) dn

Q)" 2 Y7 (-

The proof is complete. |
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Lgc)

where s > n/2 and m is defined by (1.3). By Lemma 2.1, we can decompose m as

PROOF OF THEOREM 1.1. We assume that m (&, n) satisfies

_ s/2
(3.2) f‘;g(””“ Ag) mJ(S,n)HLg

=A <00,

po 1 =2 Pmyem]

m=m®q 1 +mdgp.1) +mdao =mY +m® m®.
Note that
suppmD C {(¢,m) € R" x R"; |£]/8 < |n| < 8|&]}.
suppm® C {(5,n) € R" x R"; |£] < [nl/2},
suppm® C {(&,m) € R" x R"; [n] < |£]/2}.

By Lemma 3.1, we have

(3.3) sup (H [ =20 2m@E 2|+ |10 =8 Pm € m]
jez ellLge 1

)<
L)~
fori = 1,2, 3, where m;i)(s, n) = mDQ/g, 2/ )W, n). It is sufficient to prove the esti-
mate | 7,0 [l 25251 S A fori = 1,2,3. By symmetry of the situation, m® and m® are
treated in the same way. Thus, we shall only consider m " and m®.

Since n/s < 2, we can take g satisfying max{1, n/s} < g < 2. We denote by .4 the set
of ¥ € S(R") for which supp ¥ is a compact subset of R" \ {0}.

Estimate for 7,1): We simply write m and m instead of m‘? and m;U, respectively.
Since
. . e . .
mE n) =y mEm¥E/2,n/2) =Y m;&/2,n/2),
JjeZ j=—00
we have
3.4 Tm = Z ij(./zj,‘/zj) .
JjeZ

In the present case (m = m(1), an important fact is that |£| & || for (&, ) € suppm. This
implies that

mjE/2,n/2) #£0 = & ~nl~2.
By this fact, we can take a ¢ € A such that ¥ (£/2/) = ¥ (n/2/) = 1 for all (£, n) satisfying
m;(&/27,n/27) # 0. Thus T (/23,25 (fs 9)(x) can be written as

ij(./zj,./zj)(fv 9)(x)

1 , S o~ L
fR i e D (& /20, /20 (£/27) F &)Y (n/2)G(n) dEdn

= (27‘[)2"
= T p20,-120) (i 97) ),

where f; = ¥/(D/2)) f and gj = ¥/(D/2))g.
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We shall estimate the L'-norm of T p20,.120y(fj» 9j). Note that suppm; C
(€, n); |1+ |n|> < 4} forall j € Z. Hence, by Lemma 3.3,

T 27,120 (7 9 O] S Mg (f7) () / eI = D) PP (€, n/2))Gj () dn|
n L
&
Integrating with respect to x and using Schwarz’s inequality, we obtain
1T, 2,20y (Fis gt S Mg (Il /R eI — A Pm(E,n/2))g; () dn i
n L
Ex

For the former L?-norm, we have 1My (f)llz2 S IIfjllz2 since g < 2. For the latter L?-norm,
Plancherel’s theorem and (3.3) give

/n (T — Ag)Pm (&, 0/20)G; () dn

2
Lf,x

= )" | (1 = 2y m € /2G50
n.§

SA|GW] 2 = @) Allglla -
Thus

W T 20,207 (fis g S AlLFill2 Mgl 2 -
Hence, using Schwarz’s inequality, we obtain

1T CF. DUt = | D Tsoi oy (Fi 90| = D M2 2 (i g
jeZ L' ez
1/2 1/2
SAY Ifill2lgile < A(Z ||fj||iz> (Z ||gj||iz>
JjeZ jez jeZ

S Alflllglze
where the last inequality holds because ¥ has compact support away from the origin. This
proves the boundedness of 7).

Estimate for 7,,,2):  We simply write m and m ; instead of m® and m}z), respectively. In
the present case (m = m®), an important fact is that |&| < || & |€ + n| for (£, n) € suppm.
This implies that
3.5) mjE/2 . 0/2) £0 = |~ 5 +nl~2.

By (3.5), we can take a y € A such that ¥ (n/2/) = 1 for all (€, n) satisfying m ; (£ /27, n/27) #
0. Thus ij(,/zj’_/zj)(f, ¢)(x) can be written as
ij(./zj,./zj)(fa 9(x)
1 ; ; N o
- / S EEDm (£ /20, /20 F €)W (n/20Y5(n) dEdn
2m)*" Jgon
= ij(./zj,./zj)(fy 9j)(x),
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where g; = Y(D/ 27)¢g. From (3.5), it also follows that there exists a constant B > 1 such that
the Fourier transform of 7,,, .2/ /251 (f, 9)(x) is included in the annulus {¢ € R"; B~12/ <
lz| < B2/}
Using the above facts and using Lemma 2.4, we can estimate the L!-norm of Tn(f, 9)
as follows:
,

1T (f Dl SN TnCFe Dl = | D Ty o (- 67)

JjeZ

1/2
S H(Z [T .21 12y (S5 9j)|2>

jezZ

L1

Since suppm ; C {(§,n); |E]> + n|> < 4} forall j € Z, Lemma 3.3 yields

/Rn eI — Ag)Pm (&, n/2)) G5 (n) dn

| mj('/ j,'/ j)(f’ gj)('[)| S qf(x) 2
1 27,72 L
§

Taking £2-norm with respect to j € Z, we have

172
(Z [T 2120y (fs gj)(X)|2>

jezZ

< qu<x><2

JjeZ

2 (12
L2> ‘

§

[ 1 = 206 n/2) g d
Thus, by Schwarz’s inequality,

1/2
H ( > T2 20 (o g,-)(x)|2>

JjezZ

< ”qu”Lz(Z

JjezZ

Ll

2 1/2
f eI — Ag)Pm (&, 1/2)) G (n) dn ) .
R 12

&,x

For the former L?-norm, we have My fllz2 S 11 fllz2 since g < 2. For the latter L?-norm,
Plancherel’s theorem and (3.3) give

2

JjeZ

2

f ST — Ay &0/ |
n L
&,x

= Q0" Y | = a0 Pmie 02030
jezZ

<A G5, = @AY g3, < A%lgl..
jez ! jez

2
2
LU»E

where the last inequality holds because ¥ has compact support away from the origin. Com-
bining the above inequalities, we obtain the desired estimate. This completes the proof of
Theorem 1.1. ]
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REMARK 3.4. For the multiplier m® appearing in the proof of Theorem 1.1, we have
actually proved
1T ll2x2m S A,
where A is the same as in (3.2). By symmetry of the situation, 7}, has the same boundedness
property.
4. Proof of Theorem 1.2. The former part of Theorem 1.2 readily follows from The-

orem 1.1 and Theorem A by duality and interpolation. To see this, we use the following
lemma.

LEMMA 4.1. Lets > 0ande > 0. Ifsupp F C {(|1£]> + |n|*)'/? < 10}, then

[l = a0 2re |, +|ld-apPFEm],;| . SIFE DI, -

LOO

£

PROOF. Letg € S(R™) besuchthatg = 1on{£ € R"; || < 10}. Since s > 0 and
F(&,n) = eE)F (&, n), it follows from Lemma 2.3 that

(1 = Ae)?F e, 77)HL2(R2) ~EE Mg,y = le@EFE Mg,k
S le@ g, ry 1FGE mllps_ k) -

We denote by {/; }?10 and {¥; }?10 the sequences of functions used in the definition of Besov
spaces on R" and R*", respectively. Then

IFE sy, ,rny = IFE s, k)

= 27|y (D) F (&, ML ry)

J=0

o o0
< DD 2 W (D) W(De ) F (& )l ooy -
k=0 j=0
Since ¥ (§)¥r(§,n) = 0if j > k + 2, the last sum can be estimated as
oo k+1 _
D02 2P IV (D)W (Dey) F (&, mllos (e
k=0 j=0
oo k+1 .
< 2D 2PNFT I 1k (De ) F 6wl oo rey
k=0 j=0
o0
S Y 2RI (D ) F &, )l ey
k=0

S zugz"““wwk(Ds,n)F(s, Mooy, = I1F | g, -

Combining these inequalities, we obtain the desired result for the term ||| - || 12 | Lie- Inter-
changing the roles of £ and 7, we can estimate the term ||| - ||;2|] Ly in the same way. O
n
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PROOF OF THE FORMER PART OF THEOREM 1.2. We shall divide the proof into two
steps.

Step 1.  Here we give a general result for interpolation. We write { = (£, 1) € R"xR".
Let X,, v =0, 1, be Banach spaces satisfying S(RZ”) — X, & S’(RZ”), and let

4.1 X = (X0, X1)g, 0<0 <1,

be the complex interpolation spaces of X and X in the sense of Triebel [20, 2.4.4]. We
assume that X,,, v = 0, 1, have the following properties:

(4.2) IF)O @)y, SIF@ly, foreach ® € S(R™),
where the implicit constant is allowed to depend on ®, and

4.3) IFEONx, SITF@l, forall 1/4<t<4.
We shall prove that if

4.4) ||Tm||Hpv><qu_>L"v 5 sup “mJ“Xv , v=0,1,
JjeZ
then
4.5) 1 T\l o o 176 S sup [lmj |l x,
jezZ

where 1/pg = (1—-0)/po+06/p1,1/q0 = (1 —6)/q0+0/q1 and 1/rg = (1 —0)/ro+06/r1.
For m(¢) € S(R*") and 0 < 0 < 1, we set

Aj=|mjlx,, J€EZ,

where m; is defined by (1.3). By (4.1) and the definition of complex interpolation, there
exists an S’ (R>")-valued function m j,z which is analytic on the strip § = {z € C; 0 <
Rez < 1}, bounded and continuous on S (for precise meanings of analyticity, boundedness,
and continuity, see [20, 2.4.4]) such thatm j 9 = m; and

1-6 0
(sup ”mj,iy”Xo) <SUP ||mj,1+iy||x,> ~Aj

yER yeR
([20, Definition 2.4.4/2, Lemma 2.4.6/3]). Setting

o _ SUPyeR llm iyl x, @;(z—9)

and mj,=e mj.,

supyeg lmj 1+iylix,
we have %j,g =mjp=m;j and
(4.6) sup [|7,iyllx, = sup |7 1+iyllx, = Aj .
yeR yeR

Let ¥ € S(R?") be such that supp ¥ C {272 < |¢] < 2%} and ¥ =1on supp ¥, where
¥ is the function appearing in (1.3). We define a family of bilinear Fourier multipliers m, by

m(0) =Y ;27w zeS.

jezZ
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Then me(¢) =Y ey m;jQ2~1 )W (277¢) = m(¢). From the support properties of ¥ and ¥,
it follows that

k+2
(m) () =m. QkOw (@)= Y A QT OT v ()
j=k—2
for each k € Z, and consequently
k+2
[musinelly, < D i@ OT QT O @)
j=k-2

for v = 0, 1. Hence, by (4.2), (4.3) and (4.6),

Z Hm/ vtiy (27 itk )H Z ||mj vHiy ”X N SupA
-2

Jj=k=2

H (mu—i-ty)k

Combining this with (4.4), we have
P e Pt

Therefore, the interpolation theorem for analytic families of operators ([10, 18]) gives (4.5).

Step 2. We shall introduce a notation. For sg € (0, co) and ¢, p, g € [1, oo], we simply
write [so, 1/¢; 1/p, 1/q] to mean that the estimate
I TnllrxHa—1r S sup llmjllgs . 1/r=1/p+1/q,
JjEZ '
holds for each s > so with the implicit constant depending on s, where we replace H* x
H*® — L® by L® x L*® — BMO inthecase p = q =r = o0.

We shall apply the general result of Step 1 to the case of the Besov spaces. These spaces
have the properties (4.2) and (4.3) (see Lemma 2.3 and [16, Proposition 2.1.3/3], respectively).
Also, it is known that

(Bto 00 ll 00)9 s

where 1, tg, t; € [1, o0], s, 50, 51 € (0, 00),0 <6 < 1,and
I/t=10=0)/to+6/t1, s=(1—0)s0+06s
(see [20, Theorem 2.4.7]). Hence, the interpolation argument in Step 1 implies the follow-
ing: if s, € (0,00), ty, pv,qy € [1,00], and [sy, 1/ty; 1/py, 1/gy] for v = 0,1, then
[s.1/t;1/p,1/q] fors,t, p, q given by
(s, 1/t,1/p, 1/q) = (1 = 0)(s0, 1/t0, 1/ po, 1/q0) + O (s1, 1/t1, 1/ p1, 1/q1)

with0 <6 < 1.
We also use the duality. Recall the formula

“4.7) / Tn(f,9)hdx = / T,(h,g) fdx = / T,2(f h)gdx,
R" R" R"
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where m*! (&, ) = m(—(§ +n), ) and m**(€, ) = m(&, —(§ + n)) (see [8, p.1155]). This
formula says that

| TnllLpxra—rr = ||Tm*1 ||L’,><L4—>L1’, = ||Tm*2“LP><L’/—>L‘1,

for p,q,r € [1, c0]. Similar equality holds if we replace L' or L> by H! or BM O in an
appropriate way. Since the Besov space B} ., is invariant under the maps m — m*,i=1,2,
([16, Proposition 2.1.3/6]), we have the following: if s € (0,00), t, p,q € [1,00], 1/r =
I/p+1/qg <1,and[s, 1/t;1/p,1/q],then[s, 1/¢t;1—1/r,1/qland [s, 1/t;1/p, 1 —1/r].
Now we shall see that the former part of Theorem 1.2 follows from Theorem A and
Theorem 1.1. First, Theorem 1.1 and Lemma 4.1 yield [n/2, 0; 1/2, 1/2]. Then duality gives
[7/2,0;1/2,0] and [r/2,0; 0, 1/2]. Hence interpolation between these three points gives
[n/2,0; 1/p,1/q]forall (1/p, 1/q) € Jo. Next, by Theorem A and the embeddings

S1+s2+¢€ s1+s2 S1+s2 (s1,52)
B; & — By, " =W — W ,

we have [n, 1/2;1/p, 1/q] for (1/p,1/q) € dly, where 31y denotes the boundary of the
region Ip, which consists of five line segments. Finally, the results for (1/p, 1/q) € U?:l Ji
follow from the results for (1/p,1/q) € Jy and (1/p,1/q) € 91y by interpolation. This
completes the proof of the former part of Theorem 1.2. O

To prove the latter part of Theorem 1.2, we use the following theorem of [14].

THEOREM B ([14]). Lets € R,1 < p,q <00,2/3 <r <oo,and1/p+1/qg=1/r.
If there exists a positive integer N such that

T,  (R1 M LR < max sup (1+ &+ 19208 m ¢,
| Tnll P (RPYx HO (R — L7 (RY) S |a+IﬂISN<s,neII)en( €]+ [nD)"10g 9 m(&, n)]

for allm(&,n) € CP°(R" x R"), then s > s(p, q) with s(p, q) given in Theorem 1.2. In
the case p = q = r = 00, the same conclusion holds if we replace H® x H>® — L* by
L>® x L*® - BMO.

It should be remarked that in [14] the claim of Theorem B is given for bilinear pseudo-
differential operators. But, from its proof, we see that the claim actually holds for bilinear
Fourier multiplier operators (see the proofs of [14, Lemma 6.3, Theorem 6.4]).

The following lemma reduces the latter part of Theorem 1.2 to Theorem B.

LEMMA 4.2. Lets > 0. Then

sup [lmllgs, gy S~ max ( su (1+|§|+|77|)S|3a3ﬂm(§777)|)
Gep B B o B\ ¢ ek £

forallm(&,n) € C®°(R" x R"), where m; is defined by (1.3) and [s] is the integer part of s.
PROOF. Letm € C*°(R" x R"), N =[s]+ 1, and

A = max < sup (1 + ICI)Slaym(§)|>-

YI=N \ (cgon
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Take 0 < 6 < 1 such thats =6N. Then
1-6 0
5o = s9p (185 (DYMl120)' ™7 (2 0Dy )
4.8) keNo
< lmjll” lmjlly
By the lifting property of Besov spaces ([20, Theorem 2.3.8]) and by the embedding L>*° —

0
B 50» We have

4.9) Imjlpy  ~ Y 107millg S D 197 mlle.
lyI=N lyI<N
Since ¥ appearing in (1.3) satisfies supp ¥ C {1/2 < [¢| < 2}, we see that

07 miOl =| Y Cpup2M@ m@ ) @) (©)
Yi+yv2=y
D YA+ 27D TIEPE)©)] S Amax{1, 27D
Yi+rn2=y
for |y| < N. Hence
(4.10) Imjllgy <Y Atmax{l,2/)"1™ ~ A(max{1,2/pN "
lVvI=N

A

Similarly we have
(4.11) Imjllgy, S llmjlize S A(max{1,2/})7* .

Since s = 6 N, combining (4.8), (4.10), and (4.11), we have

. _(1-0) . _f
mjlgs, . < [A(max{l,zf}) } {A(max{l,Zf})N } —A.
This completes the proof. o

PROOF OF THE LATTER PART OF THEOREM 1.2. Let p, g, r satisfy the assumptions
of Theorem 1.2 and let s(p, g) be the number as given in the theorem. Assume that s > 0 and
t € [1, oo] satisfy
(4.12) 1Tl tp e —1r < sup lmjligs

JjeZ '
where H*® x H*® — L% isreplaced by L™ x L*°® — BMO inthecase p = q = r = 00.
Taking ¥ e S(R™) satisfying ¥ =1on supp ¥, where ¥ is the function appearing in (1.3),
we can write m;({) = lIﬁ7(§)mj(§). By Lemma 2.3,

(4.13) lmjligs o < W B lmjllgs, ., = lmjlligs, . -

t.oo N

From (4.12), (4.13), and Lemma 4.2, we have

I Tl trx e —1r < sup lmjllps, . < max ( sup (1+I€I+Inl)“lagafm(é,n)l).
jez ™ | +HBISIsIHL \ g, peRn

Hence we must have s > s(p, ¢) by Theorem B. This completes the proof. O
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5. A comparison of Theorem 1.2 and Theorem A. The following proposition shows
that the case s(p,q) < n of Theorem 1.2 covers multipliers that cannot be dealt with by
Theorem A.

PROPOSITION 5.1. Let0 < s < n,s1 > n/2,and s3 > n/2. Then there exists a
function m(&, n) on R" x R" such that SUp ez ||mj“Bfoc(R2") < ooforanyl <t < oo, but
Supjcz lmjlly 1.5 gany = 00, where m j is defined by (1.3).

PROOF. We shall divide the proof into three steps. In Steps 1 and 2, we assume that
m(¢) is a function in C*°(R?") satisfying suppm C {|¢| > 1}, where ¢ = (£, 1) € R" x R".

Step 1. Lets > 0. In this step, we prove that if m () satisfies
.1) 0/ m(@) < Cyl¢I™, v e Ng',

then supjez mjlips , < o0 forany 1 < t < oo. By (4.13), it is sufficient to prove
supjez llmjlips, . < 00 under the assumption (5.1). This follows from Lemma 4.2, since
m(¢) satisfies

0/ m@) < C,(1+1tD™, ¥ e Ng",
where we have used the fact suppm C {|¢| > 1}.

Step 2. Lets; > n/2 and s > n/2. In this step, we prove that if m(¢) satisfies
supjez Ml e < 0o, then for any & > 0

(5.2) F eI m@) e L'(R?M).

Taking ¥ e S(R?) satisfying ¥ =1lon supp ¥ and supp 1 Z 0, where ¥ is the function ap-
pearing in (1.3), we can write |¢|~m (¢ /27) = |¢|7¥W (¢ /27)m j (£ /27). Then, by Young’s
inequality and changes of variables,

IF=I 178 /2D < WF - 1758 2D 1F T (/2000
=27 F N U F il = C27 8| F )

Since s1, 52 > n/2, we have by Schwarz’s inequality and Plancherel’s theorem

_ 1 _
IF 1mj||L1 :W/Rn /Rn |mj(x, y)|dxdy

_ 1 / (L4 P2+ [y 222 (x, )|
Q) Jre S 4 P2+ P/

1 172
(] o)
n Jre (14 1x]2)51(1 4 [y[?)%

(el

=CIl(I — Ae)*V2(I — A miE, )2 = Clm il S 1,

dxdy

5 1/2
(1 P2+ [y 785 x, )| dxdy)

and consequently
IF M 1oy 20 S 2708
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Hence, using the decomposition

2175 m(e) = Y 121 m@)W (5 /27) =Y 1¢1 7 m(5/27),
j=0 Jj=0
where we have used the facts that suppm C {|¢| > 1} and supplll(-/2j) C {2/'_1 <[¢] <
271}, we have

[e¢) [e¢)
F o ml < Y IF T my /200 )27 < oo,
=0 Jj=0
Step 3. In this step, we finish the proof of Proposition 5.1. We assume that 0 < s < n,
s1 > n/2,and s» > n/2. Take a number 0 < a < 1 satisfying s < na. Let us consider the
function m(¢) defined by

(5.3) m(&) = O)¢I exp(ilc|?), ¢ e R™,

where ® € C®(R?") satisfies @ (¢) = 0if || < 1 and ©(¢) = 1 if |¢| > 2. We shall see
that this m(¢) is a function which we are looking for.

It is easy to check that m(¢) defined by (5.3) satisfies (5.1). Thus, it follows from Step
1 that SUpjez llm ||B§,oo < oo forany 1 <t < co. On the other hand, by [21, Theorem 9], if
s + & < 2n — na, then

|f_1[| . |—£m](X)| ~ |X|(—2n+s+€+na)/(1—a) , X c RZVL , X N 0

From this we see that F~'[| - |~*m] € L'(R*") if and only if s + ¢ > na. Hence, if ¢ > 0
is so small that s + & < na (this is possible because s < na), then F~![| - |~*m] & L' (R*"),
namely (5.2) does not hold for such small €. Therefore, it follows from Step 2 that m(¢) does
not satisfy SUp ez lm |l yysp.5) < 00. The proof is complete. O

Appendix A. The first commutator of Calderdn is defined by

A(x) — A(y)
—— = f(ydy.
=) f(ydy

It is known that C; is a bounded operator in L” (R), 1 < p < oo, if A is a Lipschitz function
on R and

Ci(fHx) = P-V~/
R

(A.1) ICH(NHILrry < cpllA Lo fllLrry, 1< p <oo.

See Calderén [1], Coifman-MclIntosh-Meyer [2] and Coifman-Meyer [12] for its history. In
this appendix, we shall observe that the estimate (A.1) and other estimates for the case A’ €
L7 (R) immediately follow from Theorem 1.2.

If we set A” = a, then C; can be written as a bilinear Fourier multiplier operator con-
cerning f and a:

1
Ci(f,a)(x) = / e”@“)(—in / sgn(s+an>da>f<é)a(n>d5dn.
0

@2n)? Jg2
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Since
1 1
/0 sgn(§ +an)da = 2/0 X(0,00)(& +an)da — 1,

we can reduce the boundedness of C; to that of T, with

1
(A.2) m (&, n) =/0 X0.00)(& +anyda, (§,m)€RXR.

This explanation can be found in Muscalu [15].

Suppose 1 < p,g <oo,1/p+1/qg=1/r,and2/3 <r < oco. Lets(p,q) and t(p, q)
be the numbers given in Theorem 1.2. Note that we are treating the case n = 1 and observe
that s(p, ¢) < 1. Hence Theorem 1.2 and (4.13) yield

ITnliLrxra—rr S sup llmjllps -
JEZ '

Thus, once the condition

(A.3) sup ”mj”Bcl)coo < 00
JjezZ ’

is checked, we obtain
ICi(fsa)llr SN fleellallee s

the estimate (A.1) is the case ¢ = oo of this estimate.

Since m (&, n) defined by (A.2) is homogeneous of degree 0, to obtain (A.3), it is suffi-
cient to consider the case j = 0, namely mo(&, n) = m(&, n)¥ (&, n). Hence, by (4.9), our
goal is to check

(A.4) llmo (&, ML + [19gmo(&, ML + [[9ymo(§, ML < 00.

Note that m (&, n) can be written as

AT

Y

=

E+n=0.

Since the function m (&, n) is Lipschitz continuous away from the origin, the estimate (A.4) is
obvious.
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