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§ 1. Let {Xic(t)} (k = 0,1,2, ) be a sequence of random variables defined
in a probability space (T. F. P). The so-called central limit theorem (Cramer
[13) states that when a sequence {Xfc(ί)> satisfies some appropriate condi-
tions, then we have

± X,lt) S a) = ^

1
where —,— ]V X^it) denotes a suitably normalized variable. About this

*< n Jc = θ

theorem we will consider the following two generalizations:
1°. Replacing the constant upper limit a of summation by a measurable

function g(t) defined in T.
2°. Replacing the number n of random. variables of summation by a random

function Nn(t) defined in T.
On these generalizations J. C. Smith [2] has proved some theorems in the case
where {X^f)} is the system of Rademacher's functions. On the other hand

1
M. Kac [3D has discussed the limit distribution of the type of ^
where f{t) is a measurable function with period 1. In this note we consider
the above generalizations in the case Xι-{t) = f(2H). Throughout this note

1 "'
we assume that 7 — 2 f(2H) converges in law to the normal distribution

G(u).

§ 2. In this paragraph we prove a lemma.
LEMMA 1. If E is a measurable set in CO?1H then

lim P (~^ /

where P is the Lebesgue measure.
PROOF. Devide CO, 13 into 2ι equal parts and denote by Δ| the set

It; j/VSttSiU+V/21 i = 0,1,2,-.• 2 ί ~ l , andt = l, 2 , - .
Then for any f and j
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lim P (-T^Σf(2H) g a, 'UΔ/

Therefore

lim P ( - 4 = 2/(2^) ^ β, Δί) = P(Δ(')G(o).

Now, let M be the family of sets E which satisfy the following relation

/ 1 " λ

lim P - 7 = *Σf(2H) ^a, E) = P(E)G(a),

Then we can easily conclude the following properties:
1° M includes [0,1] and Δf for any i and /
2° If E c E', and E', E € M, then Ef - E € M.

For

= P(E')G(ά)- P(E)G{a) =

α, E)

3° If B = U Δ/, Δ;€ M and Δj, Δj' 0* * /) are non-overlapping, then E ζ M.
j=ι

For

— - - * ( 1 )

and for every n we have

0 < P ( ^ Σ f(2H) ̂  a, Δ^) ΞS P(AJ
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and

2 PίΔ,) =

So the convergence of 2 P ί • 2 /&**) S «, Δj J is uniform with
7=0 fc=0

res-

pect to #. Hence we can exchange the order of limit and summation of (1).
Thus the right hand side of (1) is

a) = P(E)G{a),

which is the required result.
Since M includes any closed interval and any open interval, any open

set and any closed set are also included in M by l°-3°. Here, P is the
Lebesgue measure, so M includes any Z-measurable set.

Using the above lemma we shall consider the generalizations mentioned
in §1.

§3. THEOREM 1. Let g(t) be a non-negative measurable function defined

iw£0,ll then

r1 r9(t)

j\ r1 r9(t)

2/(2'*) Si m) = / dtj dGiu),

where G(u) denotes the normal distribution.

PROOF. It is sufficient to prove this theorem for the case where g(t) is
a simple function. Let g(t) be a simple function such that {ai}

(i = 1,2, ). Then we have

K — U

(2)

J{2H)

The exchange of limit and summation of (2) is shown by the same way as
in 3° of the preceding lemma. Hence, using Lemma 1, we have

= 2 - G( - αt)j P(g(t) = en)
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= j dt I dG(u).

Thus we get the theorem.
If two measurable functions gτ(t) and g./t) have the distribution func-

tions Gι{u) and G>Λ(u) respectively and if Gλ(u) = Ga(w) for the continuity
points of Gλ{u) and G2(u), then it is said that g^t) and g.z(t) have the same
distribution function GΛ{u) (or G2(u)).

COROLLARY 1. Let gλ(t) and g2(t) be non-negative and measurable functions

having the same distribution function G{u). Then

= ίdG(v)ί dG(u).

PROOF. From Theorem 1, we have

7
w

= I dt dG{u) = dG(v)l dG(u)
J J J J

9Ί(ί)

§ 4. Next, we consider the second generalization.

THEOREM 2. Let Nn&) = rciV(0 + £*(*), wfo?^ ΛΓw(f) and N(f) are measur-
able functions which take only non-negative integers, and Qn(t) = o (n112). Then

Jf=O

0 - α
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PROOF. Put

7= Σ /(2s*) = - 7 ^

then
lim P(\Sn(t)\> €)

= lim fi, 0 (MO = Λf, D
l f = o fc = -

l i m P(\Su(t)\>£, N(t) = M, D Q«(f) = *)

where Σr denotes the summation from nM to nM -f | Qn(f) 1 or from nM —
I On(ί) I to nM according to Qn(t) > 0 or Qn(t) < 0. But from our assump-

1 "
tion —7=* 2 f(2H) converges in law to G{ύ) and Qn{t) = o(n112). Hence

So we have

j

lir

lir

"p(

= 0

s / n t

°W~n

\

V(t)

= 0

HJf

2/(2fc£) W) -

By Lemma 1, the last hand side of (3) equals to
,f-l/2 J. .̂vm-l/a

= M) I .rfG(«) = I dt\ dG{u).

In Theorem 2, when M= N(t) = 0 then we interprete that
denotes oo.

COROLLARY 2. Let

+ Q'Jj)

(a)

" 1 ' 2 = aN(t)-112
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and
N-(t) = nN"{t) + QW)

satisfy the conditions of Nn(t), N(t) and Qn{t) of Theorem 2. // N\t) and
N"(t) have the same distribution function G(u), thep

k=0

= I

PROOF. It is evident from Theorem 2.

The theorems of J. C. Smith [22 are obtained when we put

f(t) = sign (sin 2*tf)

in Theorem 1 and Theorem 2.
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