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Abstract. In the characterization theorems for generalized information
measures, we come across some functional equations which are fundamental
in nature. These functional equations define entropy, directed-divergence
and inaccuracy functions, all of type β. Measurable solutions of the func-
tional equations concerning these measures are derived in this paper.

1. Introduction. Let P = (pl9 , pn), pt ^ 0, Σ?=iP* = 1 be a finite
discrete probability distribution, then the entropy of type β {β Φ 1) for
the distribution P is defined [Havrda and Char vat (1967), Darόczy (1970)]
by the expression

(1.1) H?(Pl, , p.) - ( t pi - I)} φ-> - 1) .

For β —> 1, (1.1) reduces to Shannon's entropy [Shannon (1948)]. Also
(1.1) has a relation to the entropy of order β defined in [Renyi (1961)].

While characterizing (1.1), Darόczy (1970) came across the following
functional equation:

(1.2) f(χ) + (l - xYflv/a - x)] = f(y) + (1 - y)βf[χ/(l - y)],

for x,ye [0,1[ with x + y e [0,1].
For solving the equation (1.2), Darόczy (1970) also assumed/(0) = /(I)

and /(1/2) = 1.
Here we will give the measurable solutions for the following more

general functional equation

(1.3) f(χ) + (1 - xYg[y/il - x)] = hiy) + (1 - vYk[x/il - y)} ,

for x, y e [0,1[, x + y e [0, 1], without the initial conditions.
In (1.3), we assume g, k: [0, l ] - > ^ and /, h: [0,1[—*^g* where &

stands for the real numbers.
With the help of (1.3), we will also obtain the measurable solutions

for the following functional equation,

(1.4) F(x,y) + il-xY(l-yyF[u/il-x),v/il-y)]

= Fin, v) + (1 - uYil - vyF[x/il - u), y/(L - v)] ,
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for x, y,u, ve [0, 1[ with x + u, y + v e [0, 1], the motivation for the con-
sideration of this equation is given below.

The functional equation of the type (1.4) comes very often in the
characterization of directed-divergence of type β [Rathie and Kannappan
(1972)] and inaccuracy of type β [Rathie and Kannappan (1973)]. For the
two finite discrete probability distributions (pu •••, pn), p t ^ 0 , Σ?=i P< — 1
and (qlf"'9qn)f Qi^O, Σ?=i?i = 1> the directed-divergence of type β
(β Φ 1) is defined by

(1.5) n(
Wl,Wl, ,Qn/ //

and the inaccuracy of type β (β Φ 1) by the following expression:

(V P)
l, -*-,Q

For β-+l (1.5) reduces to the directed-divergence [Kullback (1959)]
or the information-gain [Renyi (1961)] and (1.6) yields the inaccuracy
[Kerridge (1961)].

For the various applications and characterization theorems of the
information measures mentioned above, the reader may see the references
cited at the end of this paper.

2. Measurable solutions of (1.3). The measurable solutions of (1.3)
will be given in the form of a theorem towards the end of this section.
First we will prove a few lemmas which will be required in the proof of
the theorem later on.

LEMMA 1. // /, h: [0,1[ —> & and g, k: [0, 1] —• & satisfy the func-
tional equation (1.3), then

(2.1) f{x) = g(l -x) + [k(ΐ) - k(0)]xβ ~ 9(1) (1 - x)> + /(0) ,

for x e ]0, 1[ ,

(2.2) h(y) = g(y) - A*0)(l - y)' + /(0) , for y s [0,1[ ,

(2.3) k(x) = g{χ - x) + [k(l) - fc(0)]x' + [g(0) - g(l)](ί - xy

+ /(0) - λ(0) , for xe ]0,1[ ,

and

(2.4) g(x) = φ) - [g(0) - g(l)]p> + g(0) ,

where u satisfies the functional equation

(2.5) i t ( l - x) + ( 1 - x y φ f t l - x)] = u(y) + ( 1 - yyu[(l - x - y)/(l - y)]

for x e ]0,1[, y e [0,1[ with x + y e ]0,1] .
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PROOF. For x = 0, (1.3) yields (2.2). Taking y = 1 - x in (1.3) and
using (2.2) we get (2.1). Putting y = 0 in (1.3) and utilizing (2.1) we
arrive at (2.3).

Substituting the expressions for /, h and k from (2.1), (2.2) and (2.3)
respectively in (1.3), we have

(2.6) </(l - x) + (1 - x)βg[y/(l - x)]

= g(v) + (i - v)βg[(i - * - lO/tt - y)] + b(0) - </(i)](i - x - y)β

for x e ]0,1[, y e [0,1[ with x + ye]0,1].
It is easy to see that for y = 0, the equation (2.6) gives #(0) + /(0) —

h(0) — &(0) = 0 and hence the equation (2.6) takes the following form:

(2.7) 0(1 - x) + (1 - »

= g(y) + (l

+ flr(l)(l - xγ - fif(0)(l - y)^ + [g(0) - g(l)](l - x - y)> ,

for x e ]0,1[, 2/ e [0,1[ with a? + y e ]0,1[. Define

u(α?) = ίir(a?) + [g(0) - g(l)]xβ - g(0) .

Then we obtain (2.4) and by (2.7) that of (2.5). This completes the proof
of Lemma 1.

The proof of the following Lemma 2 is analogous to that of Lemma
3 in Kannappan and Ng (1973).

LEMMA 2. // u is measurable in ]0,1[ and satisfies (2.5) for all x,
y e ]0, 1[ with x -f- y e ]0, 1[, then u is locally bounded in ]0, 1[ and hence
locally integrable.

N o w w e d e t e r m i n e t h e m e a s u r a b l e s o l u t i o n of (2.5) f o r x,ye ] 0 , 1 [
w i t h x + y e ] 0 , 1 [ .

LEMMA 3. The most general measurable solution of (2.5) for x, y e
]0, 1[ with x + y e ]0, 1[, is given by

(2.8) u(x) = ASβ(x) , xe]0, 1[

(2.9) Sβ(x) = xβ + (1 - xY - 1 , /or /3(>0) ^ 1 ,

where A is an arbitrary constant.

PROOF. Following [Kannappan and Ng (1973)] it is easy to see that
u is differentiate infinitely in ]0, 1[.

Now differentiating (2.5) first with respect to x and then the resulting
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expression with respect to y and then replacing y/(l — x) by t and x/(l — y)
by 1 — s, we get

(2.1) (1 - ί)f-'[ίtt"(ί) - 09 - lK(ί)] - s2^[(l - βK'(β) + 03 - l)u'(s)] ,

for ί, s G ]0, 1[.
Now from (2.10) we have

(2.11) %(«) - [λ//3(/9 - 1)](1 - ί)' + c2P - cjβ , for t e ]0, 1[ ,

where λ, cx and c2 are constants.
Substituting the value of u from (2.11) in (2.5) we get

\/β(β - 1) = cjβ = c2 = A (say) .

This proves Lemma 3.

Now we prove the following Theorem for the functional equation (1.3).

THEOREM 1. The most general measurable solutions o/(1.3) are given
by

f(x) = ASβ(x) + d,xβ - c2(l - x)β + c

9(y) = ASβ(y) + d2yt + c2

' h(x) = ASβ(x) + d2χt - c4(l - aj)'9 + c

k(y) = ASβ(y) + dy* + c4

/or x e [0, 1[, ?/ e [0, 1], where Sβ is given by (2.9) and A, clf c2, c4, d and
d2 are arbitrary constants.

PROOF. From (2.1), (2.2), (2.3), (2.4), (2.8) and (2.9) it is easy to see
that the functions /, g, h and k have the following forms:

f{x) = ASβ(x) + dp* + c, + δx(l - xγ

g{x) = ASβ(x) + d2χt + c2

h(x) = ASβ(x) + ώ2α;̂  + c± + 68(1 - α?)

for ίc e ]0, 1[ where A, du d2, cu c2, c4, bu b3 and b4 are arbitrary constants.
Direct substitution of (2.13) in (1.3) yields b1 = —c2, b3 = —c4 and

δ4 = 0 giving the expressions in Theorem 1.
An examination at the boundary reveals that /, g, h, k have the form

(2.12) on the respective domains. This completes the proof of Theorem 1.

When /, g, h and k are the same, (1.3) reduces to (1.2), the measurable
solution of which is given in the following corollary to Theorem 1.

COROLLARY. The most general measurable solution of (1.2) is given
by.
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(2.14) f(x) = ASβ(x) + Bx* , for xe [0,1] ,

where A and B are arbitrary constants.

REMARK. For /(0) = /(I) and /(1/2) = 1, (2.14) reduces to the infor-
mation function given in [Darόczy (1970)].

3. Measurable solutions of (1.4). Using the results of the previous
section, we will establish the following theorem concerning the functional
equation (1.4).

THEOREM 2. The function F: [0,1] x [0,1] —> ^?, measurable in each
variable and satisfying the functional equation (1.4), is given by

(3.1) F(x, y) = bx*y* - A[x'yr + (1 - x)*(l - y)r - 1] ,

for x, y G [0,1], β(>0) Φ 1, where A and b are arbitrary constants.

PROOF. For each fixed y, ve [0, 1[ with y + v e [0,1], the functional
equation (1.4) is of the form (1.3) in the variables x and u. Hence we
can apply the results of Theorem 1. Thus, there exist constants A{y, v),
dfy, v), d2(y, v), c^y, v), c2(y, v) and c4(y, v) such that

(3.2) F{x, y) = A(y, v)Sβ(x) + d^y, v)x? + Cι(y, v) - c2(y, v)(l - x)*

(3.3) (1 - y)"F[x, v/(l - y)] = A{y, v)Sβ(x) + d2(y, v)x* + c2(y, v)

(3.4) F(x, v) = A{y, v)Sβ(x) + d2(yf v)x? + Cl(y9 v) - φ , v)(l - x)β

(3.5) (1 - vYF[x, y/(l - v)] - A(y, v)Sβ(x) + d,(y9 v)x? + c4(y, v) .

From (3.2) it is easy to see that A(y, v) + d^y, v), A(y, v) — c2(yf v) and
A(y, v) — c^y, v) are all functions of y alone. Also from (3.4) we find that
A(v, v) — Gι(y> v) is a function of v alone. Hence — A{y, v) + cfy, v) is a
constant, say A. Denoting A(y, v) + d^y, v) and A(y, v) — c2(y9 v) by B(y)
and c{y) respectively, the equation (3.2) takes the following form

(3.6) F(x, y) = A + B{y)x* + c(y)(l - x)> , for x, y e [0, 1] .

Now, substituting the expression for F from (3.6) in (1.4) we get
c(y) + A(l - y)r = 0 and B(y) - (1 - vYB[y/(l - v)] = 0 giving

(3.7) B(y) = Xyr

and

(3.8) c(y) = -A(l - y)r ,

where λ is an arbitrary constant.
Finally, taking b = X + A and substituting for B(y) and c(y) from (3.7)

and (3.8) in (3.6) we arrive at (3.1). This completes the proof of Theorem 2.
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The following three cases are interesting from the point of view of
information theory.

( i ) For 7 = 1 - £, F(l, 1) = F(0, 0), F(0, 1/2) = 1, the function F
given in (3.1) reduces to the directed-divergence function of type β.

(ii) For β = 1, 7 = δ - 1, F(l/2, 1/2) = 1, F(0, 0) = F(l, 1), the func-
tion F given in (3.1) reduces to the inaccuracy function of type β.

(iii) For x = y, (3.1) reduces to (2.14).
In the end, it is interesting to point out that similar results can be

easily derived for functional equations corresponding to (1.4) in three or
more variables.
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