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#### Abstract

Methods for computing logarithmic vector fields along a semi-weighted homogeneous hypersurface with an isolated singularity are considered in the context of symbolic computation. The main idea of our approach is based on the concept of polar variety and of algebraic local cohomology. New algorithms are introduced for computing a set of generators of the modules of logarithmic vector fields. The keys of the resulting algorithms are a notion of parametric syzygy system and that of parametric local cohomology system.


## 1. Introduction

The concept of logarithmic vector fields along a hypersurface, introduced by K. Saito [38], is of considerable importance in complex analysis and singularity theory. Logarithmic vector fields have been extensively studied and utilized by several authors in diverse fields and in many different problems such as the theory of Saito free divisors [2, 5, 11, 12], logarithmic comparison problems [8, 9], singular holomorphic vector fields $[3,16,39,41], I$-versal deformation theory [13, 14, 37]. H. Terao [49] and J. W. Bruce [5] studied the modules of the logarithmic vector fields along the bifurcation set of a semiuniversal deformation of an isolated hypersurface singularity and decided its structure. These authors also gave a method of explicit computation for its free base.

[^0]In singularity theory, A. Aleksandrov [1] and J. Wahl [50] independently gave, among other results, a closed formula of the generators of logarithmic vector fields along quasi-homogeneous complete intersection singularities. Later, H. Hauser and G. Müller [19, 20] investigated Gröbner correspondences and showed in particular that two germs of hypersurfaces with an isolated singular point are biholomorphicaly isomorphic if and only if the corresponding Lie algebras of logarithmic vector fields are isomorphic.

For non-quasi homogeneous cases, no closed formula and no algorithmic method for computing logarithmic vector fields are known. Structure of logarithmic vector fields has not been studied systematically even for the case of semiweighted homogeneous hypersurface isolated singularities. Many problems that involve logarithmic vector fields still remain unsolved.

In this paper, we consider logarithmic vector fields along semi-weighted homogeneous hypersurface isolated singularities. Based on results given in [42], we propose an effective method for computing a set of generators of the module of logarithmic vector fields. The keys of our approach are the concept of a polar variety and a set of local cohomology classes associated to the polar variety. We generaize the proposed method to parametric cases for studying deformation of hypersurface singularities. An innovation of this paper is a notion of parametric syzygy system. The resulting algorithms can compute in particular the parameter dependency of the structure of the module of logarithmic vector fields associated to $\mu$-constant deformations of weighted homogeneous hypersurface isolated singularities.

To be more precise, let $f$ be a semi-weighted homogeneous polynomial in $K\left[x_{1}, \ldots, x_{n}\right]$, w.r.t. a weighted vector $\mathbf{w} \in \mathbf{N}^{n}$, where $K$ is the field of rational numbers or complex numbers. We assume that the polynomial $f$ defines an isolated singularity at the origin and the sequence $\left(f, \frac{\partial f}{\partial x_{2}}, \frac{\partial f}{\partial x_{3}}, \ldots, \frac{\partial f}{\partial x_{n}}\right)$ is a regular sequence ([24, 25]).

In section 3, we describe an algorithm for computing a basis of local cohomology classes associated to the polar variety, namely local cohomology classes associated to the ideal generated by $f, \frac{\partial f}{\partial x_{2}}, \frac{\partial f}{\partial x_{3}}, \ldots, \frac{\partial f}{\partial x_{n}}$ in the local ring. As we have given in [31] only an outline of the algorithm, we illustrate here in section 3 a complete algorithm. We also show the effectivity of the proposed algorithm and how Poincaré polynomials work well, together with results of the benchmark tests.

In section 4, first we describe relations between logarithmic vector fields and local cohomology classes and we see that these local cohomology classes can be used to reveal the structure of logarithmic vector fields. Second, we propose an
algorithm for computing standard basis of the annihilator ideal of local cohomology classes mentioned above. The resulting algorithms will be utilized in the next section.

In section 5, we provide two different computational methods of logarithmic vector fields (with parameters). The first method utilizes Lazard's homogenization technique [23]. The second method utilizes a Gröbner basis computation of a syzygy module. We describe these algorithms with many details and examples. We also present empirical data and comparison of the two computational methods.

This paper extends our conference paper [31] by many details, algorithms, computation experiments and examples. The first method, described in section 5, has been introduced in [31]. The second method is newly obtained in the present paper.

All algorithms in this paper have been implemented in the computer algebra system Risa/Asir [35]. All tests presented in this paper, have been performed on a machine [OS: Windows 7 (64bit), CPU: Intel(R) Core i-7-5930K CPU @ 3.50 GHz 3.50 GHz, RAM: 64 GB] and the computer algebra system Risa/Asir version 20150126 [35].

## 2. Preliminaries

Throughout this paper, we use the notation $x$ as the abbreviation of $n$ variables $x_{1}, \ldots, x_{n}$. The set of natural numbers $\mathbf{N}$ includes zero. $K$ is the field of rational numbers $\mathbf{Q}$ or the field of complex numbers $\mathbf{C}$.

Let $\mathbf{w}=\left(w_{1}, w_{2}, \ldots, w_{n}\right) \in \mathbf{N}^{n}$ be a weight vector with positive entries (i.e., $w_{i}>0$ for all $i$ ) for a given coordinate system $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and $\xi=\left(\xi_{1}\right.$, $\left.\xi_{2}, \ldots, \xi_{n}\right)$. Set $|\alpha|_{w}=\sum_{i=1}^{n} w_{i} \alpha_{i}$ for $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right) \in \mathbf{N}^{n}$. The weighted degree of a term $x^{\alpha}=x_{1}^{\alpha_{1}} x_{2}^{\alpha_{2}} \cdots x_{n}^{\alpha_{n}}$ is defined by $\operatorname{deg}_{\mathbf{w}}\left(x^{\alpha}\right)=|\alpha|_{\mathbf{w}}$. Let $\operatorname{deg}_{\mathbf{w}}(f)$ denote the weighted degree of $f$, defined to be $\operatorname{deg}_{\mathbf{w}}(f)=\max \left\{|\alpha|_{w} \mid x^{\alpha}\right.$ is a term of $\left.f\right\}$. Let $\operatorname{ord}_{\mathbf{w}}(f)=\min \left\{|\alpha|_{\mathbf{w}} \mid x^{\alpha}\right.$ is a term of $\left.f\right\} .\left(\operatorname{ord}_{\mathbf{w}}(0)=-1\right)$.

Definition 2.1 ([4]). (i) A nonzero polynomial $f$ in $K[x]$ is weighted homogeneous of type $(d ; \mathbf{w})$ if all terms of $f$ have the same weighted degree $d$ with respect to $\mathbf{w}$, i.e., $f=\sum_{|\alpha|_{w}=d} c_{\alpha} x^{\alpha}$ where $c_{\alpha} \in K$.
(ii) A polynomial $f$ is called semi-weighted homogeneous (or semiquasihomogeneous) of type ( $d ; \mathbf{w}$ ) if $f$ is of the form $f=f_{0}+g$ where $f_{0}$ is a weighted homogeneous polynomial of type $(d ; \mathbf{w})$ with an isolated singularity at the origin, $f=f_{0}$ or $\operatorname{ord}_{\mathbf{w}}\left(f-f_{0}\right)>d$.

Definition 2.2 (weighted term orders). For two multi-indices $\lambda=$ $\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$ and $\lambda^{\prime}=\left(\lambda_{1}^{\prime}, \lambda_{2}^{\prime}, \ldots, \lambda_{n}^{\prime}\right)$ in $\mathbf{N}^{n}$, we write $\xi^{\lambda^{\prime}} \prec \xi^{\lambda}$ or $\lambda^{\prime} \prec \lambda$ if $\left|\lambda^{\prime}\right|_{\mathbf{w}}<|\lambda|_{\mathbf{w}}$, or if $\left|\lambda^{\prime}\right|_{\mathbf{w}}=|\lambda|_{\mathbf{w}}$ and there exists $j \in \mathbf{N}$ so that $\lambda_{i}^{\prime}=\lambda_{i}$ for $i<j$ and $\lambda_{j}^{\prime}<\lambda_{j}$.

Definition 2.3 (inverse orders). Let $\prec$ be a local or global term order. Then, the inverse order $\prec^{-1}$ of $\prec$ is defined by $x^{\alpha} \prec x^{\beta} \Leftrightarrow x^{\beta} \prec^{-1} x^{\alpha}$ where $\alpha, \beta \in \mathbf{N}^{n}$.

Note that if $\prec$ is a global term order ( 1 is the minimal term), then $\prec^{-1}$ is the local term order ( 1 is the maximal term). Conversely, if $\prec$ is a local term order, then $<^{-1}$ is the global term order.

Definition 2.4 (minimal bases). A basis $\left\{x^{y_{1}}, \ldots, x^{\gamma_{l}}\right\}$ for a monomial ideal $I$ is said to be minimal if no $x^{\gamma_{i}}$ in the basis divides other $x^{\gamma_{j}}$ for $i \neq j$, where $\gamma_{1}, \ldots, \gamma_{l} \in \mathbf{N}^{n}$.

## 3. Algorithms for computing algebraic local cohomology classes

In this section we describe algorithms for computing algebraic local cohomology classes associated to a polar variety, and give results of the benchmark tests.

### 3.1. Algebraic local cohomology

Here we briefly review algebraic local cohomology classes, and give notation and definitions that will be used in this paper. The details are in $[17,18,34,43$, 44, 45].

Let $S=\{x \in X \mid f(x)=0\}$ be a hypersurface with an isolated singularity at the origin $O$ in $\mathbf{C}^{n}$, where $X$ is an open neighborhood of the origin $O$ and $f$ is a holomorphic defining function. Let $\mathcal{O}_{X}$ be the sheaf of holomorphic functions, $\mathcal{O}_{X, O}$ the stalk at the origin of the sheaf $\mathcal{O}_{X}$. Let $\mathscr{H}_{\left\{O_{\}}\right.}^{n}\left(\mathcal{O}_{X}\right)$ be the local cohomology supported at $O$. Consider the pair $(X, X-O)$ and its relative Čech covering. Then, any section of $\mathscr{H}_{\{O\}}^{n}\left(\mathcal{O}_{X}\right)$ can be represented as an element of relative Čech cohomology. All local cohomology classes we handle in this paper are actually algebraic local cohomology classes that belong to the set defined by

$$
H_{[O]}^{n}(K[x]):=\lim _{k \rightarrow \infty} \operatorname{Ext}_{K[x]}^{n}\left(K[x] /\left\langle x_{1}, x_{2}, \ldots, x_{n}\right\rangle^{k}, K[x]\right),
$$

where $\left\langle x_{1}, \ldots, x_{n}\right\rangle$ is the maximal ideal generated by $x_{1}, \ldots, x_{n}$. We identify $H_{[O]}^{n}(K[x])$ with $K\left[\xi_{1}, \ldots, \xi_{n}\right]$. An algebraic local cohomology class $\sum c_{\lambda}\left[\begin{array}{c}1 \\ x^{\lambda+1}\end{array}\right]$ is represented as a polynomial in $n$ variables $\sum c_{\lambda} \xi^{\lambda}$ where $x^{\lambda+1}=x_{1}^{\lambda_{1}+1} x_{2}^{\lambda_{2}+1} \ldots$ $x_{n}^{\lambda_{n}+1}, c_{\lambda} \in K, \lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \mathbf{N}^{n}$ and $\xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right)$. The multiplication by $x^{\alpha}$ is defined as

$$
x^{\alpha} * \xi^{\lambda}= \begin{cases}\xi^{\lambda-\alpha}, & \lambda_{i} \geq \alpha_{i}, i=1, \ldots, n \\ 0, & \text { otherwise }\end{cases}
$$

where $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbf{N}^{n}, \quad \lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \mathbf{N}^{n}, \quad$ and $\quad \lambda-\alpha=\left(\lambda_{1}-\alpha_{1}, \ldots\right.$, $\lambda_{n}-\alpha_{n}$.

Let fix a global term order $\prec$ on $K[\xi]$. For a given algebraic local cohomology class of the form

$$
\psi=c_{\lambda} \xi^{\lambda}+\sum_{\xi^{\lambda^{\prime}}<\xi^{\gamma^{\lambda}}} c_{\lambda^{\prime}} \xi^{\lambda^{\prime}}, \quad c_{\lambda} \neq 0,
$$

we call $\xi^{\lambda}$ the head term, $c_{\lambda}$ the head coefficient, $c_{\lambda} \xi^{\lambda}$ the head monomial and $\xi^{\lambda^{\prime}}$ the lower terms. Let $\operatorname{ht}(\psi), \mathrm{hc}(\psi)$ and $\mathrm{hm}(\psi)$ denote the head term, the head coefficient and the head monomial respectively. Furthermore, let $\operatorname{Term}(\psi):=$ $\left\{\xi^{\kappa} \mid \psi=\sum_{\kappa \in \mathbf{N}^{n}} c_{\kappa} \xi^{\kappa}, c_{\kappa} \neq 0, c_{\kappa} \in K\right\}$, the set of terms of $\psi, \operatorname{Coef}(\psi):=\left\{c_{\kappa} \mid \psi=\right.$ $\left.\sum_{\kappa \in \mathbf{N}^{n}} c_{\kappa} \xi^{\kappa}, c_{\kappa} \neq 0, c_{\kappa} \in K\right\}$, the set of coefficients of $\psi$ and let $\operatorname{LL}(\psi):=\left\{\xi^{\kappa} \in\right.$ $\left.\operatorname{Term}(\psi) \mid \xi^{\kappa} \neq \mathrm{ht}(\psi)\right\}$, the set of lower terms of $\psi$.

Let $\Psi$ be a finite subset of $H_{[O \mid}^{n}(K[x])$. Set $\operatorname{ht}(\Psi):=\{\operatorname{ht}(\psi) \mid \psi \in \Psi\}$, $\operatorname{Term}(\Psi):=\bigcup_{\psi \in \Psi} \operatorname{Term}(\psi), \quad \operatorname{Coef}(\Psi):=\bigcup_{\psi \in \Psi} \operatorname{Coef}(\psi) \quad$ and $\quad \operatorname{LL}(\Psi):=$ $\bigcup_{\psi \in \Psi} \operatorname{LL}(\psi)$. Moreover, let $\operatorname{ML}(\Psi)$ denote the set of monomial elements of $\Psi, \operatorname{SL}(\Psi)$ the set of linear combination elements of $\Psi$. For instance, let $\Psi=$ $\left\{2 \xi_{1}^{2} \xi_{2}-3 \xi_{1}^{2}+\xi_{2}, \xi_{1} \xi_{2}^{2}+\xi_{1}, \xi_{1}^{3} \xi_{2}^{2}, \xi_{1} \xi_{2}\right\}$ in $\mathbf{C}\left[\xi_{1}, \xi_{2}\right]$, then $\operatorname{ML}(\Psi)=\left\{\xi_{1}^{3} \xi_{2}^{2}, \xi_{1} \xi_{2}\right\}$ and $\mathrm{SL}=\left\{2 \xi_{1}^{2} \xi_{2}-3 \xi_{1}^{2}+\xi_{2}, \xi_{1} \xi_{2}^{2}+\xi_{1}\right\}$.

Let $\xi^{\lambda}$ be a term and let $\Phi$ be a set of terms in $K[\xi]$ where $\lambda=\left(\lambda_{1}, \ldots\right.$, $\left.\lambda_{n}\right) \in \mathbf{N}^{n}$. We call $\xi^{\lambda} \cdot \xi_{i}$ a neighbor of $\xi^{\lambda}$ for each $i=1, \ldots, n$. We define the neighbor of $\Phi$ as $\operatorname{Neighbor}(\Phi):=\left\{\varphi \cdot \xi_{i} \mid \varphi \in \Phi, i=1, \ldots, n\right\}$.

Note that for a polynomial and a set of polynomials in $K[x]$, we use the same notation as above, too.

Definition 3.1 (changing variables). Let $G$ be a set of polynomials in $K[x]$ and $g \in G$. A map $\mathscr{C V}$ is defined as changing variables $x_{i}$ into $\xi_{i}$, for all $i \in$ $\{1, \ldots, n\}$. The inverse map $\mathscr{C} \mathscr{V}^{-1}$ is defined as changing variables $\xi_{i}$ into $x_{i}$.

That is, $\mathscr{C} V(g)$ is in $K[\xi]$. The set $\mathscr{C} V(G)$ is also defined as $\mathscr{C} V(G)=\{\mathscr{C} V(g) \mid$ $g \in G\}$.

For instance, $f=-2 x_{1}^{3} x_{2}+2 / 5 x_{1}^{2}+3 \in \mathbf{Q}\left[x_{1}, x_{2}\right]$ and $\psi=3 / 2 \xi_{1}^{2}-2 \xi_{2}+$ $2 \xi_{3} \in \mathbf{Q}\left[\xi_{1}, \xi_{2}, \xi_{3}\right]$. Then, $\mathscr{C} \mathscr{V}(f)=-2 \xi_{1}^{3} \xi_{2}+2 / 5 \xi_{1}^{2}+3$ and $\mathscr{C} \mathscr{V}^{-1}(\psi)=3 / 2 x_{1}^{2}-$ $2 x_{2}+2 x_{3}$.

### 3.2. Algorithms for computing algebraic local cohomology classes

Here we illustrate an algorithm for computing a basis of the vector space $H_{\Gamma(f)}$ associated to a polar variety $\Gamma(f)$ of a hypersurface $S$.

Let $f=f_{0}+g$ be a semi-weighted homogeneous polynomial of type $(d ; \mathbf{w})$ in $K[x]$, where $f_{0}$ is a weighted homogeneous polynomial of type $(d ; \mathbf{w})$ with an isolated singularity at the origin, and $\mathbf{w}$ is a weight vector. Let $\Gamma(f)$ be a polar variety $[24,46,47,48]$ of the hypersurface $S$ defined to be

$$
\Gamma(f)=\left\{x \in X \left\lvert\, \frac{\partial f}{\partial x_{2}}(x)=\frac{\partial f}{\partial x_{3}}(x)=\cdots=\frac{\partial f}{\partial x_{n}}(x)=0\right.\right\} .
$$

Set

$$
\begin{aligned}
H_{\Gamma(f)}= & \left\{\psi \in H_{[O]}^{n}(K[x]) \left\lvert\, f * \psi=\left(\frac{\partial f}{\partial x_{2}}\right) * \psi\right.\right. \\
& \left.=\left(\frac{\partial f}{\partial x_{3}}\right) * \psi=\cdots=\left(\frac{\partial f}{\partial x_{n}}\right) * \psi=0\right\} .
\end{aligned}
$$

Here, the system of coordinates $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is assumed to be generic in a sense that $H_{\Gamma(f)}$ is a finite dimensional subspace of $H_{[O]}^{n}(K[x])$. That is, $\left\{f, \frac{\partial f}{\partial x_{2}}, \ldots, \frac{\partial f}{\partial x_{n}}\right\}$ has an isolated common root at the origin.

Remark 1. Let $I=\left\langle f, \frac{\partial f}{\partial x_{2}}, \ldots, \frac{\partial f}{\partial x_{n}}\right\rangle$ and $\mathfrak{m}=\left\langle x_{1}, x_{2}, \ldots, x_{n}\right\rangle$ in $K[x]$. Since $\mathbf{V}\left(I: \mathfrak{m}^{\infty}\right)=\overline{\mathbf{V}(I) \backslash\{O\}}$, if there exists $p$ in the ideal quotient $I: \mathfrak{m}^{\infty}$ sucht that $p(O) \neq 0$, then $f, \frac{\partial f}{\partial x_{2}}, \ldots, \frac{\partial f}{\partial x_{n}}$ has an isolated common root at the origin. Hence, by computing a Gröbner basis of $I: \mathfrak{m}^{\infty}$ in $K[x]$, one can know whether $f, \frac{\partial f}{\partial x_{2}}, \ldots, \frac{\partial f}{\partial x_{n}}$ has the isolated common root at the origin or not.

The aim of this subsection is to give an efficient algorithm for computing a basis of the vector space $H_{\Gamma(f)}$. First we present an algorithm for computing a basis of $H_{\Gamma\left(f_{0}\right)}$. Second, we design an algorithm for computing a basis of $H_{\Gamma(f)}$ by
using the basis of $H_{\Gamma\left(f_{0}\right)}$. The essential point of the proposed algorithm is a use of Poincaré polynomials.

Now we recall the notion of Poincare polynomial for the ideal $\left\langle f, \frac{\partial f}{\partial x_{2}}\right.$, $\left.\frac{\partial f}{\partial x_{3}}, \ldots, \frac{\partial f}{\partial x_{n}}\right\rangle[7]$.

Definition 3.2. Let $f=f_{0}+g$ be a semi-weighted homogeneous polynomial of type $(d ; \mathbf{w})$. Then, the Poincaré polynomial of the ideal $\left\langle f, \frac{\partial f}{\partial x_{2}}, \frac{\partial f}{\partial x_{3}}, \ldots\right.$, $\left.\frac{\partial f}{\partial x_{n}}\right\rangle$ is defined by

$$
P_{\Gamma(f)}(s)=\frac{\left(s^{d}-1\right)\left(s^{d-w_{2}}-1\right)\left(s^{d-w_{3}}-1\right) \cdots\left(s^{d-w_{n}}-1\right)}{\left(s^{w_{1}}-1\right)\left(s^{w_{2}}-1\right)\left(s^{w_{3}}-1\right) \cdots\left(s^{w_{n}}-1\right)} .
$$

Let $P_{\Gamma(f)}(s)=\sum_{i=1}^{p} m_{i} s^{d_{i}}$ be the Poincare polynomial of the ideal $\left\langle f, \frac{\partial f}{\partial x_{2}}\right.$, $\left.\frac{\partial f}{\partial x_{3}}, \ldots, \frac{\partial f}{\partial x_{n}}\right\rangle$. We introduce the multiset $D_{P_{\Gamma(f)}}$ of weighted degrees as

$$
D_{P_{\Gamma(f)}}=\bigcup_{i=1}^{p}\{\underbrace{d_{i}, d_{i}, \ldots, d_{i}}_{m_{i} \text { elements }}\} .
$$

Notice that $D_{P_{\Gamma\left(f_{0}\right)}}=D_{P_{\Gamma(f)}}$.
The following two results are essentially same as our previous results presented in [30, 34].

Proposition 3.3. Using the same notation as above, there exists a basis $\Psi_{0}$ of $H_{\Gamma\left(f_{0}\right)}$ that satisfies the following conditions
(i) $\Psi_{0}$ consists of weighted homogeneous polynomials.
(ii) $D_{P_{\Gamma\left(f_{0}\right)}}=\left\{\operatorname{deg}_{\mathrm{w}}(\psi) \mid \psi \in \Psi_{0}\right\}$.

As $f_{0}$ is a weighted homogeneous polynomial of type ( $d ; \mathbf{w}$ ), the multiset of weighted degrees of elements of a basis of $H_{\Gamma\left(f_{0}\right)}$ equal to the multiset $D_{P_{\Gamma\left(f_{0}\right)}}$.

The next two lemmas $[30,45]$ are needed to construct the algorithm.
Lemma 3.4. Let $T$ be the minimal basis of $\left\langle\operatorname{Term}\left(\left\{f, \frac{\partial f}{\partial x_{2}}, \ldots, \frac{\partial f}{\partial x_{n}}\right\}\right)\right\rangle$ in $K[x]$ and let $M$ be the set of standard monomials of $\langle T\rangle$. Then, for all $\xi^{\lambda} \in$ $\mathscr{C V}(M)$,

$$
f * \xi^{\lambda}=\left(\frac{\partial f}{\partial x_{2}}\right) * \xi^{\lambda}=\cdots=\left(\frac{\partial f}{\partial x_{n}}\right) * \xi^{\lambda}=0 .
$$

Let $\operatorname{MB}\left(H_{\Gamma(f)}\right)$ denote the set $\mathscr{C} \mathscr{V}(M)$.

All monic monomial elements of a basis of the vector space $H_{\Gamma\left(f_{0}\right)}$ can be also obtained from the minimal basis of $\left\langle\operatorname{Term}\left(\left\{f_{0}, \frac{\partial f_{0}}{\partial x_{2}}, \ldots, \frac{\partial f_{0}}{\partial x_{n}}\right\}\right)\right\rangle$.

Let $\Lambda_{H_{0}}$ denote the set of exponents of head terms in $H_{\Gamma\left(f_{0}\right)}$ and let $\lambda=$ $\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \mathbf{N}^{n}$. Let $\Lambda_{H_{0}}^{(\lambda)}=\left\{\lambda^{\prime} \in \Lambda_{H_{0}} \mid \lambda^{\prime} \prec \lambda\right\}$.

The following lemma tells us a condition of head terms of $H_{\Gamma\left(f_{0}\right)}$.
Lemma 3.5. If $\lambda \in \Lambda_{H_{0}}$, then, for each $j=1,2, \ldots, n,\left(\lambda_{1}, \ldots, \lambda_{j-1}, \lambda_{j}-1\right.$, $\left.\lambda_{j+1}, \ldots, \lambda_{n}\right)$ is in $\Lambda_{H_{0}}^{(\lambda)}$ provided $\lambda_{j} \geq 1$.

The property above, denoted by (C), will be used in Algorithm 1 as a condition to select candidates of head terms. Proposition 3.3 together with Lemma 3.4 and Lemma 3.5, allows us to design an algorithm to compute a basis of $H_{\Gamma\left(f_{0}\right)}$.

As the set $D$ is finite, the termination is obvious. The correctness follows from Proposition 3.3 together with Lemma 3.4 and Lemma 3.5.

We illustrate Algorithm 1 with the following example.
Example 1. A polynomial $f_{0}=x_{1}^{4} x_{2}+x_{2}^{4} \in \mathbf{C}\left[x_{1}, x_{2}\right]$ ( $W_{13}$ singularity) is a weighted homogeneous polynomial of type $(16 ;(3,4))$ and defines an isolated singularity at the origin of $\mathbf{C}^{2}$. As the sequence $\left(f_{0}, \frac{\partial f_{0}}{\partial x_{2}}\right)$ is a regular sequence, we are able to apply Algorithm 1 for computing a basis of $H_{\Gamma\left(f_{0}\right)}$. The variables $\xi_{1}, \xi_{2}$ correspond $x_{1}, x_{2}$. Let $\prec$ be the weighted term order s.t. $\xi_{2} \prec \xi_{1}$.

As the Poincaré polynomial of the ideal $\left\langle f_{0}, \frac{\partial f_{0}}{\partial x_{2}}\right\rangle$ is

$$
\begin{aligned}
P_{\Gamma\left(f_{0}\right)}(s)= & \frac{\left(s^{16}-1\right)\left(s^{16-4}-1\right)}{(s-3)\left(s^{2}-4\right)} \\
= & s^{21}+s^{18}+s^{17}+s^{15}+s^{14}+s^{13}+s^{12}+s^{11} \\
& +s^{10}+s^{9}+s^{8}+s^{7}+s^{6}+s^{4}+s^{3}+1,
\end{aligned}
$$

we obtain $D_{\Gamma\left(F_{0}\right)}=\{0,3,4,6,7,8,9,10,11,12,13,14,15,17,18,21\}$. Next we compute the set $M_{0}$ of monic monomial elements of $H_{\Gamma\left(f_{0}\right)}$. By Lemma 3.4,

$$
M_{0}=\left\{1, \xi_{1}, \xi_{1}^{2}, \xi_{1}^{3}, \xi_{2}, \xi_{1} \xi_{2}, \xi_{1}^{2} \xi_{2}, \xi_{1}^{3} \xi_{2}, \xi_{2}^{2}, \xi_{1} \xi_{2}^{2}, \xi_{1}^{2} \xi_{2}^{2}, \xi_{1}^{3} \xi_{2}^{2}\right\}
$$

$D=D_{\Gamma\left(f_{0}\right)} \backslash \operatorname{deg}_{\mathbf{w}}\left(M_{0}\right)=\{12,15,18,21\}$. (See Figure 1 and Figure 2). Set $\Psi_{0}:=M_{0}$.

The minimum number in $D$ is $12 . D$ is renewed as $D \backslash\{12\}=\{15,18,21\}$. Select terms whose weighted degree is 12. Then, from Figure 2, $L=\left\{\xi_{1}^{4}, \xi_{2}^{3}\right\}$. Since $\xi_{2}^{3} \prec \xi_{1}^{4}$ and $\xi_{2}^{3}$ satisfies the condition (C), set $\psi=\xi_{1}^{4}+c_{(0,3)} \xi_{2}^{3}$ where $c_{(0,3)}$

```
Algorithm 1. Coho_Weighted
Specification: Coho_Weighted \(\left(f_{0}, \prec\right)\)
Computing a basis of the vector space \(H_{\Gamma\left(f_{0}\right)}\).
Input: \(f_{0}\) : a weighted homogeneous polynomial of type \((d ; \mathbf{w})\) with an isolated singularity at the
origin. \(\prec\) : a weighted term order.
Output: \(\Psi_{0}\) : a basis of the vector space \(H_{\Gamma\left(f_{0}\right)}\).
BEGIN
\(D_{P_{\Gamma\left(f_{0}\right)}} \leftarrow\) Compute \(D_{P_{\Gamma\left(f_{0}\right)}}\) from the Poincaré polynomial of type \((d ; \mathbf{w}) ;\)
\(M \leftarrow\) Compute all monic monomial elements of a basis of \(H_{\Gamma\left(f_{0}\right)}\) according to Lemma 3.4;
\(D \leftarrow D_{P_{\Gamma\left(f_{0}\right)}} \backslash \operatorname{deg}_{\mathrm{w}}(M) ; \Psi_{0} \leftarrow M ;\)
while \(D \neq \varnothing\) do
\(k \leftarrow\) Select the minimum number from \(D ; D \leftarrow D \backslash\{k\}\);
\(L \leftarrow\left\{\xi^{\lambda} \mid \operatorname{deg}_{\mathrm{w}}\left(\xi^{\lambda}\right)=k, \xi^{\lambda} \notin \mathrm{ht}\left(\Psi_{0}\right)\right\}\);
\(L^{\prime} \leftarrow\) Select the 1st and 2 nd smallest elements from \(L\) w.r.t. \(\prec\);
\(L \leftarrow L \backslash L^{\prime}\);
Flag \(\leftarrow 0\);
    while Flag \(\neq 1\) do
    \(\xi^{\lambda} \leftarrow\) Select the greatest element from \(L^{\prime}\) w.r.t. \(\prec\);
            if \(\lambda\) satisfies the condition (C) then
            \(\psi \leftarrow \xi^{\lambda}+\sum_{\lambda^{\prime} \in L^{\prime} \backslash\left\{\xi^{\lambda}\right\}, \xi^{\lambda^{\prime}}<\xi^{\lambda}} c_{\lambda^{\prime}} \xi^{\lambda^{\prime}}\) (where \(c_{\lambda^{\prime}}\) is an undetermined coefficient)
            \(F \leftarrow\left\{f * \psi,\left(\frac{\partial f}{\partial x_{2}}\right) * \psi, \ldots,\left(\frac{\partial f}{\partial x_{n}}\right) * \psi\right\} ;\)
            \(E \leftarrow\{b=0 \mid b \in \operatorname{Coef}(F)\} ;\)
            \(A \leftarrow\) Solve the system \(E\) of linear equations;
            if \(E\) has a solution then
                \(\psi^{\prime} \leftarrow\) Substitute \(A\) into \(\psi\);
                \(\Psi_{0} \leftarrow \Psi_{0} \cup\left\{\psi^{\prime}\right\} ;\)
                Flag \(\leftarrow 1\);
            end-if
        end -if
        \(\xi^{\kappa} \leftarrow\) Select the smallest element in \(L\);
        \(L \leftarrow L \backslash\left\{\xi^{\kappa}\right\} ;\)
        \(L^{\prime} \leftarrow L^{\prime} \cup\left\{\xi^{\kappa}\right\}\)
    end-while
end-while
return \(\Psi_{0}\);
END
```

is an undetermined coefficient. From $f_{0} * \psi=0,\left(\frac{\partial f_{0}}{\partial x_{2}}\right) * \psi=1+4 c_{(0,3)}=0$, we have $c_{(0,3)}=-1 / 4$. Hence, $\xi_{1}^{4}-1 / 4 \xi_{2}^{3}$ is a member of the basis. $\Psi_{0}$ is renewed as $\Psi_{0} \cup\left\{\xi_{1}^{4}-1 / 4 \xi_{2}^{3}\right\}$.

The minimum number in $D$ is $15 . D$ is renewed as $D \backslash\{15\}=\{18,21\}$. Select terms whose weighted degree is 15 . Then, from Figure 2, $L=\left\{\xi_{1}^{5}, \xi_{1} \xi_{2}^{3}\right\}$. Since $\xi_{1} \xi_{2}^{3} \prec \xi_{1}^{5}$ and $\xi_{1} \xi_{2}^{3}$ satisfies the condition (C), set $\psi=\xi_{1}^{5}+c_{(1,3)} \xi_{1} \xi_{2}^{3}$ where $c_{(1,3)}$ is an undetermined coefficient. From $f_{0} * \psi=0,\left(\frac{\partial f_{0}}{\partial x_{2}}\right) * \psi=\left(1+4 c_{(1,3)}\right) \xi_{1}=0$, we have $c_{(1,3)}=-1 / 4$. Thus, $\xi_{1}^{5}-1 / 4 \xi_{1} \xi_{2}^{3}$ is a member of the basis. $\Psi_{0}$ is renewed as $\Psi_{0} \cup\left\{\xi_{1}^{5}-1 / 4 \xi_{1} \xi_{2}^{3}\right\}$.
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The minimum number in $D$ is 18. $D$ is renewed as $D \backslash\{18\}=\{21\}$. Select terms whose weighted degree is 18 . Then, from Figure $2, L=\left\{\xi_{1}^{6}, \xi_{1}^{2} \xi_{2}^{3}\right\}$. Since $\xi_{1}^{2} \xi_{2}^{3} \prec \xi_{1}^{6}$ and $\xi_{1}^{2} \xi_{2}^{3}$ satisfies the condition (C), set $\psi=\xi_{1}^{6}+c_{(2,3)} \xi_{1}^{2} \xi_{2}^{3}$ where $c_{(2,3)}$ is an undetermined coefficient. From $f_{0} * \psi=0,\left(\frac{\partial f_{0}}{\partial x_{2}}\right) * \psi=\left(1+4 c_{(2,3)}\right) \xi_{1}^{2}=0$, we have $c_{(2,3)}=-1 / 4$, and $\xi_{1}^{6}-1 / 4 \xi_{1}^{2} \xi_{2}^{3}$ is a member of the basis. $\Psi_{0}$ is renewed as $\Psi_{0} \cup\left\{\xi_{1}^{6}-1 / 4 \xi_{1}^{2} \xi_{2}^{3}\right\}$.

The minimum number in $D$ is now 21. $D$ is renewed as $D \backslash\{21\}=\varnothing$. We Select terms whose weighted degree is 21 . Then, from Figure 2, $L=$ $\left\{\xi_{1}^{7}, \xi_{1}^{3} \xi_{2}^{3}\right\}$. Since $\xi_{1}^{3} \xi_{2}^{3} \prec \xi_{1}^{7}$ and $\xi_{1}^{3} \xi_{2}^{3}$ satisfies the condition (C), set $\psi=\xi_{1}^{7}+$ $c_{(3,3)} \xi_{1}^{3} \xi_{2}^{3}$. From $f_{0} * \psi=0, \quad\left(\frac{\partial f_{0}}{\partial x_{2}}\right) * \psi=\left(1+4 c_{(3,3)}\right) \xi_{1}^{3}=0$, we have $c_{(3,3)}=$ $-1 / 4$. Thus, $\xi_{1}^{7}-1 / 4 \xi_{1}^{3} \xi_{2}^{3}$ is a member of the basis. $\Psi_{0}$ is renewed as $\Psi_{0} \cup$ $\left\{\xi_{1}^{7}-1 / 4 \xi_{1}^{3} \xi_{2}^{3}\right\}$.

Therefore,

$$
\Psi_{0}=M_{0} \cup\left\{\xi_{1}^{4}-1 / 4 \xi_{2}^{3}, \xi_{1}^{5}-1 / 4 \xi_{1} \xi_{2}^{3}, \xi_{1}^{6}-1 / 4 \xi_{1}^{2} \xi_{2}^{3}, \xi_{1}^{7}-1 / 4 \xi_{1}^{3} \xi_{2}^{3}\right\}
$$

is a basis of $H_{\Gamma\left(f_{0}\right)}$.

The following theorem that follows immediately from Proposition 3.2 of [34], shows the relations between a basis of $H_{\Gamma\left(f_{0}\right)}$ and that of $H_{\Gamma(f)}$.

Theorem 3.6. Let $\Psi_{0}=\left\{\rho_{1}, \ldots, \rho_{r_{0}}\right\}$ be a basis of the vector space $H_{\Gamma\left(f_{0}\right)}$ that satisfies properties given in Proposition 3.3. Then, there exists a basis $\Psi=$ $\left\{\psi_{1}, \ldots, \psi_{r_{0}}\right\}$ of the vector space $H_{\Gamma(f)}$ s.t.
(i) $\psi_{i}=\rho_{i}+v_{i}, i=1, \ldots, r_{0}$,
(ii) $\operatorname{deg}_{\mathbf{w}}\left(\rho_{i}\right)>\operatorname{deg}_{\mathbf{w}}\left(v_{i}\right)$.

The theorem says that, in semi-weighted case, the weighted degree of the basis of $H_{\Gamma(f)}$ is completely determined by the Poincaré polynomial $P_{\Gamma(f)}(s)$ associated to the ideal $\left\langle f, \frac{\partial f}{\partial x_{2}}, \ldots, \frac{\partial f}{\partial x_{n}}\right\rangle$.

Theorem 3.6 together with Lemma 3.4 allows us to design an efficient algorithm to compute a basis of $H_{\Gamma(f)}$.

```
Algorithm 2. Coho_SemiW
Specification: Coho_SemiW ( \(f, \prec\) )
Computing a basis of the vector space \(H_{\Gamma(f)}\).
Input: \(f=f_{0}+g\) : a semi-weighted homogeneous polynomial of type \((d ; \mathbf{w})\) where \(f_{0}\) is a weighted-
homogeneous polynomial of type \((d ; \mathbf{w}) ; \prec:\) a weighted term order.
Output: \(\Psi\) : a basis of the vector space \(H_{\Gamma(f)}\).
BEGIN
\(\Psi_{0} \leftarrow\) Coho_Weighted \(\left(f_{0}, \prec\right)\);
\(M \leftarrow\) Compute all monic monomial elements of a basis of \(H_{\Gamma(f)}\) according to Lemma 3.4;
\(T \leftarrow \Psi_{0} \backslash M ; \Psi \leftarrow M ;\)
while \(T \neq \varnothing\) do
    \(\rho \leftarrow\) Select an element whose head term is the smallest in \(\operatorname{ht}(T)\) w.r.t. \(\prec\), from \(T\);
    \(T \leftarrow T \backslash\{\rho\} ;\)
    if \(\left(\forall i \in\{2,3, \ldots, n\},\left(\frac{\partial f}{\partial x_{i}}\right) * \rho=0\right) \wedge(f * \rho=0)\) then
        \(\Psi \leftarrow \Psi \cup\{\rho\} ;\)
    else
        \(L \leftarrow\left\{\xi^{\lambda} \mid \operatorname{deg}_{\mathbf{w}}\left(\xi^{\lambda}\right)<\operatorname{deg}_{\mathbf{w}}(\rho), \xi^{\lambda} \notin \operatorname{ht}(\Psi)\right\} ;(\diamond)\)
    \(\psi \leftarrow \rho+\sum_{\xi^{\lambda} \in L} c_{\lambda} \xi^{\lambda} ;\)
    \(F \leftarrow\left\{f * \psi,\left(\frac{\partial f}{\partial x_{2}}\right) * \psi, \ldots,\left(\frac{\partial f}{\partial x_{n}}\right) * \psi\right\} ;\)
    \(E \leftarrow\{b=0 \mid b \in \operatorname{Coef}(F)\} ;\)
    \(A \leftarrow\) Solve the system \(E\) of linear equations;
    \(\psi^{\prime} \leftarrow\) Substitute \(A\) into \(\psi\);
    \(\Psi \leftarrow \Psi \cup\left\{\psi^{\prime}\right\} ;\)
    end-if
end-while
return \(\Psi\);
END
```

Remark 2. In [33] the conditions of lower monomials are introduced. It is possible to improve Algorithm 2 by utilizing the conditions at $(\diamond)$. In fact, our implementations contain these optimizations.

As the algorithm Coho_Weighted terminates, Algorithm 2 also terminates. The correctness is also guaranteed by the algorithm Coho_SemiW and Theorem 3.6.

We illustrate Algorithm 2 with the following example.

Example 2. A polynomial $f=f_{0}+x_{1}^{6} \in \mathbf{C}\left[x_{1}, x_{2}\right]$ ( $W_{13}$ singularity) is a semiweighted homogeneous polynomial of type $(16 ;(3,4))$ where $f_{0}=x_{1}^{4} x_{2}+x_{2}^{4}$. From Example 1, $\quad \Psi_{0}=M_{0} \cup\left\{\xi_{1}^{4}-1 / 4 \xi_{2}^{3}, \xi_{1}^{5}-1 / 4 \xi_{1} \xi_{2}^{3}, \xi_{1}^{6}-1 / 4 \xi_{1}^{2} \xi_{2}^{3}, \xi_{1}^{7}-1 / 4 \xi_{1}^{3} \xi_{2}^{3}\right\}$. We compute the set $M$ of monic monomial elements of $H_{\Gamma(f)}$. By Lemma 3.4, $M=M_{0}$. Set $T=\Psi_{0} \backslash M=\left\{\xi_{1}^{4}-1 / 4 \xi_{2}^{3}, \xi_{1}^{5}-1 / 4 \xi_{1} \xi_{2}^{3}, \xi_{1}^{6}-1 / 4 \xi_{1}^{2} \xi_{2}^{3}, \xi_{1}^{7}-1 / 4 \xi_{1}^{3} \xi_{2}^{3}\right\}$ and $\Psi=M$.

Take the element whose head term is the smallest, w.r.t. $\prec$, in $\operatorname{ht}(T)$, that is $\xi_{1}^{4}-1 / 4 \xi_{2}^{3}$. Set $\rho=\xi_{1}^{4}-1 / 4 \xi_{2}^{3}$ and $T$ is renewed as $T \backslash\left\{\xi_{1}^{4}-1 / 4 \xi_{2}^{3}\right\}$. Since $\rho$ satisfies $f * \rho=\left(\frac{\partial f}{\partial x_{2}}\right) * \rho=0, \xi_{1}^{4}-1 / 4 \xi_{2}^{3}$ is a member of the basis. $\Psi$ is renewed as $\Psi \cup\left\{\xi_{1}^{4}-1 / 4 \xi_{2}^{3}\right\}$.

Take the element whose head term is the smallest, w.r.t. $\prec$, in $\operatorname{ht}(T)$, that is $\xi_{1}^{5}-1 / 4 \xi_{1} \xi_{2}^{3}$. Set $\rho=\xi_{1}^{5}-1 / 4 \xi_{1} \xi_{2}^{3}$ and $T$ is renewed as $T \backslash\left\{\xi_{1}^{5}-1 / 4 \xi_{1} \xi_{2}^{3}\right\}$. Since $\rho$ satisfies $f * \rho=\left(\frac{\partial f}{\partial x_{2}}\right) * \rho=0, \xi_{1}^{5}-1 / 4 \xi_{1} \xi_{2}^{3}$ is a member of the basis. $\Psi$ is renewed as $\Psi \cup\left\{\xi_{1}^{5}-1 / 4 \xi_{1} \xi_{2}^{3}\right\}$.

Take the element whose head term is the smallest, w.r.t. $\prec$, in $\operatorname{ht}(T)$, that is $\xi_{1}^{6}-1 / 4 \xi_{1}^{2} \xi_{2}^{3}$. Set $\rho=\xi_{1}^{6}-1 / 4 \xi_{1}^{2} \xi_{2}^{3}$ and $T$ is renewed as $T \backslash\left\{\xi_{1}^{6}-1 / 4 \xi_{1}^{2} \xi_{2}^{3}\right\}$. Then, as $f * \rho=1 \neq 0$ and $\left(\frac{\partial f}{\partial x_{2}}\right) * \rho=0$, we have to decide additional lower terms of $\rho$. $L=\left\{\xi^{\lambda} \mid \operatorname{deg}_{\mathbf{w}}\left(\xi^{\lambda}\right)<18, \xi^{\lambda} \notin \operatorname{ht}(\Psi)\right\}=\left\{\xi_{2}^{3}, \xi_{1} \xi_{2}^{3}, \xi_{1}^{4} \xi_{2}, \xi_{2}^{4}\right\}$. Set $\psi=$ $\rho+c_{(0,3)} \xi_{2}^{3}+c_{(1,3)} \xi_{1} \xi_{2}^{3}+c_{(4,1)} \xi_{1}^{4} \xi_{2}+c_{(0,4)} \xi_{2}^{4}$ and solve $\left[f * \psi=c_{(4,1)}+c_{(0,1)}+1=\right.$ $\left.0,\left(\frac{\partial f}{\partial x_{2}}\right) * \psi=\left(c_{(4,1)}+4 c_{(0,4)}\right) \xi_{2}+4 c_{(0,3)}+4 c_{(1,3)} \xi_{1}=0\right]$. Then, we obtain $c_{(0,3)}=$ $c_{(1,3)}=0, c_{(4,1)}=-4 / 3, c_{(0,4)}=1 / 3$. Hence, $\xi_{1}^{6}-1 / 4 \xi_{1}^{2} \xi_{2}^{3}-4 / 3 \xi_{1}^{4} \xi_{2}+1 / 3 \xi_{2}^{4}$ is a member of the basis. $\Psi$ is renewed as $\Psi \cup\left\{\xi_{1}^{6}-1 / 4 \xi_{1}^{2} \xi_{2}^{3}-4 / 3 \xi_{1}^{4} \xi_{2}+1 / 3 \xi_{2}^{4}\right\}$.

Set $\rho=\xi_{1}^{7}-1 / 4 \xi_{1}^{3} \xi_{2}^{3}$. Then, as $f * \rho=\xi_{1} \neq 0$ and $\left(\frac{\partial f}{\partial x_{2}}\right) * \rho=0$, we have to decide additional lower terms of $\rho . L=\left\{\xi^{\lambda} \mid \operatorname{deg}_{\mathbf{w}}\left(\xi^{\lambda}\right)<21, \xi^{\lambda} \notin \operatorname{ht}(\Psi)\right\}=$ $\left\{\xi_{2}^{3}, \xi_{1} \xi_{2}^{3}, \xi_{1}^{4} \xi_{2}, \xi_{2}^{4}, \xi_{1} \xi_{2}^{3}, \xi_{2}^{5}, \xi_{1}^{5} \xi_{2}, \xi_{1} \xi_{2}^{4}, \xi_{1} \xi_{2}^{2}\right\}$. Set $\quad \psi=\rho+c_{(0,3)} \xi_{2}^{3}+c_{(1,3)} \xi_{1} \xi_{2}^{3}+$ $c_{(4,1)} \xi_{1}^{4} \xi_{2}+c_{(0,4)} \xi_{2}^{4}+c_{(1,3)} \xi_{1} \xi_{2}^{3}+c_{(0,5)} \xi_{2}^{5}+c_{(5,1)} \xi_{1}^{5} \xi_{2}+c_{(1,4)} \xi_{1} \xi_{2}^{4}+c_{(4,2)} \xi_{1}^{4} \xi_{2}^{2} \quad$ and solve $\left[f * \psi=0,\left(\frac{\partial f}{\partial x_{2}}\right) * \psi=0\right]$. Then, we obtain $\xi_{1}^{7}-1 / 4 \xi_{1}^{3} \xi_{2}^{3}+1 / 3 \xi_{1} \xi_{2}^{4}-$
$4 / 3 \xi_{1}^{5} \xi_{2}$ as a member of the basis. $\Psi$ is renewed as $\Psi \cup\left\{\xi_{1}^{7}-1 / 4 \xi_{1}^{3} \xi_{2}^{3}+\right.$ $\left.1 / 3 \xi_{1} \xi_{2}^{4}-4 / 3 \xi_{1}^{5} \xi_{2}\right\}$.

Therefore, $\quad \Psi=M \cup\left\{\xi_{1}^{4}-1 / 4 \xi_{2}^{3}, \xi_{1}^{5}-1 / 4 \xi_{1} \xi_{2}^{3}, \xi_{1}^{6}-1 / 4 \xi_{1}^{2} \xi_{2}^{3}-4 / 3 \xi_{1}^{4} \xi_{2}+\right.$ $\left.1 / 3 \xi_{2}^{4}, \xi_{1}^{7}-1 / 4 \xi_{1}^{3} \xi_{2}^{3}+1 / 3 \xi_{1} \xi_{2}^{4}-4 / 3 \xi_{1}^{5} \xi_{2}\right\}$ is a basis of $H_{\Gamma(f)}$.

In our previous paper [45], an algorithm has been introduced for computing a basis of the vector space $H_{F}$ of local cohomology classes in $H_{[O]}^{n}(K[x])$ annihilated by the zero-dimensional ideal $\left\langle f_{1}, \ldots, f_{s}\right\rangle$ generated by $F=\left\{f_{1}, \ldots, f_{s}\right\} \subset$ $K[x]$. The algorithm mentioned above can also compute a basis of $H_{\Gamma(F)}$ by giving $\left\{f, \frac{\partial f}{\partial x_{2}}, \ldots, \frac{\partial f}{\partial x_{n}}\right\}$ as an input data.

The algorithm Coho_SemiW has been implemented in the computer algebra system Risa/Asir. Here we give results of the benchmark tests. Table 1 shows a comparison of the implementation of Coho_SemiW with our previous Risa/Asir implementation [45] (Prev. alg.) in computation time (CPU time). $x_{1}, x_{2}, x_{3}$ are variables. The time is given in second. (The term order is the total degree lexicographic term order s.t. $\xi_{3} \prec \xi_{2} \prec \xi_{1}$.) $\mu(f)$ is the Milnor number of $f$ at the origin. $\tau(f)$ is the Tjurina number of $f$ at the origin. Note that in Prob. 5, $\left(x_{1}^{4}+x_{2}^{9}\right)^{4}+3 x_{1}^{16}$ is a weighted homogeneous polynomial.

As is evident from Table 1, the algorithm Coho_SemiW results in better performance compare to our previous algorithm. In semi-weighted cases, as a Poincaré polynomial tells us candidates of head terms and a number of elements of a basis of $H_{\Gamma(f)}$, the computation cost of selecting candidates of head terms and lower terms, becomes smaller than that of our previous algorithm.

| Prob. | Semi-weighted homogeneous polynomial $f$ | $\mu(f)$ | $\tau(f)$ | Prev. alg. | Coho_SemiW |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\left(x_{1}^{4}+x_{2}^{6}+x_{1}^{2} x_{2}^{3}\right)^{2}+x_{1}^{2} x_{2}^{9}+2 x_{1}^{9}$ | 77 | 67 | 0.8424 | 0.0312 |
| 2 | $\left(x_{1}^{5}+x_{2}^{7}\right)^{2}+3 x_{2}^{14}+x_{1}^{10} x_{2}^{5}+3 x_{1} x_{2}^{14}$ | 117 | 99 | 1.42 | 0.234 |
| 3 | $\left(x_{1}^{3}+x_{2}^{13}\right)^{2}+x_{1}^{6}-5 x_{1}^{3} x_{2}^{20}$ | 125 | 115 | 2.278 | 0.2496 |
| 4 | $\left(x_{1}^{4}+x_{2}^{6}+x_{1}^{2} x_{2}^{3}\right)^{3}+x_{1}^{8} x_{2}^{6}+3 x_{1}^{11} x_{2}^{2}$ | 163 | 137 | 29.8 | 1.716 |
| 5 | $\left(x_{1}^{4}+x_{2}^{9}\right)^{4}+3 x_{1}^{16}$ | 525 | 525 | 393.8 | 0.8112 |
| 6 | $\left(x_{1}^{4}+x_{2}^{9}\right)^{4}+3 x_{1}^{16}+4 x_{1}^{15} x_{2}^{3}$ | 525 | 439 | 1132 | 36.84 |
| 7 | $\left(x_{1}^{3} x_{2}+x_{2}^{7}+x_{1}^{2} x_{2}^{3}\right)^{4}+x_{1}^{14}+3 x_{1}^{13} x_{2}^{3}$ | 351 | 293 | 816.1 | 46.32 |
| 8 | $\left(x_{1}^{3}+x_{1} x_{3}^{3}+x_{2}^{4}\right)^{2}+x_{2}^{8}+x_{3}^{9}+x_{1} x_{2}^{7}$ | 280 | 221 | 3760 | 75.08 |

Table 1. Comparison of the algorithm [45] and Coho_SemiW.

### 3.3. Parametric local cohomology systems

We turn to the parametric cases. Let $f=f_{0}+g$ be a semi-weighted homogeneous polynomial of type ( $d ; \mathbf{w}$ ) with parameters $t=\left(t_{1}, \ldots, t_{m}\right) \in \bar{K}^{m}$, where $f_{0}$ is the weighted homogeneous part and $\bar{K}$ is an algebraic closure of $K$. We assume that for generic values of the parameters $t, f_{0}$ has an isolated singularity at the origin.

In order to treat the parametric cases, we require the following notation and definitions. Let $t=\left(t_{1}, t_{2}, \ldots, t_{m}\right)$ denote parameters in $\bar{K}^{m}$. For $q_{1}, \ldots, q_{r} \in K[t]$, $\mathbf{V}\left(q_{1}, \ldots, q_{r}\right) \subseteq \bar{K}^{m}$ denotes the affine variety of $q_{1}, \ldots, q_{r}$, i.e., $\mathbf{V}\left(q_{1}, \ldots, q_{r}\right):=$ $\left\{\bar{a} \in \bar{K}^{m} \mid q_{1}(\bar{a})=\cdots=q_{r}(\bar{a})=0\right\}$ and $\mathbf{V}(0):=\bar{K}^{m}$. We call an algebraically constructible set of the form $\mathbf{V}\left(q_{1}, \ldots, q_{r}\right) \backslash \mathbf{V}\left(q_{1}^{\prime}, \ldots, q_{s^{\prime}}^{\prime}\right) \subseteq \bar{K}^{m}$ with $g_{1}, \ldots, q_{r}$, $q_{1}^{\prime}, \ldots, q_{s^{\prime}}^{\prime} \in K[t]$, a stratum. (Notation $\mathbf{A}, \mathbf{A}^{\prime}, \mathbf{A}^{\prime \prime}, \mathbf{A}_{1}, \ldots, \mathbf{A}_{l}, \mathbf{B}_{1}, \ldots, \mathbf{B}_{k}$ are frequently used to represent strata.)

We define the localization of $K[t]$ w.r.t. the stratum $\mathbf{A} \subseteq \bar{K}^{m}$ as follows: $K[t]_{\mathbf{A}}=\{c / b \mid c, b \in K[t], b(t) \neq 0$ for $t \in \mathbf{A}\}$. Then for every $\bar{a} \in \mathbf{A}$, the specialization homomorphism $\sigma_{\bar{a}}: K[t]_{\mathbf{A}}[x] \rightarrow \bar{K}[x]\left(\sigma_{\bar{a}}: K[t]_{\mathbf{A}}[\xi] \rightarrow \bar{K}[\xi]\right.$ or $\sigma_{\bar{a}}:\left(K[t]_{\mathbf{A}}[x]\right)^{s}$ $\left.\rightarrow(\bar{K}[x])^{s}, s \in \mathbf{N}_{>0}\right)$ is defined as the map that substitutes $\bar{a}$ into $m$ variables $t$. When we say that $\sigma_{\bar{u}}(h)$ makes sense for $h \in K(t)[x]$, it has to be understood that $h \in K[t]_{\mathbf{A}}[x]$ for some $\mathbf{A}$ with $\bar{a} \in \mathbf{A}$ and for $F \subset K[t]_{\mathbf{A}}[x], \sigma_{\bar{a}}(F)=\left\{\sigma_{\bar{a}}(h) \mid h \in F\right\}$.

In order to treat parametric polynomial systems, we require comprehensive Gröbner systems.

Definition 3.7 (CGS). Let fix a term order. Let $F$ be a subset of $(K[t])[x]$, $\mathbf{A}_{1}, \ldots, \mathbf{A}_{\ell}$ strata in $\bar{K}^{m}$ and $G_{1}, \ldots, G_{\ell}$ subsets of $(K[t])[x]$. A finite set $\mathscr{G}=$ $\left\{\left(\mathbf{A}_{1}, G_{1}\right), \ldots,\left(\mathbf{A}_{\ell}, G_{\ell}\right)\right\}$ of pairs is called a comprehensive Gröbner system (CGS) on $\mathbf{A}_{1} \cup \cdots \cup \mathbf{A}_{\ell}$ for $\langle F\rangle$ if $\sigma_{a}\left(G_{i}\right), a \in \mathbf{A}_{i}$, is a Gröbner basis of the ideal $\left\langle\sigma_{a}(F)\right\rangle$ in $\bar{K}[x]$ for each $i=1, \ldots, \ell$. We simply say $\mathscr{G}$ is a comprehensive Gröbner system for $\langle F\rangle$ if $\mathbf{A}_{1} \cup \cdots \cup \mathbf{A}_{\ell}=\bar{K}^{m}$.

There exist several implementations [21, 27, 29] for computing comprehensive Gröbner systems.

As $f$ has parameters, the structure of the vector spaces $H_{\Gamma(f)}$ may change with the values of parameters $t$. In order to deal with this issue, we introduce now a notion of parametric local cohomology system of $H_{\Gamma(f)}$.

Definition 3.8. Let $\mathbf{A}_{i}, \mathbf{B}_{j}$ be strata in $\bar{K}^{m}$ and $S_{i}$ a subset of $\left(K[t]_{\mathbf{A}_{i}}\right)[\xi]$ where $1 \leq i \leq \ell$ and $1 \leq j \leq k$. Set $\mathscr{S}=\left\{\left(\mathbf{A}_{1}, S_{1}\right), \ldots,\left(\mathbf{A}_{\ell}, S_{\ell}\right)\right\}$ and $\mathscr{D}=\left\{\mathbf{B}_{1}, \ldots\right.$,
$\left.\mathbf{B}_{k}\right\}$. Then, a pair $(\mathscr{S}, \mathscr{D})$ is called a parametric local cohomology system (PLCS) of $H_{\Gamma(f)}$ on $\mathbf{A}_{1} \cup \cdots \cup \mathbf{A}_{\ell} \cup \mathbf{B}_{1} \cup \cdots \cup \mathbf{B}_{k}$, if for all $i \in\{1, \ldots, l\}$ and $\bar{a} \in \mathbf{A}_{i}$, $\sigma_{\bar{a}}\left(S_{i}\right)$ is a basis of the vector space $H_{\Gamma\left(\sigma_{\bar{a}}(f)\right)}$, and for all $j \in\{1, \ldots, k\}$ and $\bar{b} \in \mathbf{B}_{j}, \quad\left\{x \in X \left\lvert\, \sigma_{\bar{b}}(f)(x)=\sigma_{\bar{b}}\left(\frac{\partial f}{\partial x_{2}}\right)(x)=\cdots=\sigma_{\bar{b}}\left(\frac{\partial f}{\partial x_{n}}\right)(x)=0\right.\right\} \quad$ is not zerodimensional for any sufficiently small neighborhood $X$ of $O$, where $H_{\Gamma\left(\sigma_{\bar{a}}(f)\right)}=$ $\left\{\psi \in H_{[\rho]}^{n}(K[x]) \left\lvert\, \sigma_{\bar{a}}(f) * \psi=\sigma_{\bar{a}}\left(\frac{\partial f}{\partial x_{2}}\right) * \psi=\cdots=\sigma_{\bar{a}}\left(\frac{\partial f}{\partial x_{n}}\right) * \psi=0\right.\right\}$.

In the case where the weighted homogeneous part $f_{0}$ contains parameters, there is a possibility that $f_{0}$ has non-isolated singularities for some values of the parameters.

Let $J_{0}=\left\{\frac{\partial f_{0}}{\partial x_{1}}, \ldots, \frac{\partial f_{0}}{\partial x_{n}}\right\}$ (or $\Gamma_{0}=\left\{f_{0}, \frac{\partial f_{0}}{\partial x_{2}}, \ldots, \frac{\partial f_{0}}{\partial x_{n}}\right\}$ ) and $\mathscr{G}=\left\{\left(\mathbf{A}_{1}, G_{1}\right), \ldots\right.$, $\left.\left(\mathbf{A}_{l}, G_{\ell}\right)\right\}$ is a CGS on $\bar{K}^{m}$ for $J_{0}$ (or $\Gamma_{0}$ ). Since for all $a \in \mathbf{A}_{i}, \sigma_{a}\left(G_{i}\right)$ is a Gröbner basis, the dimension of $J_{0}$ (or $\Gamma_{0}$ ), on $\mathbf{A}_{i}$, can be easily computed. Because, as $f_{0}$ is weighted homogeneous, $\left\langle J_{0}\right\rangle$ (or $\left\langle\Gamma_{0}\right\rangle$ ) is weighted homogeneous, and thus $\left\langle J_{0}\right\rangle$ (or $\Gamma_{0}$ ) is zero dimensional on $\mathbf{A}$ in $K[x]$ if and only if $\left\langle J_{0}\right\rangle$ is zero dimensional on $\mathbf{A}$ in the ring $\mathcal{O}_{X, O}$ of convergent power series.

As Algorithm 2 consists of only linear algebra computation, by utilizing the Gaussian elimination method with parameter [40], the algorithm can be naturally extended to parametric cases. Here, we give an outline of an algorithm for computing parametric local cohomology systems of $H_{\Gamma(f)}$.

```
Algorithm 3. Para_SemiW
Specification: Para_SemiW(f,<)
Computing a parametric local cohomology system of }\mp@subsup{H}{\Gamma(f)}{}\mathrm{ .
Input:}f=\mp@subsup{f}{0}{}+g\mathrm{ : a semi-weighted homogeneous polynomial of type (d;w) with parameters where }\mp@subsup{f}{0}{
is a weighted homogeneous polynomial of type (d;\mathbf{w});\prec:\mathrm{ a weighted term order.}
Output: (\mathscr{S,\mathscr{D}): a PLCS of }\mp@subsup{H}{\Gamma(f)}{}\mathrm{ .}
BEGIN
\mathscr{D}
\mathscr{D}}2\leftarrow\mathrm{ Compute strata on which }\langle\mp@subsup{f}{0}{},\frac{\partial\mp@subsup{f}{0}{}}{\partial\mp@subsup{x}{2}{}},\ldots,\frac{\partial\mp@subsup{f}{0}{}}{\partial\mp@subsup{x}{n}{}}\rangle\mathrm{ is not of zero dimension;
\mp@subsup{\mathscr{O}}{0}{}\leftarrow\mathrm{ Compute a PLCS of }\mp@subsup{H}{\Gamma(\mp@subsup{f}{0}{})}{}\mathrm{ on }\mp@subsup{\overline{K}}{}{m}\(\mp@subsup{\bigcup}{\mp@subsup{\mathbf{B}}{i}{}\in\mp@subsup{\mathscr{I}}{1}{}\cup\mp@subsup{\mathscr{F}}{2}{}}{}\mp@subsup{\mathbf{B}}{i}{})\mathrm{ ;}
S}\leftarrow\mathrm{ Compute a PLCS of }\mp@subsup{H}{\Gamma(f)}{}\mathrm{ from }\mp@subsup{\mathscr{S}}{0}{}
END
```

Note that as we described in Remark 1 of subsection 3.2, $\mathscr{D}_{1}, \mathscr{D}_{2}$ can be obtained by utilizing comprehensive Gröbner systems.

We illustrate a PLCS of $H_{\Gamma(f)}$ with the following examples. In the examples, variables $\xi_{1}, \xi_{2}$ correspond to variables $x_{1}, x_{2}$.

Example 3. A polynomial $f=x_{1}^{4}+x_{2}^{5}+t x_{1} x_{2}^{4} \in(\mathbf{C}[t])\left[x_{1}, x_{2}\right]$ is semiweighted of type $(20 ;(5,4))$ where $x_{1}, x_{2}$ are variables and $t$ is a parameter. (The weight vector is $\mathbf{w}=(5,4)$.) Then, a PLCS of $H_{\Gamma(f)}=\left\{\psi \in H_{[O]}^{2}(K[x]) \mid\right.$ $\left.f * \psi=\left(\frac{\partial f}{\partial x_{2}}\right) * \psi=0\right\}$ w.r.t. the weighted term order, is the following:

- if the parameter $t$ belongs to $\mathbf{C}$, then the set

$$
\begin{aligned}
\Psi=\{ & \left\{1, \xi_{2}, \xi_{2}^{2}, \xi_{2}^{3}, \xi_{2}, \xi_{1} \xi_{2}, \xi_{1} \xi_{2}^{2}, \xi_{1}^{2}, \xi_{1}^{2} \xi_{2}, \xi_{1}^{2} \xi_{2}^{2}, \xi_{1}^{3}, \xi_{1}^{3} \xi_{2}, \xi_{1}^{3} \xi_{2},\right. \\
& 4 / 25 t^{2} \xi_{1}^{5}-16 / 125 t^{3} \xi_{2} \xi_{1}^{4}+\xi_{2}^{3} \xi_{1}^{3}-4 / 5 t \xi_{2}^{4} \xi_{1}^{2} \\
& +16 / 25 t^{2} \xi_{2}^{5} \xi_{1}-64 / 125 t^{3} \xi_{2}^{6}, 4 / 25 t^{2} \xi_{1}^{4}+\xi_{2}^{3} \xi_{1}^{2} \\
& \left.-4 / 5 t \xi_{2}^{4} \xi_{1}+16 / 25 t^{2} \xi_{2}^{5}, \xi_{2}^{3} \xi_{1}-4 / 5 t \xi_{2}^{4}\right\}
\end{aligned}
$$

is a basis of $H_{\Gamma(f)}$. In this case, the parameter space $\mathbf{C}$ has not been decomposed.

Example 4. A polynomial $f=x_{1}^{3}+x_{2}^{9}+s x_{1}^{2} x_{2}^{3} \in(\mathbf{C}[s])\left[x_{1}, x_{2}\right]$ is weighted homogeneous of type $(9 ;(3,1))$ where $x_{1}, x_{2}$ are variables and $t$ is a parameter. (A weight vector is $\mathbf{w}=(3,1)$.) Then, a PLCS of $H_{\Gamma(f)}=\left\{\psi \in H_{[O]}^{2}(K[x]) \mid\right.$ $\left.f * \psi=\left(\frac{\partial f}{\partial x_{2}}\right) * \psi=0\right\}$ w.r.t. the weighted term order, is the following:

- if the parameter $s$ belongs to $\mathbf{V}\left(4 s^{3}+27\right)$, then $f$ has non-isolated singularity,
- if the parameter $s$ belongs to $\mathbf{V}(s)$, then

$$
\begin{gathered}
\left\{1, \xi_{2}, \xi_{2}^{2}, \xi_{2}^{3}, \xi_{2}^{4}, \xi_{2}^{5}, \xi_{2}^{6}, \xi_{2}^{7}, \xi_{1}, \xi_{1} \xi_{2}, \xi_{1} \xi_{2}^{2}, \xi_{1} \xi_{2}^{3}, \xi_{1} \xi_{2}^{4}, \xi_{1} \xi_{2}^{5}, \xi_{1} \xi_{2}^{6},\right. \\
\left.\xi_{1} \xi_{2}^{7}, \xi_{1}^{2}, \xi_{1}^{2} \xi_{2}, \xi_{1}^{2} \xi_{2}^{2}, \xi_{1}^{2} \xi_{2}^{3}, \xi_{1}^{2} \xi_{2}^{4}, \xi_{1}^{2} \xi_{2}^{5}, \xi_{1}^{2} \xi_{2}^{6}, \xi_{1}^{2} \xi_{2}^{7}\right\}
\end{gathered}
$$

is a basis of $H_{\Gamma(f)}$, and

- if the parameter $s$ belongs to $\mathbf{C} \backslash \mathbf{V}\left(4 s^{4}+27 s\right)$, then

$$
\begin{aligned}
& \left\{1, \xi_{2}, \xi_{2}^{2}, \xi_{2}^{3}, \xi_{2}^{4}, \xi_{2}^{5}, \xi_{2}^{6}, \xi_{2}^{7}, \xi_{1}, \xi_{1} \xi_{2}, \xi_{1} \xi_{2}^{2}, \xi_{1} \xi_{2}^{3}, \xi_{1} \xi_{2}^{4}, \xi_{1} \xi_{2}^{5}, \xi_{1} \xi_{2}^{6}, \xi_{1} \xi_{2}^{7}, \xi_{1}^{2}, \xi_{1}^{2} \xi_{2},\right. \\
& \quad \xi_{2} \xi_{1}^{4}-3 /(2 s) \xi_{2}^{4} \xi_{1}^{3}+9 /\left(4 s^{2}\right) \xi_{2}^{7} \xi_{1}^{2}+1 / 2 \xi_{2}^{10} \xi_{1}-3 /(4 s) \xi_{2}^{13}, \\
& \\
& \quad \xi_{1}^{4}-3 /(2 s) \xi_{2}^{3} \xi_{1}^{3}+9 /\left(4 s^{2}\right) \xi_{2}^{6} \xi_{1}^{2}+1 / 2 \xi_{2}^{9} \xi_{1}-3 /(4 s) \xi_{2}^{12} \\
& \quad \xi_{2}^{2} \xi_{1}^{3}-3 /(2 s) \xi_{2}^{5} \xi_{1}^{2}-s / 3 \xi_{2}^{8} \xi_{1}+1 / 2 \xi_{2}^{11}, \xi_{2} \xi_{1}^{3}-3 /(2 s) \xi_{2}^{4} \xi_{1}^{2}+1 / 2 \xi_{2}^{10} \\
& \left.\quad \xi_{1}^{3}-3 /(2 s) \xi_{2}^{3} \xi_{1}^{2}+1 / 2 \xi_{2}^{9}, \xi_{2}^{2} \xi_{1}^{2}-1 / 3 s \xi_{2}^{8}\right\}
\end{aligned}
$$

is a basis of $H_{\Gamma(f)}$.

|  |  |  | Prev. alg. |  | Para_SemiW |  |
| :---: | :--- | :---: | :---: | :---: | :---: | :---: |
|  | Semi-weighted homogeneous polynomial |  | No. str. | time | No. str. |  |
| time |  |  |  |  |  |  |
| 1 | $x_{1}^{4} x_{2}+x_{2}^{6}+t_{1} x_{1} x_{2}^{5}+t_{2} x_{1}^{2} x_{2}^{4}+t_{3} x_{1} x_{2}^{14}$ | 15 | 0.2184 | 1 | 0.0156 |  |
| 2 | $x_{1}^{2} x_{2}+x_{2}^{4}+x_{3}^{5}+t_{1} x_{2}^{2} x_{3}^{3}+t_{2} x_{2}^{3} x_{3}^{2}$ | 7 | 0.156 | 1 | 0.0936 |  |
| 3 | $x_{1}^{3} x_{3}+x_{2}^{3}+x_{2} x_{3}^{2}+s_{1} x_{2} x_{1}^{3}+t_{1} x_{1} x_{3}^{3}$ | 9 | 0.312 | 2 | 0.0312 |  |
| 4 | $x_{1}^{4}+x_{2}^{9}+t_{1} x_{1} x_{2}^{7}+t_{2} x_{1}^{2} x_{2}^{5}$ | 8 | 0.3774 | 1 | 0.0312 |  |
| 5 | $\left(x_{1}^{4}+x_{2}^{6}+x_{1}^{2} x_{2}^{3}\right)^{2}+x_{1}^{2} x_{2}^{9}+t_{1} x_{1}^{3} x_{2}^{8}+t_{2} x_{1}^{7} x_{2}^{2}$ | 28 | 19.17 | 1 | 0.2652 |  |
| 6 | $\left(x_{1}^{4}+x_{2}^{6}+x_{1}^{2} x_{2}^{3}\right)^{3}+x_{1}^{8} x_{2}^{6}+t_{1} x_{1}^{11} x_{2}^{2}+t_{2} x_{1}^{11} x_{2}^{3}$ | - | $>1 h$ | 1 | 1.997 |  |
| 7 | $x_{1}^{4}+s_{1} x_{1}^{3} x_{2}^{2}+s_{2} x_{1}^{2} x_{2}^{4}+x_{2}^{8}$ | - | $>1 h$ | 11 | 2.886 |  |
| 8 | $x_{1}^{4}+s_{1} x_{1}^{3} x_{2}^{2}+s_{2} x_{1}^{2} x_{2}^{4}+x_{2}^{8}+t_{1} x_{2}^{9}+t_{2} x_{2}^{10}$ | - | $>1 h$ | 11 | 2.98 |  |

Table 2. Comparison of the algorithm [33] and Para_SemiW.

The algorithm Para_SemiW has been implemented in the computer algebra system Risa/Asir. We give results of the benchmark tests. Table 2 shows comparisons between the implementation of Para_SemiW and our previous Risa/Asir implementation (Prev. alg.) of the algorithm ${ }^{1}$ [33] in numbers of strata (No. str.) and computation time (CPU time). $x_{1}, x_{2}, x_{3}$ are variables and $s_{1}, s_{2}, t_{1}, t_{2}, t_{3}$ are parameters. The time is given in second. $>1 h$ means it takes more than 1 hour.

As is evident from Table 2, the algorithm Para_SemiW results in better performance in contrast to our previous algorithm [33]. For semi-weighted homogeneous polynomials, the algorithm is quite effective and gives a suitable decomposition of the parameter space depending on the structure of the parametric local cohomology classes. As results, the algorithm Para_SemiW gives small numbers of strata.

## 4. Logarithmic vector fields and local cohomology

Here, we show the relations between logarithmic vector fields and local cohomology classes. Second, we review a method to compute a standard basis of the annihilator ideal of a certain subspace of $H_{\Gamma(f)}$, which will be exploited to construct an algorithm for computing logarithmic vector fields.

[^1]Recall that $S=\{x \in X \mid f(x)=0\}$ is a hypersurface with an isolated singularity at the origin $O$ in $X$.

### 4.1. Logarithmic vector fields

Definition 4.1 ([38]). A holomorphic vector field

$$
v=a_{1}(x) \frac{\partial}{\partial x_{1}}+a_{2}(x) \frac{\partial}{\partial x_{2}}+\cdots+a_{n}(x) \frac{\partial}{\partial x_{n}},
$$

$a_{i}(x) \in \mathcal{O}_{X}, i=1, \ldots, n$, is logarithmic along $S$ if $v(f)$ belongs to the ideal $\langle f\rangle$ generated by $f$ in $\mathcal{O}_{X}$.

Let $\mathscr{D} \mathrm{er}_{X}(-\log S)$ denote the sheaf of logarithmic vector fields along $S$ and $\mathscr{D} \mathrm{er}_{X, O}(-\log S)$ the stalk at $O$ of $\mathscr{D} \mathrm{er}_{X}(-\log S)$.

Let $\pi_{\Gamma}: H_{\Gamma(f)} \rightarrow H_{\Gamma(f)}$ be the map defined by $\pi_{\Gamma}(\psi)=\left(\frac{\partial f}{\partial x_{1}}\right) * \psi$ and let $H_{\Phi(f)}$ denote the image of the map $\pi_{\Gamma}$ :

$$
H_{\Phi(f)}=\left\{\left.\left(\frac{\partial f}{\partial x_{1}}\right) * \psi \right\rvert\, \psi \in H_{\Gamma(f)}\right\}
$$

Let $\operatorname{Ann}_{\mathcal{O}_{X, O}}\left(H_{\Gamma(f)}\right)$ denote the annihilator ideal in $\mathcal{O}_{X, O}$ of $H_{\Gamma(f)}$ :

$$
\operatorname{Ann}_{\mathcal{O}_{X, o}}\left(H_{\Gamma(f)}\right)=\left\{a(x) \in \mathcal{O}_{X, o} \mid a(x) * \psi=0, \forall \psi \in H_{\Gamma(f)}\right\} .
$$

Lemma 4.2. $\quad \operatorname{Ann}_{\mathcal{O}_{X, O}}\left(H_{\Gamma(f)}\right)=\left\langle f, \frac{\partial f}{\partial x_{2}}, \frac{\partial f}{\partial x_{3}}, \ldots, \frac{\partial f}{\partial x_{n}}\right\rangle$.
Proof. As $H_{\Gamma(f)}=\left\{\psi \in H_{[O]}^{n}(K[x]) \left\lvert\, f * \psi=\left(\frac{\partial f}{\partial x_{2}}\right) * \psi=\cdots=\left(\frac{\partial f}{\partial x_{n}}\right) * \psi=0\right.\right\}$, the Grothendieck local duality theorem on residue [17] implies that $\operatorname{Ann}_{\mathcal{O}_{X, O}}\left(H_{\Gamma(f)}\right)$ $=\left\langle f, \frac{\partial f}{\partial x_{2}}, \frac{\partial f}{\partial x_{3}}, \ldots, \frac{\partial f}{\partial x_{n}}\right\rangle$.

The following theorem is of basic importance.
Theorem 4.3 ([42]). Let $a(x) \in \mathcal{O}_{X, O}$. Then, the following conditions are equivalent.
(i) $a(x) \in A n n_{\mathcal{O}_{X, O}}\left(H_{\Phi(f)}\right)$.
(ii) There exists a logarithmic vector field $v$ along $S\left(v \in \mathscr{D} \mathrm{er}_{X, O}(-\log S)\right)$ such that

$$
v=a(x) \frac{\partial}{\partial x_{1}}+a_{2}(x) \frac{\partial}{\partial x_{2}}+\cdots+a_{n}(x) \frac{\partial}{\partial x_{n}}
$$

where $a_{2}(x), \ldots, a_{n}(x) \in \mathcal{O}_{X, O}$.

Proof. It is sufficient to show that the annihilator ideal, in the local ring $\mathcal{O}_{X, O}$, of $H_{\Phi(f)}$ is the ideal quotient $\left\langle f, \frac{\partial f}{\partial x_{2}}, \ldots, \frac{\partial f}{\partial x_{n}}\right\rangle:\left\langle\frac{\partial f}{\partial x_{1}}\right\rangle$. Let $a(x) \in \mathcal{O}_{X, O}$. Then, $a(x)$ is in the annihilator ideal $\operatorname{Ann}_{\mathcal{O}_{X, O}}\left(H_{\Phi(f)}\right)$ if and only if

$$
a(x) *\left(\left(\frac{\partial f}{\partial x_{1}}\right) * \psi\right)=\left(a(x)\left(\frac{\partial f}{\partial x_{1}}\right)\right) * \psi=0, \quad \forall \psi \in H_{\Gamma(f)} .
$$

Since $\operatorname{Ann}_{\mathscr{U}_{X, O}}\left(H_{\Gamma(f)}\right)=\left\langle f, \frac{\partial f}{\partial x_{2}}, \frac{\partial f}{\partial x_{3}}, \ldots, \frac{\partial f}{\partial x_{n}}\right\rangle$, the condition above is equivalent to the following.

$$
a(x) \in\left\langle f, \frac{\partial f}{\partial x_{2}}, \frac{\partial f}{\partial x_{3}}, \ldots, \frac{\partial f}{\partial x_{n}}\right\rangle:\left\langle\frac{\partial f}{\partial x_{1}}\right\rangle
$$

Namely $\operatorname{Ann}_{\mathcal{O}_{X, O}}\left(H_{\Phi(f)}\right)=\left\langle f, \frac{\partial f}{\partial x_{2}}, \frac{\partial f}{\partial x_{3}}, \ldots, \frac{\partial f}{\partial x_{n}}\right\rangle:\left\langle\frac{\partial f}{\partial x_{1}}\right\rangle$, which completes the proof.

A logarithmic vector field $v$ generated over $\mathcal{O}_{X, O}$ by

$$
f\left(\frac{\partial}{\partial x_{1}}\right), \ldots, f\left(\frac{\partial}{\partial x_{n}}\right) \text { and }\left(\frac{\partial f}{\partial x_{j}}\right)\left(\frac{\partial}{\partial x_{i}}\right)-\left(\frac{\partial f}{\partial x_{i}}\right)\left(\frac{\partial}{\partial x_{j}}\right),
$$

$(1 \leq i<j \leq n)$, is called trivial.

Lemma 4.4. Let $v^{\prime}=a_{2}(x) \frac{\partial}{\partial x_{2}}+\cdots+a_{n}(x) \frac{\partial}{\partial x_{n}}$ be a germ of holomorphic vector field. If $v^{\prime}$ is a logarithmic vector field along $S$, then $v^{\prime}$ is trivial.

Proof. Since $\left(f, \frac{\partial f}{\partial x_{2}}, \frac{\partial f}{\partial x_{3}}, \ldots, \frac{\partial f}{\partial x_{n}}\right)$ is a regular sequence, this lemma follows immediately from the definition of regular sequences.

This yields the following.
Proposition 4.5. Let $v=a(x) \frac{\partial}{\partial x_{1}}+a_{2}(x) \frac{\partial}{\partial x_{2}}+\cdots+a_{n}(x) \frac{\partial}{\partial x_{n}}$ be a logarithmic vector field along $S$. Then, the following conditions are equivalent.
(i) $v$ is trivial.
(ii) $a(x) \in\left\langle f, \frac{\partial f}{\partial x_{2}}, \frac{\partial f}{\partial x_{3}}, \ldots, \frac{\partial f}{\partial x_{n}}\right\rangle$.

In the next subsection, we consider an algorithm for computing a standard basis of the ideal $\operatorname{Ann}_{\vartheta_{X, O}}\left(H_{\Phi(f)}\right)$ which will be utilized to reveal the structure of logarithmic vector fields along $S$.

### 4.2. Local cohomology and standard bases

Here, we present an algorithm for computing standard bases as an application of the algorithms Algorithm 2 and 3.

Let us consider first, for simplicity, the case where $f$ has no parameters.
Definition 4.6 ([30]). Let $\prec$ be a global term order on $K[\xi], \Psi$ a finite subset of $H_{[O]}^{n}(K[x])$ and $\psi$ an element of $\operatorname{SL}(\Psi)$ with $\operatorname{ht}(\psi)=\xi^{\gamma}$ where $\gamma \in \mathbf{N}^{n}$. Let $c_{(\gamma, k)} \in K$ denote the coefficient of the lower term $\xi^{\kappa}$ of $\psi$, i.e., $\psi=\xi^{\gamma}+$ $\sum_{\xi^{\kappa}\left\langle\xi^{\gamma}\right.} c_{(\gamma, \kappa)} \xi^{\kappa}$.

Let $\Xi$ be a set of terms in $K[\xi]$, then, for $\xi^{\lambda} \in \Xi$, the transfer $\mathrm{SB}_{\Psi}$ is defined by the following:

$$
\begin{cases}\operatorname{SB}_{\Psi}\left(\xi^{\lambda}\right)=x^{\lambda}-\sum_{\xi^{k} \in \operatorname{ht}(\operatorname{SL}(\Psi))} c_{(\kappa, \lambda)} x^{\kappa} & \text { in } K[x], \text { if } \xi^{\lambda} \in \operatorname{LL}(\Psi), \\ \operatorname{SB}_{\Psi}\left(\xi^{\lambda}\right)=x^{\lambda} & \text { in } K[x], \text { if } \xi^{\lambda} \notin \operatorname{LL}(\Psi) .\end{cases}
$$

The set $\operatorname{SB}_{\Psi}(\boldsymbol{\Xi})$ is also defined by $\operatorname{SB}_{\Psi}(\boldsymbol{\Xi})=\left\{\operatorname{SB}_{\Psi}\left(\xi^{\lambda}\right) \mid \xi^{\lambda} \in \boldsymbol{\Xi}\right\}$.
The next theorem describes how to compute a standard basis of $\operatorname{Ann}_{\mathcal{U}_{X, o}}\left(H_{\Phi(f)}\right)$ from a basis of the vector space $H_{\Phi(f)}$.

Theorem 4.7 ([30, 45]). Let $\Phi$ be a basis of the vector space $H_{\Phi(f)}$ such that, for all $\varphi \in \Phi, \operatorname{hc}(\varphi)=1$ and $\operatorname{ht}(\varphi) \notin \operatorname{LL}(\Phi)$. Let $\prec$ be a global term order in $K[\xi]$ and $\Xi$ be the minimal basis of $\langle\operatorname{Neighbor}(\operatorname{ht}(\Phi)) \backslash \mathrm{ht}(\Phi)\rangle$ in $K[\xi]$. Then, $\mathrm{SB}_{\Phi}(\Xi)$ is a reduced standard basis of Ann $_{\mathcal{U}_{X, o}}\left(H_{\Phi(f)}\right)$ w.r.t. the local term order $\prec^{-1}$ in the ring $\mathcal{O}_{X, O}$ the ring of power series.

Example 5. Let us consider Example 2. $f=x_{1}^{4} x_{2}+x_{2}^{4}+x_{1}^{6} \in \mathbf{C}\left[x_{1}, x_{2}\right]$ ( $W_{13}$ singularity) is a semi-weighted homogeneous polynomial of type $(16 ;(3,4))$. The set $\Psi$ is a basis of the vector space $H_{\Gamma(f)}$ and the set

$$
\pi_{\Gamma}(\Psi)=\left\{\left.\left(\frac{\partial f}{\partial x_{1}}\right) * \psi \right\rvert\, \psi \in \Psi\right\}=\left\{4,4 \xi_{2}, 2 / 3 \xi_{1}, 6,-8 \xi_{2}-\xi_{2}^{2}+2 / 3 \xi_{1}^{2}\right\}
$$

The basis $\Phi$ of the vector space $H_{\Phi(f)}$ that satisfies, for all $\psi \in \pi_{\Gamma}(\Psi)$, hc $(\psi)=1$ and $\operatorname{ht}(\psi) \notin \operatorname{LL}\left(\pi_{\Gamma}(\Psi)\right)$ w.r.t. the lexicographical term order $\prec$ s.t. $\xi_{2} \prec \xi_{1}$, is $\left\{1, \xi_{1}, \xi_{2}, \xi_{1}^{2}-3 / 2 \xi_{2}^{2}\right\}$. The minimal basis $\Theta$ of $\left\langle\operatorname{Neighbor}\left(\operatorname{ht}\left(\pi_{\Gamma}(\Psi)\right)\right) \backslash \operatorname{ht}\left(\pi_{\Gamma}(\Psi)\right)\right\rangle$ is $\left\{\xi_{1}^{3}, \xi_{1} \xi_{2}, \xi_{2}^{2}\right\}$.

Therefore, $\mathrm{SB}_{\Psi}(\Theta)=\left\{x_{1}^{3}, x_{1} x_{2}, x_{2}^{2}+3 / 2 x_{1}^{2}\right\}$ is the reduced standard basis of $\operatorname{Ann}_{\mathcal{O}_{X, O}}\left(H_{\Phi(f)}\right)$ w.r.t. $\prec^{-1}$ in the local ring.

We turn to the parametric cases. In order to treat standard bases with parameters, we introduce now a notion of parametric standard basis.

Definition 4.8. Let $F$ be a subset of $(K[t])[x], \mathbf{A}_{1}, \ldots, \mathbf{A}_{\ell}$ strata in $\bar{K}^{m}$, $S_{1}, \ldots, S_{\ell}$ subsets of $K(t)\{x\}$ and $\prec$ a local term order. A finite set $\mathscr{S}=$ $\left\{\left(\mathbf{A}_{1}, S_{1}\right), \ldots,\left(\mathbf{A}_{\ell}, S_{\ell}\right)\right\}$ of pairs is called a parametric standard basis on $\mathbf{A}_{1} \cup \cdots \cup \mathbf{A}_{\ell}$ of $\langle F\rangle$ w.r.t. $\prec$ if $S_{i} \subset\left(K[t]_{\mathbf{A}_{i}}\right)[x]$ and $\sigma_{\bar{a}}\left(S_{i}\right)$ is a standard basis of the ideal $\left\langle\sigma_{\bar{a}}(F)\right\rangle$ in $\bar{K}\{x\}$ w.r.t. $\prec$ for each $i=1, \ldots, \ell$ and $\bar{a} \in \mathbf{A}_{i}$ where $K(t)$ is the field of rational functions and $\bar{K}\{x\}$ is the ring of power series.

As the method for computing standard bases from a basis of $H_{\Phi(f)}$ consists of only linear algebra computation, the method can be generalized to parametric cases, like Algorithm 3. This algorithm is the same as our previous algorithm [30], essentially. Notably the algorithm also performs simultaneously a decomposition of a given stratum into finer strata according to the structure of resulting vector spaces. We sketch the resulting method for computing a parametric standard basis of $\operatorname{Ann}_{\mathcal{O}_{X, O}}\left(H_{\Phi(f)}\right)$ in Algorithm 4.

```
Algorithm 4. PSB
Specification: \(\mathbf{P S B}(f, \prec)\)
Computing a parametric standard basis of \(\operatorname{Ann}_{\mathcal{U}_{X, o}}\left(H_{\Phi\left(\sigma_{a}(f)\right)}\right)\) w.r.t. \(\prec\).
Input: \(f\) : a semi-weighted homogeneous polynomial of type \((d ; \mathbf{w})\) with parameters \(t\).
\(\prec\) : a local term order.
Output: \((\mathscr{P}, \mathscr{D})\) :
\(\mathscr{P}=\left\{\left(\mathbf{A}_{1}, P_{1}\right),\left(\mathbf{A}_{2}, P_{2}\right), \ldots,\left(\mathbf{A}_{l}, P_{\ell}\right)\right\}\) is a parametric standard basis on \(\mathbf{A}_{1} \cup \mathbf{A}_{2} \cup \cdots \cup \mathbf{A}_{\ell}\), of the ideal
    \(\operatorname{Ann}_{\mathcal{O}_{X, O}}\left(H_{\Phi(f)}\right)\) w.r.t. \(\prec\). For all \(\bar{a} \in \mathbf{A}_{i}, \sigma_{\bar{a}}\left(P_{i}\right)\) is the reduced standard basis of \(\operatorname{Ann}_{\mathcal{O}_{X, O}}\left(H_{\Phi\left(\sigma_{a}(f)\right)}\right)\)
    w.r.t. \(<, 1 \leq i \leq \ell\).
\(\mathscr{D}=\left\{\mathbf{B}_{1}, \mathbf{B}_{2}, \ldots, \mathbf{B}_{k}\right\}\) is a set of strata s.t. the weighted homogeneous part of \(f\) does not define an
    isolated singularity at the origin on \(\mathbf{B}_{i}\) for \(1 \leq i \leq k\).
BEGIN
\((\mathscr{S}, \mathscr{D}) \leftarrow\) Para_SemiW \(\left(f, \prec_{\mathbf{w}}\right)\) where \(\prec_{\mathbf{w}}\) a weighted term order.
\(\mathscr{S}^{\prime} \leftarrow\left\{\left(\mathbf{A}, \pi_{\Gamma}(\Psi)\right) \mid(\mathbf{A}, \Psi) \in \mathscr{S}\right\} ; \mathscr{P} \leftarrow \varnothing\);
while \(\mathscr{S}^{\prime} \neq \varnothing\) do
Select \(\left(\mathbf{A}^{\prime}, \Phi^{\prime}\right)\) from \(\mathscr{S}^{\prime} ; \mathscr{S}^{\prime} \leftarrow \mathscr{S}^{\prime} \backslash\left\{\left(\mathbf{A}^{\prime}, \Phi^{\prime}\right)\right\}\);
\(v \leftarrow{ }^{t}\left(\xi^{\alpha_{1}}, \ldots, \xi^{\alpha_{u}}\right)\) where \(\operatorname{Term}\left(\Phi^{\prime}\right)=\left\{\xi^{\alpha_{1}}, \ldots, \xi^{\alpha_{u}}\right\}\) and \(\xi^{\alpha_{u}}<^{-1} \ldots \prec^{-1} \xi^{\alpha_{1}} ;\)
\(\mathscr{H} \leftarrow\) Compute a maximal linearly independent subset of \(\Phi^{\prime}\) whose coefficient matrix is the row
reduced echelon matrix w.r.t. \(v\) on \(\mathbf{A}\);
    while \(\mathscr{H} \neq \varnothing\) do
    Select \(\left(\mathbf{A}^{\prime \prime}, \Phi\right)\) from \(\mathscr{H} ; \mathscr{H} \leftarrow \mathscr{H} \backslash\left\{\left(\mathbf{A}^{\prime \prime}, \Phi\right)\right\}\);
    \(\left(\mathbf{A}^{\prime \prime}, P\right) \leftarrow\) Compute the reduced standard basis \(P\) of \(\operatorname{Ann}_{\mathcal{U}_{X, O}}\left(H_{\Phi(f)}\right)\) on \(\mathbf{A}^{\prime \prime}\) from \(\Phi\);
    \(\mathscr{P} \leftarrow \mathscr{P} \cup\left\{\left(\mathbf{A}^{\prime \prime}, P\right)\right\} ;\)
    end-while
end-while
return \((\mathscr{P}, \mathscr{D})\);
END
```

The correctness and termination of Algorithm 4 follow from Algorithm 3 and Theorem 4.7. We have implemented the algorithm for computing parametric standard bases of $\operatorname{Ann}_{\mathcal{O}_{X, O}}\left(H_{\Phi(f)}\right)$, in the computer algebra system Risa/Asir.

We illustrate parametric standard bases of $\operatorname{Ann}_{\mathcal{U}_{X, O}}\left(H_{\Phi(f)}\right)$ with Example 6.

Example 6. Let us consider Example 3, again. $\Psi$ is the basis of the vector space $H_{\Gamma(f)}$ and $\pi_{\Gamma}(\Psi)=\left\{\left.\left(\frac{\partial f}{\partial x_{1}}\right) * \psi \right\rvert\, \psi \in \Psi\right\}$ is $\left\{-4 / 5 t^{2},-4 / 25 t^{2} \xi_{1}+16 / 25 t^{3} \xi_{2}\right.$, $\left.-4 / 25 t^{2} \xi_{1}^{2}+16 / 125 t^{3} \xi_{1} \xi_{2}+4 \xi_{2}^{3}-64 / 125 t^{4} \xi_{2}^{2}, 4,4 \xi_{2}, 4 \xi_{2}^{2}\right\}$. Hence, we obtain a PLCS of $H_{\Phi(f)}$ from the set $\pi_{\Gamma}(\Psi)$. The maximal linearly independent subset of $H_{\Phi(f)}$ whose coefficient matrix is a row reduced echelon matrix w.r.t. the total degree lexicographic term order $\prec$ s.t. $\xi_{2} \prec \xi_{1}$, is the following;

- if the parameter $t$ belongs to $\mathbf{V}(t)$, then $\Phi=\left\{\xi_{2}^{3}, \xi_{2}^{2}, \xi_{2}, 1\right\}$ is a basis of $H_{\Phi(f)}$, and
- if the parameter $t$ belongs to $\mathbf{C} \backslash \mathbf{V}(t)$, then $\Phi=\left\{\xi_{2}^{3}-1 / 25 t^{2} \xi_{1}^{2}+\right.$ $\left.4 / 125 t^{3} \xi_{1} \xi_{2}, \xi_{2}^{2}, \xi_{2}, \xi_{1}, 1\right\}$ is a basis of $H_{\Phi(f)}$.
By Algorithm 4, the reduced standard basis of $\operatorname{Ann}_{\mathcal{O}_{X, O}}\left(H_{\Phi(f)}\right)$ w.r.t. $\prec^{-1}$ is easily obtained from a PLCS of $H_{\Phi(f)}$, as follows;
- if the parameter $t$ belongs to $\mathbf{V}(t)$, then $\left\{x_{1}, x_{2}^{4}\right\}$ is the reduced standard basis, and
- if the parameter $t$ belongs to $\mathbf{C} \backslash \mathbf{V}(t)$, then $\left\{x_{1}^{2}+1 / 25 t^{2} x_{2}^{3}, x_{1} x_{2}-\right.$ $\left.4 / 125 t^{3} x_{2}^{3}, x_{2}^{4}\right\}$ is the reduced standard basis.


## 5. Main results

Here we introduce our main results that are algorithms for computing logarithmic vector fields along $S$. We present two computation methods. The main difference is; the first method involves syzygy computation in a "local" ring, and the second method performs syzygy computation in a "global" ring. We will compare the first and the second methods in numbers of strata and computation time.

### 5.1. Method 1

In order to explain the main idea of the method, let us consider first, for simplicity, the case where $f$ has no parameters. Assume that the reduced standard basis $\left\{q_{1}, q_{2}, \ldots, q_{r}\right\}$ of the annihilating ideal $\operatorname{Ann}_{\mathcal{O}_{X, O}}\left(H_{\Phi(f)}\right)$ w.r.t. a local term order $\prec$ and a standard basis $M_{j}$ of the module of syzygies w.r.t. the generators $q_{j} \frac{\partial f}{\partial x_{1}}, \frac{\partial f}{\partial x_{2}}, \ldots, \frac{\partial f}{\partial x_{n}}, f$ in $\mathcal{O}_{X, O}$ for each $j=1,2, \ldots, r$, are given. Note that, the
module order is POT ("top down" order, see [10]) with $\prec$. Then, we have the following theorem.

Theorem 5.1. Under the setup above, there exists a vector $\left(c_{j_{1}}, c_{j_{2}}, \ldots, c_{j_{n}}\right.$, $\left.c_{j_{n+1}}\right) \in M_{j}$ such that $c_{j_{1}}$ contains a term of degree 0 , i.e., a non-zero constant term is in $c_{j_{1}}$. The holomorphic vector field

$$
v_{j}=q_{j} \frac{\partial}{\partial x_{1}}+\left(c_{j_{2}} / c_{j_{1}}\right) \frac{\partial}{\partial x_{2}}+\cdots+\left(c_{j_{n}} / c_{j_{1}}\right) \frac{\partial}{\partial x_{n}}
$$

is logarithmic along $S$, for each $j \in\{1, \ldots, r\}$.
Proof. As the coefficients of $\frac{\partial}{\partial x_{1}}$ are generated by the reduced standard basis $\left\{q_{1}, \ldots, q_{r}\right\}$ w.r.t. $\prec$ in $\mathcal{O}_{X, O}$ by Theorem 4.3, there exists a $\left(c_{j_{1}}, c_{j_{2}}, \ldots, c_{j_{n}}, c_{j_{n+1}}\right) \in$ $M_{j}$ that satisfies the property because $M_{j}$ is a standard basis w.r.t. POT with $\prec$. Since $\left(c_{j_{1}}, c_{j_{2}}, \ldots, c_{j_{n}}, c_{j_{n+1}}\right)$ is a syzygy,

$$
c_{j_{1}} q_{j} \frac{\partial f}{\partial x_{1}}+c_{j_{2}} \frac{\partial f}{\partial x_{2}}+\cdots+c_{j_{n}} \frac{\partial f}{\partial x_{n}}=-c_{j_{n+1}} f
$$

Hence, $v_{j}(f) \in\langle f\rangle$ holds.
Corollary 5.2. Using the same notation as in Theorem 5.1, let $M$ be a standard basis of the module of syzygies w.r.t. the generators $\frac{\partial f}{\partial x_{2}}, \ldots, \frac{\partial f}{\partial x_{n}}, f$ in $\mathcal{O}_{X, O}$. Set $T=\left\{\left.c_{2} \frac{\partial}{\partial x_{2}}+\cdots+c_{n} \frac{\partial}{\partial x_{n}} \right\rvert\,\left(c_{2}, \ldots, c_{n}, c_{n+1}\right) \in M\right\}$ w.r.t. a POT module order with $\prec$. Then, $\left\{v_{1}, v_{2}, \ldots, v_{r}\right\} \cup T$ is a set of generators of $\mathscr{D} \mathrm{er}_{X, O}(-\log S)$.

Proof. By Proposition 4.5, $v_{1}, v_{2}, \ldots, v_{r}$ and elements of $T$ generate $\mathscr{D e r}_{X, O}(-\log S)$ over $\mathcal{O}_{X, O}$.

Remark. For an arbitrary defining polynomial of a hypersurface, a set of generators of the logarithmic vector fields with polynomial coefficients can be directly computed as a syzygy module over the polynomial ring, which also generates the logarithmic vector fields with analytic coefficients because of the flatness of the power series ring over the polynomial ring. However, it is difficult in general to extract local analytic properties of the module $\mathscr{D} \mathrm{er}_{X, O}(-\log S)$ from the generators obtained by the syzygy computation in the polynomial rings. Note also that if we construct logarithmic vector fields directly by computing standard bases of the module of syzygies w.r.t. the generators $\frac{\partial f}{\partial x_{1}}, \frac{\partial f}{\partial x_{2}}, \ldots, \frac{\partial f}{\partial x_{n}}, f$ in $\mathcal{O}_{X, O}$,
then the output of the computation are, in general, not suitable to know the local analytic properties of logarithmic vector fields. See for instance, Example 7. In contrast, the proposed method that utilize the standard basis $\left\{q_{1}, q_{2}, \ldots, q_{r}\right\}$ gives a nice set of generators of $\mathscr{D} \mathrm{er}_{X, O}(-\log S)$ for analyzing complex analytic properties, near the singular point in question, of logarithmic vector fields.

In the non-parametric case, it is possible to compute a standard basis of a module of syzygies w.r.t. a given local term order in $\mathcal{O}_{X, O}$. In fact, the computer algebra system Singular [15] has a command of computing them.

Now we turn to the parametric case. Before describing the algorithm, we introduce a notion of parametric syzygy systems.

Definition 5.3 (PSS). Let fix a term order. Let $f_{1}, \ldots, f_{s}$ be a subset of $(K[t])[x], \mathbf{A}_{1}, \ldots, \mathbf{A}_{\ell}$ strata in $\bar{K}^{m}$ and $G_{1}, \ldots, G_{\ell}$ subsets of $(K[t])[x]$. A finite set $\mathscr{G}=\left\{\left(\mathbf{A}_{1}, G_{1}\right), \ldots,\left(\mathbf{A}_{\ell}, G_{\ell}\right)\right\}$ of pairs is called a parametric syzygy system (PSS) on $\mathbf{A}_{1} \cup \cdots \cup \mathbf{A}_{\ell}$ of $\left(f_{1}, \ldots, f_{s}\right)$ if $\sigma_{a}\left(G_{i}\right), a \in \mathbf{A}_{i}$, is a standard basis (or Gröbner basis) of the module of syzygies w.r.t. the generators $\sigma_{a}\left(f_{1}\right), \sigma_{a}\left(f_{2}\right), \ldots, \sigma_{a}\left(f_{s}\right)$ in $\bar{K}[[x]]$ (or $\bar{K}[x]$ ) for each $i=1, \ldots, \ell$. We simply say $\mathscr{G}$ is a parametric syzygy system of $\left(f_{1}, \ldots, f_{s}\right)$ if $\mathbf{A}_{1} \cup \cdots \cup \mathbf{A}_{\ell}=\bar{K}^{m}$.

We write for clarity a parametric syzygy system in a local ring as $\mathrm{PSS}_{\mathrm{sb}}$ (for standard bases) and parametric syzygy system in a global ring as $\mathrm{PSS}_{\mathrm{gb}}$ (for Gröbner bases).

It is easy to see that Theorem 5.1 can be generalized to the parametric case by $\mathrm{PSS}_{\mathrm{sb}}$. The outline of the algorithm for computing logarithmic vector fields is therefore the following.

Step 1. Compute a parametric standard basis of the annihilator ideal $\mathrm{Ann}_{\hat{O}_{X, O}}\left(H_{\Phi(f)}\right)$ by Algorithm 1.
Step 2. Compute a $\operatorname{PSS}_{\text {sb }}$ of $\left(q_{j} \frac{\partial f}{\partial x_{1}}, \frac{\partial f}{\partial x_{2}}, \ldots, \frac{\partial f}{\partial x_{n}}, f\right)$ where $q_{j}$ is an element of the standard basis of $\operatorname{Ann}_{\mathscr{O}_{X, O}}\left(H_{\Phi(f)}\right)$.
Step 3. Select an element $\left(c_{1}, c_{2}, \ldots, c_{n}, c_{n+1}\right)$ from a $\operatorname{PSS}_{\text {sb }}$ in $\mathcal{O}_{X}$, whose first component has a non-zero constant term.
Step 4. Set $v_{j}=q_{j} \frac{\partial}{\partial x_{1}}+\left(c_{2} / c_{1}\right) \frac{\partial}{\partial x_{2}}+\cdots+\left(c_{n} / c_{1}\right) \frac{\partial}{\partial x_{n}}$.
In step 2, it is necessary to compute a $\operatorname{PSS}_{\text {sb }}$ of $\left(q_{j} \frac{\partial f}{\partial x_{1}}, \frac{\partial f}{\partial x_{2}}, \ldots, \frac{\partial f}{\partial x_{n}}, f\right)$ in the rings of power series. However, to the best of our knowledge, there is currently no implementation of such syzygy computation. Thus, we provide a new alternative efficient algorithm for computing the $\mathrm{PSS}_{\mathrm{sb}}$ in the rings of power series.

In [28], an efficient algorithm for computing $\mathrm{PSS}_{\mathrm{gb}}$ in a "polynomial ring", has been introduced. One can generalize the algorithm to a local ring by using Lazard's homogenization technique [23]. The algorithm of parametric syzygies is described in Appendix A.

Note that as we apply Lazard's homogenization technique, we obtain a standard basis of the module of syzygies w.r.t. a local "total degree" term order $\prec$. Thus, we compute, beforehand, a parametric standard basis of $\operatorname{Ann}_{\mathcal{U}_{X, O}}\left(H_{\Phi(f)}\right)$ w.r.t. the same term order $\prec$.

The complete algorithm for computing logarithmic vector fields along $S$ with parameters, is Algorithm 5.

The correctness clearly follows from Algorithm 4 (PSB) and Theorem 5.1. As we use the Lazard's homogenization technique, it follows from [28] and Algorithm 4 that the algorithm for computing a $\mathrm{PSS}_{\mathrm{sb}}$, at $(*)$, terminates. Since the set $\mathscr{P}$ and $\mathscr{M}$ have only finite number of pairs, the algorithm terminates. Note that the part of $(\triangle)$ will be used in Algorithm 8, too.

We illustrate the algorithm with the following examples.
Example 7. Let us consider Example 5. From Example 5, the reduced standard basis of $\operatorname{Ann}_{\mathcal{O}_{X, O}}\left(H_{\Phi(f)}\right)$ w.r.t. $\prec^{-1}$ is $\left\{x_{1}^{3}, x_{1} x_{2}, x_{2}^{2}+3 / 2 x_{1}^{2}\right\}$. Then, a syzygy basis of $\left(x_{1}^{3} \frac{\partial f}{\partial x_{1}} \frac{\partial f}{\partial x_{2}}, f\right)$ is

$$
\begin{aligned}
& \left\{\left(9+64 x_{2},-6 x_{1}^{4}+96 x_{1}^{2} x_{2}^{2}+12 x_{1}^{2} x_{2}-8 x_{2}^{3},-384 x_{1}^{2} x_{1}-48 x_{1}^{2}+32 x_{2}^{2}\right)\right. \\
& \\
& \quad\left(-24 x_{1}^{4}-16 x_{1}^{2} x_{2}, 4 x_{1}^{2}+3 x_{2}, 6 x_{1}^{4} x_{2}^{4}+4 x_{1}^{2} x_{2}^{2}, 0\right) \\
& \\
& \quad\left(-24 x_{1}^{2} x_{2}-3 x_{1}^{2}-2 x_{2}^{2}, 2 x_{1}^{6}-36 x_{1}^{4} x_{2}^{2}-4 x_{1}^{4} x_{2}, 144 x_{1}^{4} x_{2}+16 x_{1}^{4}\right) \\
& \\
& \quad\left(-3 x_{1}^{2}+16 x_{2}^{2}, 2 x_{1}^{6}-4 x_{1}^{4} x_{2}+24 x_{1}^{2} x_{2}^{3}, 16 x_{1}^{4}-96 x_{1}^{2} x_{2}^{2}\right) \\
& \\
& \left.\left(x_{1}^{4}+4 x_{2}^{3},-6 x_{1}^{8}-4 x_{1}^{6} x_{2}, 0\right)\right\} .
\end{aligned}
$$

We take $\left(9+64 x_{2},-6 x_{1}^{4}+96 x_{1}^{2} x_{2}^{2}+12 x_{1}^{2} x_{2}-8 x_{2}^{3},-384 x_{1}^{2} x_{1}-48 x_{1}^{2}+32 x_{2}^{2}\right)$ (because the first component has a non-zero constant term) and set

$$
v_{1}=x_{1}^{3} \frac{\partial}{\partial x_{1}}+\left(-6 x_{1}^{4}+96 x_{1}^{2} x_{2}^{2}+12 x_{1}^{2} x_{2}-8 x_{2}^{3}\right) /\left(9+64 x_{2}\right) \cdot \frac{\partial}{\partial x_{2}} .
$$

As $1 /\left(9+64 x_{2}\right)=1 / 4 \sum_{i=0}^{\infty}(-64 / 9)^{i} x_{2}^{i}, v_{1}$ is a holomorphic vector field

$$
x_{1}^{3} \frac{\partial f}{\partial x_{1}}+\left(-6 x_{1}^{4}+96 x_{1}^{2} x_{2}^{2}+12 x_{1}^{2} x_{2}-8 x_{2}^{3}\right) \sum_{i=0}^{\infty}(-64 / 9)^{i} x_{2}^{i} \frac{\partial}{\partial x_{2}} .
$$

## Algorithm 5. Method 1

Specification: Method1 ( $f, \prec$ )
Computing bases of $\mathscr{D}_{X, O}(-\log S)$.
Input: $f$ : a semi-weighted homogeneous polynomial of type $(d ; \mathbf{w})$ with parameters $t$.
$\prec$ : a local term order.
Output: $(\mathscr{V}, \mathscr{D})$ :
$\mathscr{V}=\left\{\left(\mathbf{A}_{1}, V_{1}\right), \ldots,\left(\mathbf{A}_{\ell}, V_{\ell}\right)\right\}, V_{i}$ is a set of logarithmic vector fields along $S$ on $\mathbf{A}_{i}$ for each $i \in$ $\{1, \ldots, \ell\}$.
$\mathscr{D}=\left\{\mathbf{B}_{1}, \ldots, \mathbf{B}_{k}\right\}$ is a set of strata s.t. the weighted homogeneous part of $f$ does not define an isolated singularity at the origin on $\mathbf{B}_{i}$ for $1 \leq i \leq k$.

## BEGIN

```
\(\mathscr{L} \leftarrow \varnothing ;(\mathscr{P}, \mathscr{D}) \leftarrow \mathbf{P S B}(f, \prec) ;\)
\(\mathscr{T} \leftarrow\) Compute a \(\operatorname{PSS}_{\text {sb }}\) of \(\left(\frac{\partial f}{\partial x_{2}}, \ldots, \frac{\partial f}{\partial x_{n}}, f\right)\) in \(\mathcal{O}_{X}\);
while \(\mathscr{T} \neq \varnothing\) do
    Select \(\left\{\left(\mathbf{A}_{0}, M\right)\right\}\) from \(\mathscr{T} ; \mathscr{T} \leftarrow \mathscr{T} \backslash\left\{\left(\mathbf{A}_{0}, M\right)\right\} ; L_{0} \leftarrow \varnothing\);
    while \(M \neq \varnothing\) do
        Select \(\left(c_{2}, \ldots, c_{n}, c_{n+1}\right)\) from \(M ; M \leftarrow M \backslash\left\{\left(c_{2}, \ldots, c_{n}, c_{n+1}\right)\right\}\)
        \(L_{0} \leftarrow\left\{c_{2} \frac{\partial}{\partial x_{2}}+\cdots+c_{n} \frac{\partial}{\partial x_{n}}\right\} ;\)
    end-while
end-while
\(\mathscr{L} \leftarrow \mathscr{L} \cap\left\{\left(\mathbf{A}_{0}, L_{0}\right)\right\} ;\)
```

while $\mathscr{P} \neq \varnothing$ do
Select $\left(\mathbf{A},\left\{q_{1}, \ldots, q_{r}\right\}\right)$ from $\mathscr{P} ; \mathscr{P} \leftarrow \mathscr{P} \backslash\left\{\left(\mathbf{A},\left\{q_{1}, \ldots, q_{r}\right\}\right)\right\}$;
$/ *\left\{q_{1}, \ldots, q_{r}\right\}$ is the reduced standard basis*/
for each $j \in\{1, \ldots, r\}$ do
$\mathscr{M} \leftarrow$ Compute a $\operatorname{PSS}_{\mathrm{sb}}$ of $\left(q_{j} \frac{\partial f}{\partial x_{1}}, \frac{\partial f}{\partial x_{2}}, \ldots, \frac{\partial f}{\partial x_{n}}, f\right)$ on $\mathbf{A} ;(*)$
$\mathscr{S} \leftarrow \varnothing$;
while $\mathscr{M} \neq \varnothing$ do
Select $\left(\mathbf{A}^{\prime}, M\right)$ from $\mathscr{M} ; \mathscr{M} \leftarrow \mathscr{M} \backslash\left\{\left(\mathbf{A}^{\prime}, M\right)\right\}$;
$\left(c_{1}, \ldots, c_{n+1}\right) \leftarrow$ Select an element from $M$ whose 1 st component is a nonzero constant;
$v \leftarrow q_{j} \frac{\partial}{\partial x_{1}}+\left(c_{2} / c_{1}\right) \frac{\partial}{\partial x_{2}}+\cdots+\left(c_{n} / c_{1}\right) \frac{\partial}{\partial x_{n}} ;$
while $\mathscr{V} \neq \varnothing$ do
Select $\left(\mathbf{A}^{\prime \prime}, V\right)$ from $\mathscr{V} ; \mathscr{V} \leftarrow \mathscr{V} \backslash\left\{\left(\mathbf{A}^{\prime \prime}, V\right)\right\}$;
if $\mathbf{A}^{\prime} \cap \mathbf{A}^{\prime \prime} \neq \varnothing$ then
$\mathscr{S} \leftarrow \mathscr{S} \cup\left\{\left(\mathbf{A}^{\prime} \cap \mathbf{A}^{\prime \prime}, V \cup\{v\}\right)\right\} ;$
end-if
end-while
end-while
$\mathscr{V} \leftarrow \mathscr{S}$;
end-for
end-while
return ( $\mathscr{V}, \mathscr{D})$;
END

Likewise, we take the following vector from a syzygy basis of $\left(x_{1} x_{2} \frac{\partial f}{\partial x_{1}}, \frac{\partial f}{\partial x_{2}}, f\right)$ :

$$
\left(9+64 x_{2}, 8 x_{1}^{4}+2 x_{1}^{2} x_{2}+96 x_{2}^{3}+12 x_{2}^{2},-8 x_{1}^{2}-384 x_{2}^{2}-48 x_{2}\right)
$$

Moreover, we take the following vector from a syzygy basis of $\left(x_{2}^{2}+3 / 2 x_{1}^{2} \frac{\partial f}{\partial x_{1}}\right.$, $\left.\frac{\partial f}{\partial x_{2}}, f\right)$ :

$$
\begin{aligned}
& \left(27-292 x_{1}^{2}-27 x_{2}, 4 x_{1}^{5}-629 x_{1}^{3} x_{2}-27 x_{1}^{3}-438 x_{1} x_{2}^{3}+54 x_{1} x_{2}\right. \\
& \left.\quad 2624 x_{1}^{3}+1752 x_{1} x_{2}^{2}+216 x_{1}\right) .
\end{aligned}
$$

Hence, we have the following as non-trivial logarithmic vector fields

$$
\begin{aligned}
v_{2}= & x_{1} x_{2} \cdot \frac{\partial}{\partial x_{1}}+\left(8 x_{1}^{4}+2 x_{1}^{2} x_{2}+96 x_{2}^{3}+12 x_{2}^{2}\right) /\left(9+64 x_{2}\right) \cdot \frac{\partial}{\partial x_{2}} \\
v_{3}= & x_{2}^{2}+3 / 2 x_{1}^{2} \cdot \frac{\partial}{\partial x_{1}}+\left(4 x_{1}^{5}-629 x_{1}^{3} x_{2}-27 x_{1}^{3}-438 x_{1} x_{2}^{3}+54 x_{1} x_{2}\right) / \\
& \left(27-292 x_{1}^{2}-27 x_{2}\right) \cdot \frac{\partial}{\partial x_{2}}
\end{aligned}
$$

Thus, $v_{1}, v_{2}, v_{3}$ and trivial vector fields generate $\mathscr{D e r}_{X, O}(-\log S)$.
Note that the expansion of a polynomial $\left(9+64 x_{2}\right) x_{1}^{3}$ is $9 x_{1}^{3}+64 x_{1}^{3} x_{2}$. If the expansion of a polynomial is given, then we cannot obtain the really important factor $x_{1}^{3}$. If we compute logarithmic vector fields with expanded polynomials in coefficients (for example the command "syz" of Singular [15]), then as, in general, a coefficient polynomial cannot be factored into polynomials, we cannot get really important information as outputs and we need further computation to find the essential factor. In contrast, our algorithm tells us the essential information on coefficients $a_{1}(x)$ 's, at the isolated singularity, by computing a standard basis of an annihilating ideal $\operatorname{Ann}_{O_{X, O}}\left(H_{\Phi(f)}\right)$. This is a significant feature of the proposed algorithm.

The next example handles a parametric case.

Example 8. Let us consider Example 3 and Example 6, again. Now, we know a parametric standard basis of the annihilator ideal $\operatorname{Ann}_{\mathcal{O}_{X, O}}\left(H_{\Phi(f)}\right)$ w.r.t. $\prec^{-1}$ where $\prec$ is the local total degree lexicographic term order s.t. $x_{2} \prec x_{1}$.

- If the parameter $t$ belongs to $\mathbf{V}(t)$, then $\left\{x_{1}, x_{2}^{4}\right\}$ is the reduced standard basis. Compute a $\mathrm{PSS}_{\mathrm{sb}}$ of $\left(x_{1} \frac{\partial f}{\partial x_{1}}, \frac{\partial f}{\partial x_{2}}, f\right)$ on $\mathbf{V}(t)$. Then, $\left\{\left(-5,4 x_{2}, 20\right)\right.$,
$\left.\left(5 x_{2}^{4},-4 x_{1}^{4}, 0\right)\right\}$ is the $\operatorname{PSS}_{\text {sb }}$. Select $\left(-5,4 x_{2}, 20\right)$ and set

$$
v_{1}=x_{1} \frac{\partial}{\partial x_{1}}-4 / 5 x_{2} \frac{\partial}{\partial x_{2}}
$$

which is an Euler logarithmic vector field. Next, we compute a PSS $_{\text {sb }}$ of $\left(x_{2}^{4} \frac{\partial f}{\partial x_{1}}, \frac{\partial f}{\partial x_{2}}, f\right)$ on $\mathbf{V}(t)$. Then, $\left\{\left(0,-x_{1}^{4}-x_{2}^{5}, 5 x_{2}^{4}\right),\left(-5,4 x_{1}^{3}, 0\right)\right\}$ is the PSS $_{\text {sb }}$. Select $\left(-5,4 x_{1}^{3}, 0\right)$ and set

$$
v_{2}=x_{2}^{4} \frac{\partial}{\partial x_{1}}-4 / 5 x_{1}^{3} \frac{\partial}{\partial x_{2}}
$$

which is a trivial logarithmic vector field. Thus, $v_{1}$ and trivial vector fields generate $\mathscr{D} \mathrm{er}_{X, O}(-\log S)$.

- If the parameter $t$ belongs to $\mathbf{C} \backslash \mathbf{V}(t)$, then $\left\{x_{1}^{2}+1 / 25 t^{2} x_{2}^{3}, x_{1} x_{2}-\right.$ $\left.4 / 125 t^{3} x_{2}^{3}, x_{2}^{4}\right\}$ is the reduced standard basis. By the same way, we can obtain the following three non-trivial logarithmic vector fields $u_{1}, u_{2}, u_{3}$;

$$
\begin{aligned}
u_{1}= & \left(x_{1}^{2}+1 / 25 t^{2} x_{2}^{3}\right) \frac{\partial}{\partial x_{1}}+1 / 25\left(\left(64 t^{6} x_{1}^{3}-\left(16 t^{5} x_{2}+625 t\right) x_{1}^{2}\right.\right. \\
& \left.\left.-\left(1180 t^{4} x_{2}^{2}-12500 x_{2}\right) x_{1}+64 t^{7} x_{2}^{4}-125 t^{3} x_{2}^{3}\right) /\left(625-64 t^{4} x_{2}\right)\right) \frac{\partial}{\partial x_{2}} \\
u_{2}= & \left(x_{1} x_{2}-4 / 125 t^{3} x_{2}^{3}\right) \frac{\partial}{\partial x_{1}}+1 / 125\left(\left(-256 t^{7} x_{1}^{3}+\left(64 t^{6} x_{2}+2500 t^{2}\right) x_{1}^{2}\right.\right. \\
& -\left(80 t^{5} x_{2}^{2}+3125 t x_{2}\right) x_{1}-256 t^{8} x_{2}^{4}-5900 t^{4} x_{2}^{3} \\
& \left.\left.+62500 x_{2}^{2}\right) /\left(625-64 t^{4} x_{2}\right)\right) \frac{\partial}{\partial x_{2}} \\
u_{3}= & x_{2}^{4} \frac{\partial}{\partial x_{1}}+\left(\left(\left(64 t^{4} x_{2}-500\right) x_{1}^{3}-16 t^{3} x_{2}^{2} x_{1}^{2}+20 t^{2} x_{2}^{3} x_{1}\right.\right. \\
& \left.\left.+64 t^{5} x_{2}^{5}-525 t x_{2}^{4}\right) /\left(625-64 t^{4} x_{2}\right)\right) \frac{\partial}{\partial x_{2}} .
\end{aligned}
$$

### 5.2. Method 2

Here we introduce another new algorithm for computing logarithmic vector fields along $S$. The key ideal of the new algorithm is the next lemma.

Lemma 5.4. Let $f_{1}, f_{2}, \ldots, f_{\ell}$ be polynomial in $K[x]$ s.t. $\left\{x \in X \mid f_{1}(x)=\right.$ $\left.f_{2}(x)=\cdots=f_{\ell}(x)=0\right\}=\{O\}$ where $X$ be a neighborhood of the origin $O$ of $\mathbf{C}^{n}$. Let $\mathscr{I}_{O}$ be an ideal generated by $f_{1}, f_{2}, \ldots, f_{\ell}$ in $\mathcal{O}_{X, O}$ (local ring) and I be an ideal
generated by $f_{1}, f_{2}, \ldots, f_{\ell}$ in $K[x]$ (global ring). Let $h$ be a polynomial in $K[x]$, s.t. $h \in \mathscr{I}_{O}$. Then, there exists a polynomial $g \in I:\langle h\rangle$ s.t. $g \notin \mathfrak{m}$, where $I:\langle h\rangle=$ $\{g \in K[x] \mid g h \in I\}$ is the ideal quotient and $\mathfrak{m}=\left\langle x_{1}, x_{2}, \ldots, x_{n}\right\rangle$ is the maximal ideal in $\mathcal{O}_{X, O}$.

Proof. As $I$ has a minimal primary decomposition and $\left\{x \in X \mid f_{1}(x)=\cdots\right.$ $\left.=f_{s}(x)=0\right\}=\{O\}, I$ can be written as $I=I_{0} \cap I_{1} \cap I_{2} \cap \cdots \cap I_{r}$ where $I_{0}, I_{1}, \ldots$, $I_{r}$ are primary ideals and $\mathbf{V}\left(I_{0}\right)=\{O\}, O \notin \mathbf{V}\left(I_{i}\right)$ for each $i \in\{1, \ldots, r\}$. Notice that $\mathscr{I}_{O}=\mathcal{O}_{X, O} \otimes I_{0}$ where $\otimes$ is a tensor product. Recall that $\mathbf{V}\left(I:\left\langle I_{0}\right\rangle\right)=$ $\bigcup_{1 \leq i \leq r} \mathbf{V}\left(I_{i}\right)$. Since, $h \in I_{0}=\mathscr{I}_{0} \cap K\left[x_{1}, \ldots, x_{n}\right]$, we have $\mathbf{V}(I:\langle h\rangle) \subseteq$ $\bigcup_{1 \leq i \leq r} \mathbf{V}\left(I_{i}\right)$, which immediately implies that there exists a polynomial $g \in K[x]$ s.t. $g h \in I$ and $g(O) \neq 0$.

Let $\left\{q_{1}, \ldots, q_{r}\right\}$ be the reduced standard basis of the annihilating ideal of $H_{\Phi(f)}$ w.r.t. a local term order $\prec$. Then, by the proof of Theorem 4.3, for each $j \in\{1, \ldots, r\}$,

$$
q_{j} \frac{\partial f}{\partial x_{1}} \in\left\langle\frac{\partial f}{\partial x_{2}}, \frac{\partial f}{\partial x_{3}}, \ldots, \frac{\partial f}{\partial x_{n}}, f\right\rangle .
$$

Therefore, there exists $g_{j} \in\left\langle\frac{\partial f}{\partial x_{2}}, \frac{\partial f}{\partial x_{3}}, \ldots, \frac{\partial f}{\partial x_{n}}, f\right\rangle:\left\langle q_{j} \frac{\partial f}{\partial x_{1}}\right\rangle$ with $g_{j}(O) \neq 0$. Since, $g_{j}\left(q_{j} \frac{\partial f}{\partial x_{1}}\right) \in\left\langle\frac{\partial f}{\partial_{2}}, \frac{\partial f}{\partial_{3}}, \ldots, \frac{\partial f}{\partial x_{n}}, f\right\rangle, g_{j}\left(q_{j} \frac{\partial f}{\partial x_{1}}\right)$ can be written as

$$
g_{j}\left(q_{j} \frac{\partial f}{\partial x_{1}}\right)=p_{2} \frac{\partial f}{\partial x_{2}}+\cdots+p_{n} \frac{\partial f}{\partial x_{n}}+p_{n+1} f
$$

where $p_{2}, \ldots, p_{n}, p_{n+1} \in K[x]$. The condition $g_{j}(O) \neq 0$ implies that $q_{j}=p_{j} / g_{j}$ and $p_{j} / g_{j}$, are well-defined as elements of $\mathcal{O}_{X, O}$ for $j=2, \ldots, n$. Hence, if we have polynomial $g_{j}, p_{2}, \ldots, p_{n}, p_{n+1}$, then $q_{j} \frac{\partial f}{\partial x_{1}}$ can be written as follows

$$
q_{j} \frac{\partial f}{\partial x_{1}}=\left(p_{2} / g_{j}\right) \cdot \frac{\partial f}{\partial x_{2}}+\cdots+\left(p_{n} / g_{j}\right) \cdot \frac{\partial f}{\partial x_{n}}+\left(p_{n+1} / g_{j}\right) \cdot f .
$$

This implies

$$
q_{j} \frac{\partial f}{\partial x_{1}}-\left(p_{2} / g_{j}\right) \cdot \frac{\partial f}{\partial x_{2}}-\cdots-\left(p_{n} / g_{j}\right) \cdot \frac{\partial f}{\partial x_{n}} \in\langle f\rangle
$$

in $\mathcal{O}_{X, O}$, namely,

$$
v_{j}=q_{j} \frac{\partial}{\partial x_{1}}+\left(-p_{2} / g_{j}\right) \frac{\partial}{\partial x_{2}}+\cdots+\left(-p_{n} / g_{j}\right) \frac{\partial}{\partial x_{n}}
$$

is a logarithmic vector field along $S$.

The denominator $g_{j}$ can be obtained by using an algorithm for computing ideal quotients, and polynomials $p_{2}, \ldots, p_{n}, p_{n+1}$ can also be obtained in a polynomial ring $K[x]$ by utilizing an algorithm for computing syzygies.

```
Algorithm 6. OneElement
Specification: OneElement \((f, q)\)
Computing a logarithmic vector field along \(S\).
Input: \(f\) : a semi-weighted homogeneous polynomial of type \((d ; \mathbf{w})\).
\(q \in K[x]: q \in \mathrm{SB}\) where SB is a reduced standard basis of \(\mathrm{Ann}_{\mathcal{O}_{X, O}}\left(H_{\Phi(f)}\right)\).
Output: \(v=q \frac{\partial}{\partial x_{1}}+d_{2} \frac{\partial}{\partial x_{2}}+\cdots+d_{n} \frac{\partial}{\partial x_{n}}: v\) is logarithmic along \(S\).
BEGIN
1: \(G \leftarrow\) Compute a Gröbner basis of \(\left\langle\frac{\partial f}{\partial x_{2}}, \frac{\partial f}{\partial x_{3}}, \ldots, \frac{\partial f}{\partial x_{n}}, f\right\rangle:\left\langle q \frac{\partial f}{\partial x_{1}}\right\rangle\) in \(K[x]\);
\(g \leftarrow\) Select a polynomial \(g\) from \(G\) s.t. \(g(O) \neq 0\);
Syz \(\leftarrow\) Compute a Gröbner basis of a module of syzygies w.r.t. the generators \(\left(g q \frac{\partial f}{\partial x_{1}}\right), \frac{\partial f}{\partial x_{2}}, \ldots, \frac{\partial f}{\partial x_{n}}\),
    \(f\), w.r.t. a POT module order in \(K[x]^{n+1}\);
4: \(\left(c_{1}, \ldots, c_{n}, c_{n+1}\right) \leftarrow\) Select \(\left(c_{1}, \ldots, c_{n}, c_{n+1}\right)\) from Syz s.t. \(c_{1}\) contains a nonzero constant;
5: For each \(i \in\{2, \ldots, n\}\),
    \(d_{i} \leftarrow c_{i} /\left(c_{1} g\right) ;\)
return \(q \frac{\partial}{\partial x_{1}}+d_{2} \frac{\partial}{\partial x_{2}}+\cdots+d_{n} \frac{\partial}{\partial x_{n}}\);
END
```

Theorem 5.5. Algorithm 4 outputs a logarithmic vector field along $S$ and terminates.

Proof. We prove that there exists a vector $\left(c_{1}, \ldots, c_{n}, c_{n+1}\right)$ in Syz s.t. $c_{1}$ is a nonzero constant. By Lemma 5.4, there exists $g \in G$ s.t. $g(O) \neq 0$. Since $g\left(q \frac{\partial f}{\partial x_{1}}\right) \in\left\langle\frac{\partial f}{\partial x_{2}}, \frac{\partial f}{\partial x_{3}}, \ldots, \frac{\partial f}{\partial x_{n}}, f\right\rangle$, there exist $p_{2}, \ldots, p_{n}, p_{n+1} \in K[x]$ s.t. $g\left(q \frac{\partial f}{\partial x_{1}}\right)=$ $p_{2} \frac{\partial f}{\partial x_{2}}+\cdots+p_{n} \frac{\partial f}{\partial x_{n}}+p_{n+1} f$. Let $\left(u_{2}, \ldots, u_{n}, u_{n+1}\right)$ be a syzygy of $\left(\frac{\partial f}{\partial x_{2}}, \ldots, \frac{\partial f}{\partial x_{n}}, f\right)$, i.e., $u_{2} \frac{\partial f}{\partial x_{2}}+\cdots+u_{n} \frac{\partial f}{\partial x_{n}}+u_{n+1} f=0$. Then,

$$
\begin{aligned}
& \left(g\left(q \frac{\partial f}{\partial x_{1}}\right)-\left(p_{2} \frac{\partial f}{\partial x_{2}}+\cdots+p_{n} \frac{\partial f}{\partial x_{n}}+p_{n+1} f\right)\right) \\
& \quad+\left(u_{2} \frac{\partial f}{\partial x_{2}}+\cdots+u_{n} \frac{\partial f}{\partial x_{n}}+u_{n+1} f\right)=0, \quad \text { i.e., } \\
& \left(g q \frac{\partial f}{\partial x_{1}}\right)+\left(u_{2}-p_{2}\right) \frac{\partial f}{\partial x_{2}}+\cdots+\left(u_{n}-p_{n}\right) \frac{\partial f}{\partial x_{n}}+\left(u_{n+1}-p_{n+1}\right) f=0 .
\end{aligned}
$$

Hence, $\left(1, u_{2}-p_{2}, \ldots, u_{n}-p_{n}, u_{n+1}-p_{n+1}\right)$ is a syzygy of $\left(g q \frac{\partial f}{\partial x_{1}}\right), \frac{\partial f}{\partial x_{2}}, \ldots, \frac{\partial f}{\partial x_{n}}, f$. As Syz is a Gröbner basis of the syzygy module w.r.t. a POT order in $K[x]^{n+1}$ and $\left(1, u_{2}-p_{2}, \ldots, u_{n}-p_{n}, u_{n+1}-p_{n+1}\right) \in\langle\operatorname{Syz}\rangle$, there exists an element $\left(c_{1}, \ldots\right.$,
$\left.c_{n}, c_{n+1}\right) \in \operatorname{Syz}$ such that the first component is a nonzero constant. Therefore, obviously,

$$
q \frac{\partial f}{\partial x_{1}}+\left(c_{2} /\left(c_{1} g\right)\right) \frac{\partial f}{\partial x_{2}}+\cdots+\left(c_{n} /\left(c_{1} g\right)\right) \frac{\partial f}{\partial x_{n}} \in\langle f\rangle
$$

As an algorithm for computing Gröbner bases terminates in $K[x]$, Algorithm 4 also terminates.

Corollary 5.6. Using the same notation as in Theorem 5.5 and Corollary 5.2, let $V=\left\{v \mid\right.$ for each $\left.i \in\{1, \ldots, r\}, v=\operatorname{OneElement}\left(f, q_{i}\right)\right\}$. Then, $V \cup T$ is $a$ set of generators of $\mathscr{D} \mathrm{er}_{X, O}(-\log S)$.

Proof. By Proposition 4.5 and Theorem 5.5, obviously, elements of $V \cup T$ generate $\mathscr{D e r}_{X, O}(-\log S)$ over $\mathcal{O}_{X, O}$.

Let us consider parametric cases. It is possible to extend Algorithm 6 to parametric cases, naturally, by utilizing CGS and $\mathrm{PSS}_{\mathrm{gb}}$, as follows.

```
Algorithm 7. ParaOneElement
Specification: ParaOneElement \((f, q, \mathbf{A})\)
Computing a logarithmic vector field along \(S\) with parameters on A.
Input: \(f\) : a semi-weighted homogeneous polynomial of type \((d ; \mathbf{w})\) with parameters.
\((q, \mathbf{A}): q \in \mathrm{SB}\) and \((\mathbf{A}, \mathrm{SB}) \in \mathscr{P}\) where \(\mathscr{P}\) is an output of Algorithm 4.
Output: \(\mathscr{V}=\left\{\left(\mathbf{A}_{1},\left\{v_{1}\right\}\right), \ldots,\left(\mathbf{A}_{\ell},\left\{v_{\ell}\right\}\right)\right\}: v_{j}=q \frac{\partial}{\partial x_{1}}+d_{j 2} \frac{\partial}{\partial x_{2}}+\cdots+d_{j n} \frac{\partial}{\partial x_{n}}\) is a logarithmic along \(S\) on
\(\mathbf{A}_{j}\), for each \(j \in\{1, \ldots, \ell\}\).
BEGIN
\(\mathscr{V} \leftarrow \varnothing ; \mathscr{G} \leftarrow\) Compute a CGS of \(\left\langle\frac{\partial f}{\partial x_{2}}, \frac{\partial f}{\partial x_{3}}, \ldots, \frac{\partial f}{\partial x_{n}}, f\right\rangle:\left\langle q \frac{\partial f}{\partial x_{1}}\right\rangle\) on \(\mathbf{A} ;(\diamond)\)
while \(\mathscr{G} \neq \varnothing\) do
    \(\left(\mathbf{A}^{\prime}, G\right) \leftarrow\) Select \(\left(\mathbf{A}^{\prime}, G\right)\) from \(\mathscr{G} ; \mathscr{G} \leftarrow \mathscr{G} \backslash\left\{\left(\mathbf{A}^{\prime}, G\right)\right\} ;\)
    \(g \leftarrow\) Select a polynomial \(g\) from \(G\) s.t. \(g(O) \neq 0\);
    \(\mathscr{Y} \leftarrow\) Compute a \(\operatorname{PSS}_{\mathrm{gb}}\) of \(\left(\left(g q \frac{\partial f}{\partial x_{1}}\right), \frac{\partial f}{\partial x_{2}}, \ldots, \frac{\partial f}{\partial x_{n}}, f\right)\) on \(\mathbf{A}^{\prime} ;\)
    while \(\mathscr{Y} \neq \varnothing\) do
        \(\left(\mathbf{A}^{\prime \prime}\right.\), Syz \() \leftarrow\) Select \(\left(\mathbf{A}^{\prime \prime}\right.\), Sy \()\) from \(\mathscr{Y} ; \mathscr{Y} \leftarrow \mathscr{Y} \backslash\left\{\left(\mathbf{A}^{\prime \prime}\right.\right.\), Syz \(\left.)\right\}\);
        \(\left(c_{1}, \ldots, c_{n}, c_{n+1}\right) \leftarrow\) Select \(\left(c_{1}, \ldots, c_{n}, c_{n+1}\right)\) from Syz s.t. \(c_{1}\) is a nonzero constant;
        for each \(i \in\{2, \ldots, n\}\) do
            \(d_{i} \leftarrow c_{i} /\left(c_{1} g\right) ;\)
        end-for
        \(\underset{\underset{\text { end-while }}{\text { end-for }} \leftarrow \mathscr{V}}{\mathscr{V}} \cup\left\{\left(\mathbf{A}^{\prime \prime},\left\{q \frac{\partial}{\partial x_{1}}+d_{2} \frac{\partial}{\partial x_{2}}+\cdots+d_{n} \frac{\partial}{\partial x_{n}}\right\}\right)\right\} ;\)
end-while
return \(\mathscr{V}\);
END
```

Remark. At $(\diamond)$, an algorithm for computing CGS of ideal quotients is required. This algorithm is described in [22]. It is possible to compute CGS of the ideal quotients.

The consideration above yields the following new algorithm for computing logarithmic vector fields along $S$ with parameters.

```
Algorithm 8. Method 2
Specification: Method2(f,<)
Computing bases of \mathscr{D}\mp@subsup{e}{X,O}{O}(-\operatorname{log}S).
Input: f}\mathrm{ : a semi-weighted homogeneous polynomial of type (d;w) with parameters t.
<: a local term order.
Output: (\mathscr{V},\mathscr{D}):
V}={(\mp@subsup{\mathbf{A}}{1}{},\mp@subsup{V}{1}{}),\ldots,(\mp@subsup{\mathbf{A}}{l}{},\mp@subsup{V}{l}{})},\quad\mp@subsup{V}{i}{}\mathrm{ is a set of logarithmic vector fields along S on }\mp@subsup{\mathbf{A}}{i}{}\mathrm{ for each
    i\in{1,\ldots,l}.
```



```
    singularity at the origin on }\mp@subsup{\mathbf{B}}{i}{}\mathrm{ for 1 sisk.
BEGIN
```

$(\triangle)$ of Method 1
while $\mathscr{P} \neq \varnothing$ do
Select $\left(\mathbf{A},\left\{q_{1}, \ldots, q_{r}\right\}\right)$ from $\mathscr{P} ; \mathscr{P} \leftarrow \mathscr{P} \backslash\left\{\left(\mathbf{A},\left\{q_{1}, \ldots, q_{r}\right\}\right)\right\} ; / *$ standard basis*/
for each $j$ from 1 to $r$ do
$\mathscr{V} \leftarrow \operatorname{ParaOneElement}\left(f, q_{i}, \mathbf{A}\right) ; \mathscr{S} \leftarrow \varnothing$;
while $\mathscr{V} \neq \varnothing$ do
Select $\left(\mathbf{A}^{\prime}, V\right)$ from $\mathscr{V} ; \mathscr{V} \leftarrow \mathscr{M} \backslash\left\{\left(\mathbf{A}^{\prime}, V\right)\right\}$;
while $\mathscr{L} \neq \varnothing$ do
Select $\left(\mathbf{A}^{\prime \prime}, L\right)$ from $\mathscr{L} ; \mathscr{L} \leftarrow \mathscr{L} \backslash\left\{\left(\mathbf{A}^{\prime \prime}, L\right)\right\}$;
if $\mathbf{A}^{\prime} \cap \mathbf{A}^{\prime \prime} \neq \varnothing$ then $\mathscr{S} \leftarrow \mathscr{S} \cup\left\{\left(\mathbf{A}^{\prime} \cap \mathbf{A}^{\prime \prime}, V \cup L\right)\right\}$; end-if
end-while
end-while
$\mathscr{L} \leftarrow \mathscr{S}$;
end-for
end-while
return ( $\mathscr{V}, \mathscr{D})$;
END

Let us remark that the first part of Method 2 is the same as $(\triangle)$ of Method 1. The correctness follows from Theorem 5.5. Since the set $\mathscr{P}$ and $\mathscr{M}$ have only finite number of pairs, the algorithm terminates.

We illustrate the algorithm with the following examples.
Example 9. A polynomial $f=f_{0}+x_{1}^{6}$ ( $W_{13}$ singularity) is a semi-weighted homogeneous polynomial of type $(16 ;(3,4))$ in $\mathbf{C}\left[x_{1}, x_{2}\right]$ where $f_{0}=x_{1}^{4} x_{2}+x_{2}^{4}$
is a weighted homogeneous polynomial. From Example 5, $\mathrm{SB}=\left\{x_{1}^{3}, x_{1} x_{2}^{2}, x_{2}^{2}+\right.$ $\left.3 / 2 x_{1}^{2}\right\}$ is the reduced standard basis of $\operatorname{Ann}_{\mathscr{O}_{X, O}}\left(H_{\Phi(f)}\right)$ w.r.t the local weighted degree lexicographic term order $\prec$ with the coordinate $\left(x_{1}, x_{2}\right)$.

For each element of SB, we apply the algorithm OneElement for computing logarithmic vector fields.

1. Take $x_{1}^{3}$ from SB. Then, $\left\{27-256 x_{1}^{2}, 9+64 x_{2}\right\}$ is a Gröbner basis of the ideal quotient $\left\langle\frac{\partial f}{\partial x_{2}}, f\right\rangle:\left\langle\left(x_{1}^{3}\right) \frac{\partial f}{\partial x_{1}}\right\rangle$ w.r.t. the total degree lexicographic term order $\prec_{t d}$ (global term order) with the coordinate $\left(x_{1}, x_{2}\right)$. Set $g=$ $9+64 x_{2}$ and compute a Gröbner basis of a module of syzygies w.r.t. the generators $g\left(x_{1}^{3}\right) \frac{\partial f}{\partial x_{1}}, \frac{\partial f}{\partial x_{2}}, f$. Then, the Gröbner basis (w.r.t. $\prec_{t d}$ ) is

$$
\begin{aligned}
& \left\{\left(-1,6 x_{1}^{4}-96 x_{1}^{2} x_{2}^{2}-12 x_{1}^{2} x_{2}+8 x_{2}^{3}, 384 x_{1}^{2} x_{1}+48 x_{1}^{2}-32 x_{2}^{2}\right),\right. \\
& \left.\quad\left(0, x_{1}^{6}+x_{1}^{4} x_{2}+x_{2}^{4},-x_{1}^{4}-4 x_{2}^{3}\right)\right\} .
\end{aligned}
$$

From the first element, we get

$$
v_{1}=-x_{1}^{3} \frac{\partial}{\partial x_{1}}+\left(6 x_{1}^{4}-96 x_{1}^{2} x_{2}^{2}-12 x_{1}^{2} x_{2}+8 x_{2}^{3}\right) /\left(9+64 x_{2}\right) \frac{\partial}{\partial x_{2}}
$$

as a logarithmic vector field along $S$ because the first component of the first element is a constant.
2. Take $x_{1} x_{2}^{2}$ from SB. Then, $\left\{27-256 x_{1}^{2}, 9+64 x_{2}\right\}$ is a Gröbner basis of $\left\langle\frac{\partial f}{\partial x_{2}}, f\right\rangle:\left\langle x_{1} x_{2}^{2} \frac{\partial f}{\partial x_{1}}\right\rangle$ w.r.t. $\prec_{t d}$. Set $g=9+64 x_{2}$ and compute a Gröbner basis of a module of syzygies w.r.t. the generators $g\left(x_{1} x_{2}^{2}\right) \frac{\partial f}{\partial x_{1}}, \frac{\partial f}{\partial x_{2}}, f$. Then, the Gröbner basis (w.r.t. $\prec_{t d}$ ) is

$$
\begin{aligned}
& \left\{\left(-1,-8 x_{1}^{4}-2 x_{1}^{2} x_{2}-96 x_{2}^{3}-12 x_{2}^{2}, 8 x_{1}^{2}+384 x_{2}^{2}+48 x_{2}\right)\right. \\
& \left.\quad\left(0, x_{1}^{6}+x_{1}^{4} x_{2}+x_{2}^{4},-x_{1}^{4}-4 x_{2}^{3}\right)\right\}
\end{aligned}
$$

Hence, we get

$$
v_{2}=-x_{1} x_{2}^{2} \frac{\partial}{\partial x_{1}}+\left(-8 x_{1}^{4}-2 x_{1}^{2} x_{2}-96 x_{2}^{3}-12 x_{2}^{2}\right) /\left(9+64 x_{2}\right) \frac{\partial}{\partial x_{2}}
$$

as a logarithmic vector field along $S$.
3. Take $x_{2}^{2}+3 / 2 x_{1}^{2}$ from SB. Then, $\left\{27-256 x_{1}^{2}, 9+64 x_{2}\right\}$ is a Gröbner basis of $\left\langle\frac{\partial f}{\partial x_{2}}, f\right\rangle:\left\langle\left(x_{2}^{2}+3 / 2 x_{1}^{2}\right) \frac{\partial f}{\partial x_{1}}\right\rangle$ w.r.t. $\prec_{t d}$. Set $g=9+64 x_{2}$ and compute a Gröbner basis of a module of syzygies w.r.t. the generators $g\left(x_{3}\right) \frac{\partial f}{\partial x_{1}}, \frac{\partial f}{\partial x_{2}}, f$. Then, the Gröbner basis (w.r.t. $\prec_{t d}$ )

$$
\begin{aligned}
& \left\{\left(1,-96 x_{1}^{5}-88 x_{1}^{3} x_{2}-9 x_{1}^{3}+146 x_{1} x_{2}^{2}+18 x_{1} x_{2}, 96 x_{1}^{3}-584 x_{1} x_{2}-72 x_{1}\right)\right. \\
& \left.\quad\left(0,-x_{1}^{6}-x_{1}^{4} x_{2}-x_{2}^{4}, x_{1}^{4}+4 x_{2}^{3}\right)\right\}
\end{aligned}
$$

Hence, we get

$$
\begin{aligned}
v_{3}= & \left(x_{2}+3 / 2 x_{1}^{2}\right) \frac{\partial}{\partial x_{1}}+\left(-96 x_{1}^{5}-88 x_{1}^{3} x_{2}-9 x_{1}^{3}\right. \\
& \left.+146 x_{1} x_{2}^{2}+18 x_{1} x_{2}\right) /\left(9+64 x_{2}\right) \frac{\partial}{\partial x_{2}}
\end{aligned}
$$

as a logarithmic vector field along $S$.
Therefore, $v_{1}, v_{2}, v_{3}$ and trivial vector fields generate $\mathscr{D e r}_{X, O}(-\log S)$.
The next example handles a parametric case.
Example 10. A polynomial $f=f_{0}+t_{1} x_{2}^{4} x_{3}+t_{2} x_{3}^{3} \in \mathbf{C}\left[x_{1}, x_{2}, x_{3}\right]$ ( $S_{17}$ singularity) is a semi-weighted homogeneous polynomial of type $(24 ;(7,4,10)$ ) where $f_{0}=x_{1}^{2} x_{3}+x_{2} x_{3}^{2}+x_{2}^{6}$ and $t_{1}, t_{2}$ are parameters.

By applying the method [32] for computing Tjurina stratification, the list of Tjurina numbers of $f$ is obtained as follows.

- If $\left(t_{1}, t_{2}\right) \in \mathbf{V}\left(t_{1}, t_{2}\right)$, then the Tjurina number $\tau(f)$ of $f$ at the origin, is 17 .
- If $\left(t_{1}, t_{2}\right) \in \mathbf{V}\left(t_{1}\right) \backslash \mathbf{V}\left(t_{1}, t_{2}\right)$, then the Tjurina number $\tau(f)$ of $f$ at the origin, is 16 .
- If $\left(t_{1}, t_{2}\right) \in \mathbf{C}^{2} \backslash \mathbf{V}\left(t_{1}\right)$, then the Tjurina number $\tau(f)$ of $f$ at the origin, is 15 .
Let us consider logarithmic vector fields along $S$ with the parameters. Algorithm 4 outputs

$$
\begin{aligned}
\mathscr{P} \mathscr{S}=\{ & \left(\mathbf{V}\left(t_{1}, t_{2}\right),\left\{x_{2}^{6}, x_{2} x_{3}, 6 x_{2}^{5}+x_{3}^{2}, x_{1}\right\}\right),\left(\mathbf{V}\left(t_{1}\right) \backslash \mathbf{V}\left(t_{1}, t_{2}\right),\right. \\
& \left.\left\{x_{2}^{6}, x_{1}^{2}+18 / 7 t_{2} x_{2}^{5}, x_{1} x_{2}, x_{1} x_{3},-72 / 7 t_{2} x_{2}^{5}+x_{1} x_{3}, 6 x_{2}^{5}+x_{3}^{2}\right\}\right), \\
& \left(\mathbf{C}^{2} \backslash \mathbf{V}\left(t_{1}\right),\left\{x_{2}^{6}, x_{1} x_{2}^{2}, x_{1}^{2}+18 / 7 t_{2} x_{2}^{5}-1 / 7 t_{1} x_{2}^{4}, x_{1} x_{3},\right.\right. \\
& \left.\left.\left.-72 / 7 t_{2} x_{2}^{5}+4 / 7 t_{1} x_{2}^{4}+x_{2} x_{3}, 6 x_{2}^{5}+x_{3}^{2}\right\}\right)\right\}
\end{aligned}
$$

as a parametric standard basis of $\operatorname{Ann}_{\mathcal{O}_{X, O}}\left(H_{\Phi\left(\sigma_{a}(f)\right)}\right)$.
Notice that the decomposition of the parameter space $\mathbf{C}^{2}$ is the same as the Tjurina stratification.

1. Take $\left(\mathbf{V}\left(t_{1}, t_{2}\right),\left\{x_{2}^{6}, x_{2} x_{3}, 6 x_{2}^{5}+x_{3}^{2}, x_{1}\right\}\right)$ from $\mathscr{P} \mathscr{S}$. Then, on $\mathbf{V}\left(t_{1}, t_{2}\right)$, the algorithm outputs the following non-trivial logarithmic vector fields
along $S$ :

$$
\begin{aligned}
\mathscr{V}_{11}=\{ & 7 x_{1} \frac{\partial}{\partial x_{1}}+10 x_{3} \frac{\partial}{\partial x_{3}}+4 x_{2} \frac{\partial}{\partial x_{2}},\left(6 x_{2}^{5}+x_{3}^{2}\right) \frac{\partial}{\partial x_{1}}-2 x_{1} x_{3} \frac{\partial}{\partial x_{2}}, \\
& -7 x_{2} x_{3} \frac{\partial}{\partial x_{1}}+12 x_{1} x_{3} \frac{\partial}{\partial x_{3}}+2 x_{1} x_{2} \frac{\partial}{\partial x_{2}}, \\
& \left.-7 x_{2}^{6} \frac{\partial}{\partial x_{1}}-2 x_{1} x_{3}^{2} \frac{\partial}{\partial x_{3}}+2 x_{1} x_{2} x_{3} \frac{\partial}{\partial x_{2}}\right\}
\end{aligned}
$$

and the following trivial logarithmic vector fields along $S$ :

$$
\begin{aligned}
\mathscr{V}_{12}=\{ & \left(-6 x_{1}^{2} x_{3}-5 x_{2} x_{3}^{2}\right) \frac{\partial}{\partial x_{3}}+\left(-x_{1}^{2} x_{2}-2 x_{2}^{2} x_{3}\right) \frac{\partial}{\partial x_{2}}, \\
& \left.\left(6 x_{2}^{5}+x_{3}^{2}\right) \frac{\partial}{\partial x_{3}}+\left(-x_{1}^{2}-2 x_{2} x_{3}\right) \frac{\partial}{\partial x_{2}},\left(x_{1}^{2} x_{3}+x_{2}^{6}+x_{2} x_{3}^{2}\right) \frac{\partial}{\partial x_{2}}\right\} .
\end{aligned}
$$

Hence, if $\left(t_{1}, t_{2}\right) \in \mathbf{V}\left(t_{1}, t_{2}\right)$, then $\mathscr{V}_{11} \cup \mathscr{V}_{12}$ generates $\mathscr{D e r}_{X, O}(-\log S)$.
2. Take $\quad\left(\mathbf{V}\left(t_{1}\right) \backslash \mathbf{V}\left(t_{1}, t_{2}\right),\left\{x_{2}^{6}, x_{1}^{2}+18 / 7 t_{2} x_{2}^{5}, x_{1} x_{2}, x_{1} x_{3},-72 / 7 t_{2} x_{2}^{5}+x_{1} x_{3}\right.\right.$, $\left.\left.6 x_{2}^{5}+x_{3}^{2}\right\}\right)$, from $\mathscr{P} \mathscr{S}$. Then, on $\mathbf{V}\left(t_{1}\right) \backslash \mathbf{V}\left(t_{1}, t_{2}\right)$, the algorithm outputs the following non-trivial logarithmic vector fields along $S$ :

$$
\begin{aligned}
\mathscr{V}_{21}=\{ & \left(6 x_{2}^{5}+x_{3}^{2}\right) \frac{\partial}{\partial x_{1}}-2 x_{1} x_{3} \frac{\partial}{\partial x_{2}},(-7)\left(-72 / 7 t_{2} x_{2}^{5}+x_{2} x_{3}\right) \frac{\partial}{\partial x_{1}} \\
& +12 x_{1} x_{3} \frac{\partial}{\partial x_{3}}+\left(2 x_{1} x_{2}-24 t_{2} x_{1} x_{3}\right) \frac{\partial}{\partial x_{2}}, \\
& \left(1492992 b^{5} x_{3}^{3}-16807\right)\left(x_{1} x_{3}\right) \frac{\partial}{\partial x_{1}}+\left(-74088 t_{2} x_{2}^{4} x_{3}+127008 t_{2}^{2} x_{2}^{3} x_{3}^{2}\right. \\
& \left.-217728 t_{2}^{3} x_{2}^{2} x_{3}+373248 t_{2}^{4} x_{2} x_{3}^{4}+1492992 t_{2}^{5} x_{3}^{5}-24010 x_{3}^{2}\right) \frac{\partial}{\partial x_{3}} \\
& +\left(-12348 t_{2} x_{2}^{5}+21168 t_{2}^{2} x_{2}^{4} x_{3}-36288 t_{2}^{3} x_{2}^{3} x_{3}^{2}+62208 t_{2}^{4} x_{2}^{2} x_{3}^{3}\right. \\
& \left.+746496 t_{2}^{5} x_{2} x_{3}^{4}-9604 x_{2} x_{3}+14406 t_{2} x_{3}^{2}\right) \frac{\partial}{\partial x_{2}}, \\
& \left(1492992 t_{2}^{5} x_{3}^{3}-16807\right) x_{1} x_{2} \frac{\partial}{\partial x_{1}}+\left(127008 t_{2}^{2} x_{2}^{4} x_{3}-217728 t_{2}^{3} x_{2}^{3} x_{2}^{2}\right. \\
& \left.+373248 t_{2}^{4} x_{2}^{2} x_{3}^{3}+1492992 t_{2}^{5} x_{2} x_{3}^{4}-24010 x_{2} x_{3}+12348 t_{2} x_{3}^{2}\right) \frac{\partial}{\partial x_{3}}
\end{aligned}
$$

$$
\begin{aligned}
& +\left(21168 t_{2}^{2} x_{2}^{5}-36288 t_{3}^{3} x_{2}^{4}+62208 t_{2}^{4} x_{2}^{3} x_{3}^{2}+746496 t_{2}^{5} x_{2}^{2} x_{3}^{3}\right. \\
& \left.-9604 x_{2}^{2}+2058 t_{2} x_{2} x_{3}-24696 t_{2}^{2} x_{3}^{2}\right) \frac{\partial}{\partial x_{2}},-7\left(x_{1}^{2}+18 / 7 t_{2} x_{2}^{5}\right) \frac{\partial}{\partial x_{1}} \\
& -10 x_{1} x_{3} \frac{\partial}{\partial x_{3}}+\left(-4 x_{1} x_{2}+6 t_{2} x_{1} x_{3}\right) \frac{\partial}{\partial x_{2}} \\
& \left(-1492992 t_{2}^{5} x_{3}^{3}+16807\right) x_{2}^{6} \frac{\partial}{\partial x_{1}}+\left(49392 t_{2} x_{2}^{4} x_{3}-84672 t_{2}^{2} x_{2}^{3} x_{3}^{2}\right. \\
& \left.+145152 t_{2}^{3} x_{2}^{2} x_{3}^{3}-248832 t_{2}^{4} x_{2} x_{3}^{4}+4802 x_{3}^{2}\right) x_{1} \frac{\partial}{\partial x_{3}} \\
& +\left(8232 t_{2} x_{2}^{5}-14112 t_{2}^{2} x_{2}^{4} x_{1}+24192 t_{2}^{3} x_{2}^{3} x_{3}^{2}-41472 t_{2}^{4} x_{2}^{2} x_{3}^{3}\right. \\
& \left.\left.+\left(497664 t_{2}^{5} x_{3}^{4}-4802 x_{3}\right) x_{2}-9604 t_{2} x_{3}^{2}\right) x_{1} \frac{\partial}{\partial x_{2}}\right\}
\end{aligned}
$$

and the trivial logarithmic vector fields along $S$ are $\mathscr{V}_{12}$.
Hence, if $\quad\left(t_{1}, t_{2}\right) \in \mathbf{V}\left(t_{1}\right) \backslash \mathbf{V}\left(t_{1}, t_{2}\right)$, then $\quad \mathscr{V}_{21} \cup \mathscr{V}_{12}$ generates $\mathscr{D e r} X_{X, O}(-\log S)$.
3. Take the last segment from $\mathscr{P} \mathscr{S}$. In this case, the algorithm decomposes $\mathbf{C}^{2} \backslash \mathbf{V}\left(t_{1}\right)$ into 4 strata

$$
\begin{aligned}
& \mathbf{V}\left(t_{2}\right) \backslash \mathbf{V}\left(t_{1}, t_{2}\right), \mathbf{V}\left(4 t_{1}^{3}+27 t_{2}\right) \backslash \mathbf{V}\left(t_{1}, t_{2}\right), \mathbf{V}\left(64 t_{1}^{6}+912 t_{1}^{3} t_{2}+3969 t_{2}^{2}\right) \backslash \mathbf{V}\left(t_{1}, t_{2}\right), \\
& \quad \mathbf{C}^{2} \backslash \mathbf{V}\left(256 t_{1}^{10} t_{2}+5376 t_{1}^{7} t_{2}+40500 t_{1}^{4} t_{2}^{3}+107163 t_{1} t_{2}^{4}\right) .
\end{aligned}
$$

This decomposition happens when we compute a Gröbner basis of an ideal quotient $\left\langle\frac{\partial f}{\partial x_{2}}, \frac{\partial f}{\partial x_{3}}, f\right\rangle:\left\langle q \frac{\partial f}{\partial x_{1}}\right\rangle$ in Algorithm 6, namely, for each stratum, the structure of the ideal quotient is different from others.

Due to the saving of pages, we omit the output of logarithmic vector fields along $S$, because the output is quite huge.

The algorithm Method 2 (with total degree lexicographic term order s.t. $x_{3} \prec$ $x_{2} \prec x_{1}$ ) has been implemented in the computer algebra system Risa/Asir. Here we give results of the benchmark tests. Table 3 shows a comparison of the implementation of Method 1 with Method 2 in numbers of strata (No. strata) and computation time (CPU time). $x_{1}, x_{2}, x_{3}$ are variables and $s_{1}, s_{2}, t_{1}, t_{2}$ are parameters. The time is given in second. $>3 h$ means it takes more than 3 hours. Note that in Prob. 5, if $s_{1} \neq 0 \wedge s_{2}^{2}-4 \neq 0$, then $x_{1}^{4}+s_{1} x_{1}^{3} x_{2}^{2}+s_{2} x_{1}^{2} x_{2}^{4}+x_{2}^{8}$ is a weighted homogeneous polynomial.

| Prob. | Semi-weighted homogeneous poly. | Method 1 |  | Method 2 |  |
| :---: | :--- | :---: | :---: | :---: | :---: |
|  |  | time | No. strata | time |  |
| 1 | $x_{1}^{3}+x_{2} x_{3}^{2}+x_{2}^{8}+t_{1} x_{1} x_{2}^{6}$ | 2 | 0.0468 | 2 | 0.0312 |
| 2 | $x_{1}^{3} x_{2}+x_{2}^{3}+x_{2} x_{3}^{2}+x_{1}^{3} x_{3}+t_{1} x_{1} x_{3}^{3}$ | 12 | 0.4050 | 2 | 0.078 |
| 3 | $x_{1}^{3} x_{3}+x_{2}^{3}+x_{2} x_{3}^{2}+s_{1} x_{2} x_{1}^{3}+t_{1} x_{1} x_{3}^{3}$ | 14 | 0.4056 | 5 | 0.3276 |
| 4 | $x_{1}^{2} x_{3}+x_{2}^{3}+s_{1} x_{2} x_{3}^{7}+t_{1} x_{3}^{11}+x_{3}^{12}$ | 9 | 3.292 | 3 | 0.4836 |
| 5 | $x_{1}^{4}+s_{1} x_{1}^{3} x_{2}^{2}+s_{2} x_{1}^{2} x_{2}^{4}+x_{2}^{8}$ | 24 | 1.451 | 15 | 1.045 |
| 6 | $x_{1}^{3}+x_{2} x_{3}^{2}+x_{2}^{11}+t_{1} x_{1} x_{2}^{8}+t_{2} x_{1} x_{2}^{9}$ | 12 | 26.08 | 5 | 3.931 |
| 7 | $x_{1}^{3} x_{2}+x_{2}^{15}+t_{1} x_{1} x_{2}^{11}+t_{2} x_{1} x_{2}^{12}$ | 18 | 43.6 | 6 | 8.19 |
| 8 | $x_{1}^{3} x_{2}+x_{1}^{2} x_{2}^{4}+x_{2}^{10}+t_{1} x_{2}^{11}+t_{2} x_{2}^{12}$ | - | $>3 h$ | 9 | 510.5 |

Table 3. Comparison of Method 1 and Method 2.

In all tests of Table 3, Method 2 results in better performance compared to Method 1. The essential point of Method 2 is computing Gröbner bases of ideal quotients, instead of standard bases. In general, a size of output of $\mathrm{PSS}_{g b}$ in Algorithm 7 is smaller than that of $\mathrm{PSS}_{s b}$ in Algorithm A (Lazard's homogenization technique). Thus, the numbers of strata of Method 2 is smaller than that of Method 1.

We can use various term order in Method 2 unlike Method 1.
In this paper, we have introduced two algorithms for computing logarithmic vector fields along a semi-weighted homogeneous isolated hypersurface singularity.
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## Appendix A. Parametric syzygies

Here, we describe how to compute $\mathrm{PSS}_{\text {sb }}$ in a "local ring". Our main idea for computing $\mathrm{PSS}_{\mathrm{sb}}$, is to combine the algorithm for computing $\mathrm{PSS}_{\mathrm{sb}}$ in a polynomial ring [28] with Lazard's homogenization technique [23].

Definition A.1. Let $g=\sum_{i=0}^{d} g_{i} \in K[x]$ be a polynomial of total degree $d$ where $g_{i}$ is a homogeneous polynomial of degree $i$. Then, $g^{h}\left(x_{0}, x\right)=$ $\sum_{i=0}^{d} g_{i}(x) x_{0}^{d-i}$ is a homogeneous polynomial of total degree $d$ in $K\left[x_{0}, x\right]$ where $x_{0}$ is the extra variable. We call $g^{h}$ the homogenization of $g$. Let $q$ be a homogenization of $g$, i.e., $q=g^{h}$. The dehomogenization of $q$ is $q^{e}=q(1, x)$, i.e., $q^{e}=g^{h}(1, x)=g(x)$.

We generalize the algorithm [28] to compute $\mathrm{PSS}_{\mathrm{gb}}$ in a local ring by using Lazard's homogenization technique [23]. The following algorithm outputs $\mathrm{PSS}_{\mathrm{sb}}$.

```
Algorithm A. PSYZ \({ }_{\text {sb }}\)
Specification: \(\mathbf{P S Y Z}_{\mathbf{s b}}\left(\left(f_{1}, \ldots, f_{s}\right), \mathbf{A}\right)\)
Computing a \(\mathrm{PSS}_{\mathrm{sb}}\) of \(\left(f_{1}, \ldots, f_{s}\right)\) on \(\mathbf{A}\).
Input: \(f_{1}, \ldots, f_{s}\) : polynomials with parameters \(t, \mathbf{A} \subset \bar{K}^{m}\).
Output: \(\left\{\left(\mathbf{A}_{1}, G_{1}^{\prime}\right), \ldots,\left(\mathbf{A}_{\ell}, G_{\ell}^{\prime}\right)\right\}\) : For all \(\bar{a} \in \mathbf{A}_{i}^{\prime}, \sigma_{\bar{a}}\left(G_{i}^{\prime}\right)\) is a standard basis of a syzygy module of
\(\left(f_{1}, \ldots, f_{s}\right)\) in \(\bar{K}\{x\}\) where \(G_{i}\) is a subset of \(((K[t])\{x\})^{s}, 1 \leq i \leq \ell\) and \(\mathbf{A}=\mathbf{A}_{1} \cup \cdots \cup \mathbf{A}_{\ell}\).
BEGIN
\(f_{1}^{h}, \ldots, f_{s}^{h} \leftarrow\) Homogenize \(f_{1}, \ldots, f_{s}\);
\(\left\{\left(\mathbf{A}_{1}, G_{1}\right), \ldots,\left(\mathbf{A}_{\ell}, G_{\ell}\right)\right\} \leftarrow\) Compute \(\operatorname{PSS}_{\mathrm{gb}}\) of \(\left(f_{1}^{h}, \ldots, f_{s}^{h}\right)\) on \(\mathbf{A}\) w.r.t. a total degree term order s.t.
                                \(x_{0} \gg x\) in a polynomial ring, by [28];
\(\left\{\left(\mathbf{A}_{1}, G_{1}^{\prime}\right), \ldots,\left(\mathbf{A}_{\ell}, G_{\ell}^{\prime}\right)\right\} \leftarrow\) Dehomogenize \(G_{i}\) for each \(1 \leq i \leq \ell\), i.e., \(G_{i}^{\prime}=\left\{q^{e} \mid q \in G_{i}\right\} ;\)
return \(\left\{\left(\mathbf{A}_{1}, G_{1}^{\prime}\right), \ldots,\left(\mathbf{A}_{\ell}, G_{\ell}^{\prime}\right)\right\}\);
END
```

The correctness and termination follow from [23] and [28].
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[^1]:    ${ }^{1}$ In our previous paper [33], an algorithm for computing a PLCS of $H_{F}$ has been introduced where $F=\left\{f_{1}, f_{2}, \ldots, f_{s}\right\}$. By the algorithm, we are able to compute a PLCS of $H_{\Gamma(f)}$ if we input $F=$ $\left\{f, \frac{\partial f}{\partial x_{2}}, \ldots, \frac{\partial f}{\partial x_{n}}\right\}$. The term order is the total degree lexicographic term order s.t. $\xi_{n} \prec \cdots \prec \xi_{2} \prec \xi_{1}$.

