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THE MEAN VALUES OF THE DOUBLE

ZETA-FUNCTION

By

Soichi Ikeda, Isao Kiuchi and Kaneaki Matsuoka

Abstract. We investigate the mean square formulas of the Euler–

Zagier type double zeta-function z2ðs1; s2Þ and provide the W results

of the double zeta-function. We also calculate the double integral

under certain conditions.

1. Introduction

Let sj ¼ sj þ itj ð j ¼ 1; 2Þ be complex variables with sj; tj A R, and let zðsÞ be
the Riemann zeta-function, which is defined as zðsÞ :¼

Py
n¼1 n

�s for Re s > 1. The

double zeta-function of Euler–Zagier type is defined by

z2ðs1; s2Þ ¼
X

1am<n

1

ms1ns2
;

which is absolutely convergent for s2 > 1 and s1 þ s2 > 2. One can easily see

that the reciprocity law

zðs1Þzðs2Þ ¼ zðs1 þ s2Þ þ z2ðs1; s2Þ þ z2ðs2; s1Þð1:1Þ

holds for s1 > 1 and s2 > 1. The function z2ðs1; s2Þ was applied to the proof of

the mean value formula given by F. V. Atkinson [3] (see also A. Ivić [7]) in the

theory of the Riemann zeta-function zðsÞ. Atkinson gave the analytic continuation

of z2ðs1; s2Þ to the region fðs1; s2Þ A C2 j 0 < s1 < 1; 0 < s2 < 1g. The function

z2ðs1; s2Þ is continued meromorphically to C2, which was studied by J. Q. Zhao

[18] and S. Akiyama, S. Egami and Y. Tanigawa [1], independently. The double

zeta-function z2ðs1; s2Þ has many applications to mathematical physics. In par-

ticular, some algebraic relations among the values of the double zeta-function
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z2ðs1; s2Þ at positive integers have been extensively studied [16]. Some analytic

properties of z2ðs1; s2Þ have been obtained by Akiyama, Egami and Tanigawa,

H. Ishikawa and K. Matsumoto [6], I. Kiuchi and Y. Tanigawa [11], I. Kiuchi,

Y. Tanigawa and W. Zhai [12], K. Matsumoto [13], [14], and others.

1.1. Mean Square Formula—Concerning t1. K. Matsumoto and H. Tsu-

mura [15] were the first to study a new type of some mean value formulas ofÐ T
2 jz2ðs1; s2Þj2 dt2 with a fixed complex number s1 and any large positive number

T > 2. They derived two approximate formulas for z2ðs1; s2Þ and three mean

value formulas for z2ðs1; s2Þ with respect to t2, who particularly obtained

ðT
2

jz2ðs1; s2Þj2 dt2 ¼
Xy
n¼2

Xn�1

m¼1

1

ms1

�����
�����
2
1

n2s2

0
@

1
AT

þOðT 4�2s1�2s2 log TÞ þOðT 1=2Þ

for 1
2 < s1 < 1, 1

2 < s2 < 1 and 3
2 < s1 þ s2 a 2, where the coe‰cient of the main

term on the right-hand side of the above converges if s2 > 1=2 and s1 þ s2 >

3=2. S. Ikeda, K. Matsuoka and Y. Nagata [5] studied the asymptotic behaviour

of the integral
Ð T
2 jz2ðs1; s2Þj2 dt2 for s2 b

1
2 and s1 þ s2 b

3
2 , and obtained

some asymptotic formulas. They also considered the mean value formula ofÐ T
2 jz2ðs1; s2Þj2 dt1 with a fixed complex number s2 and any large positive number

T > 2, who showed that

ðT
2

jz2ðs1; s2Þj2 dt1 ¼
Xy
m¼1

1

m2s1
zðs2Þ �

Xm
n¼1

1

ns2

�����
�����
2

0
@

1
ATð1:2Þ

þ
OðT 4�2s1�2s2Þ if 3

2 < s1 þ s2 < 2;

Oðlog2 TÞ if s1 þ s2 ¼ 2:

(

Here, the coe‰cient of main term on the right-hand side of (1.2) converges if

s1 þ s2 >
3
2 . Furthermore, they deduced that the asymptotic formulaðT

2

jz2ðs1; s2Þj2 dt1 ¼
1

js2 � 1j2
T log T þOðTÞð1:3Þ

holds on the line s1 þ s2 ¼ 3
2 . This result implied that the conjecture of Mat-

sumoto and Tsumura on the line s1 þ s2 ¼ 3
2 (see their conjecture (ii) in [15]) was

true. Some mean value formulas given by I. Kiuchi and M. Minamide [10] were

inspired by Matsumoto and Tsumura, and Ikeda, Matsuoka and Nagata. For
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the region 0 < s1 < 1, 0 < s2 < 1 and 0 < s1 þ s2 <
3
2 , Kiuchi and Minamide

recently considered five formulas of the integral
Ð T
2 jz2ðs1; s2Þj2 dt1 and showed

that, for any su‰ciently large positive number T > 2,ðT
2

jz2ðs1; s2Þj2 dt1 ¼
zð2Þ

4pjs2 � 1j2
T 2 þOðt�1=2

2 ðlog t2ÞT 3=2Þð1:4Þ

with s1 þ s2 ¼ 1 and 2a t2 a
T 1=3

log T
,ðT

2

jz2ðs1; s2Þj2 dt1 ¼ ð2pÞ2s1þ2s2�3 zð4� 2s1 � 2s2Þ
ð4� 2s1 � 2s2Þjs2 � 1j2

T 4�2s1�2s2ð1:5Þ

þOðt�1=2
2 T 5=2�s1�s2Þ

with 1 < s1 þ s2 <
3
2 and 2a t2 aT 1�ð2=3Þðs1þs2Þ,ðT

2

jz2ðs1; s2Þj2 dt1 ¼ ð2pÞ2s1þ2s2�3 zð4� 2s1 � 2s2Þ
ð4� 2s1 � 2s2Þjs2 � 1j2

T 4�2s1�2s2ð1:6Þ

þOðt1=2�s1�s2
2 T 5=2�s1�s2Þ

with 1
2 < s1 þ s2 < 1 and 2a t2 aT ð3�2s1�2s2Þ=ð5�2s1�2s2Þ,ðT

2

jz2ðs1; s2Þj2 dt1 ¼
zð3Þ

12p2js2 � 1j2
T 3ð1:7Þ

þ OðT 2Þ if
ffiffiffiffiffiffiffiffiffiffiffiffi
log T

p
a t2 aT 1=2;

Oðt�1
2 T 2

ffiffiffiffiffiffiffiffiffiffiffiffi
log T

p
Þ if 2a t2 a

ffiffiffiffiffiffiffiffiffiffiffiffi
log T

p
(

with s1 þ s2 ¼ 1
2 , andðT

2

jz2ðs1; s2Þj2 dt1ð1:8Þ

¼ ð2pÞ2s1þ2s2�3 zð4� 2s1 � 2s2Þ
ð4� 2s1 � 2s2Þjs2 � 1j2

T 4�2s1�2s2

þ
Oðt1=2�s1�s2

2 T 5=2�s1�s2Þ if T ð1�2s1�2s2Þ=ð3�2s1�2s2Þ a t2

aT ð3�2s1�2s2Þ=ð5�2s1�2s2Þ;

Oðt�1
2 T 3�2s1�2s2Þ if 2a t2 aT ð1�2s1�2s2Þ=ð3�2s1�2s2Þ

8><
>:

with 0 < s1 þ s2 <
1
2 . Note that the O constants of the above formulas depend on

s1 and s2. From (1.4)–(1.8), they also showed that

z2ðs1 þ it1; s2 þ it2Þ ¼ W
t
3=2�s1�s2
1

t2

 !
ð1:9Þ
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for 1a s1 þ s2 <
3
2 , 2a t1 aT and 2a t2 aT 1�ð2=3Þðs1þs2Þ�e, and

z2ðs1 þ it1; s2 þ it2Þ ¼ W
t
3=2�s1�s2
1

t2

 !
ð1:10Þ

for 0 < s1 þ s2 < 1, 2a t1 aT and 2a t2 aT ð3�2s1�2s2Þ=ð5�2s1�2s2Þ�e, with e

being any small positive constant.

Ikeda, Matsuoka and Nagata made use of the mean value theorems for

Dirichlet polynomials and suitable approximate formulas derived from the Euler–

Maclaurin summation formula to obtain the formulas (1.2) and (1.3). However

Kiuchi and Minamide used some mean value formulas of the Riemann zeta-

function for the region �1 < s < 3
2 and a weak form of the approximate formula

of Kiuchi, Tanigawa and Zhai for z2ðs1; s2Þ to obtain the above formulas (1.4)–

(1.8). In (1.2) and (1.3), s2 is a constant, but t2 is not a constant in (1.4)–(1.8).

This di¤erence is important, because the analytic properties of z2ðs1; s2Þ depend

on both s1 and s2.

1.2. Mean Square Formula—Concerning t2. The main purpose of this

paper is to prove the mean square formulas of the double zeta-function z2ðs1; s2Þ
concerning the variable t2 in place of the variable t1 within the region 0 < s1 < 1,

0 < s2 < 1 and 0 < s1 þ s2 <
3
2 . Some mean square formulas of the double zeta-

function z2ðs2; s1Þ with respect to t1 under the region 0 < s1 < 1, 0 < s2 < 1 and

0 < s1 þ s2 <
3
2 can be derived from the reciprocity law (1.1) and the formulas

(1.4)–(1.8). Hence, it is su‰cient to calculate the integral
Ð T
2 jz2ðs2; s1Þj2 dt1. Then

we have the following eleven formulas.

Theorem 1.1. Suppose that 2a t1 aT and 2a t2 a
T 1=3

log T
. For any su‰-

ciently large positive number T > 2, we have

ðT
2

jz2ðs2; s1Þj2 dt1 ¼
zð2Þ

4pjs2 � 1j2
T 2 þOðt�1=2

2 ðlog t2ÞT 3=2Þð1:11Þ

with 1
2 < s1 < 1, 0 < s2 <

1
2 and s1 þ s2 ¼ 1.

Taking t2 ¼ T 1=3

log T
into the above, the right-hand side of (1.11) is estimated

as OðT 4=3 log3=2 TÞ, but if we can take t2 ¼ T , then we can estimate that

OðT log TÞ.
Throughout our theorems, the O-constants of whose formulas depend on s1

and s2, and is independent of t2. In short, t2 is not a constant. This fact is one
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of important observations, because the analytic properties of z2ðs1; s2Þ depend on

both variables s1 and s2.

Remark 1.1. For 2a t1 aT and 2a t2 a
T 1=3

log T
, we observe that the main

terms on the right-hand side of (1.4) and (1.11) are the same one with 1
2 < s1 < 1,

0 < s2 <
1
2 and s1 þ s2 ¼ 1, but (1.11) does not coincide with (1.4), namelyðT

2

jz2ðs1; s2Þj2 dt1 �
ðT
2

jz2ðs2; s1Þj2 dt1 ¼ Oðt�1=2
2 ðlog t2ÞT 3=2Þ:ð1:12Þ

Integrating (1.12) by the variable t2, henceðN
2

ðT
2

fjz2ðs2; s1Þj2 � jz2ðs1; s2Þj2g dt1 dt2 ¼ OðT 3=2N 1=2 log NÞ

for 2 < Na T 1=3

log T
. Then we deduce the double integral for jz2ðs1; s2Þj2, namely

Corollary 1.1. We have

1

TN

ðN
2

ðT
2

fjz2ðs2; s1Þj2 � jz2ðs1; s2Þj2g dt1 dt2 ¼ O

ffiffiffiffiffi
T

N

r
log N

 !
ð1:13Þ

for 1
2 < s1 < 1, 0 < s2 <

1
2 , s1 þ s2 ¼ 1 and 2aNa T 1=3

log T
. In particular, taking

N ¼ T 1=3

log T
into the above we haveðN
2

ðT
2

fjz2ðs2; s1Þj2 � jz2ðs1; s2Þj2g dt1 dt2 ¼ OðT 5=3ðlog TÞ1=2Þ:

Theorem 1.2. Suppose that 2a t1 aT and s1 ¼ s2 ¼ 1
2 . For any su‰ciently

large positive number T > 2, we haveðT
2

jz2ðs2; s1Þj2 dt1ð1:14Þ

¼ zð2Þ
4pjs2 � 1j2

T 2

þ
Oðt�1=2

2 ðlog t2ÞT 3=2Þ if ðlog TÞ3=2 a t2 a
T 1=3

log T
;

Oðt�5=6
2 ðlog t2ÞT 3=2ðlog TÞ1=2Þ if 2a t2 a ðlog TÞ3=2:

8><
>:

Theorem 1.3. Suppose that 2a t1 aT and 2a t2 a
T 1=3

log T
. For any su‰-

ciently large positive number T > 2, we have
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ðT
2

jz2ðs2; s1Þj2 dt1ð1:15Þ

¼ zð2Þ
4pjs2 � 1j2

T 2 þOðt�1=2
2 ðlog t2ÞT 3=2Þ

þOðtð2=3Þs12 ðlog t2Þ4T 2�2s1Þ þOðt�1þð1=3Þs1
2 ðlog t2Þ2T 2�s1Þ

with 0 < s1 <
1
2 ,

1
2 < s2 < 1 and s1 þ s2 ¼ 1.

From Theorems 1.1 and 1.2, we immediately derive an alternative proof of

the W-result in Kiuchi, Tanigawa and Zhai [12], namely

Corollary 1.2. Let s1 þ s2 ¼ 1, 1
2 a s1 < 1, 0 < s2 a

1
2 and 2a t1 aT.

We have

z2ðs2 þ it2; s1 þ it1Þ ¼ W
t
1=2
1

t2

 !

for 2a t2 aT 1=3�e, where e is any small positive constant.

Under the condition 0 < s1 < 1, 0 < s2 < 1 and 1 < s1 þ s2 <
3
2 , we shall

consider the mean square formula for the double zeta-function z2ðs2; s1Þ with

respect to the variable t1.

Theorem 1.4. Suppose that 2a t1 aT , 2a t2 aT 1�ð2=3Þðs1þs2Þ, 0 < s1 < 1,

0 < s2 < 1 and 1 < s1 þ s2 <
3
2 . For any su‰ciently large positive number T > 2,

we have

ðT
2

jz2ðs2; s1Þj2 dt1 ¼ ð2pÞ2s1þ2s2�3 zð4� 2s1 � 2s2Þ
ð4� 2s1 � 2s2Þjs2 � 1j2

T 4�2s1�2s2ð1:16Þ

þOðt�1=2
2 T 5=2�s1�s2Þ

with 1
2 < s1 < 1 and 0 < s2 < 1,

ðT
2

jz2ðs2; s1Þj2 dt1 ¼ ð2pÞ2s2�2 zð3� 2s2Þ
ð3� 2s2Þjs2 � 1j2

T 3�2s2 þOðt�1=2
2 T 2�s2Þð1:17Þ

þOðt�2=3�ð1=3Þs2
2 ðlog t2Þ2T 2�s2ðlog TÞ1=2Þ

with s1 ¼ 1
2 ,

1
2 < s2 < 1 and 2a t2 aT 2=3�ð2=3Þs2 , and
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ðT
2

jz2ðs2; s1Þj2 dt1ð1:18Þ

¼ ð2pÞ2s1þ2s2�3 zð4� 2s1 � 2s2Þ
ð4� 2s1 � 2s2Þjs2 � 1j2

T 4�2s1�2s2

þOðt�1=2
2 T 5=2�s1�s2Þ þOðt�2=3�ð1=3Þs2

2 ðlog t2Þ2T 3�2s1�s2Þ

þOðtð2=3Þð1�s2Þ
2 ðlog t2Þ4T 2�2s1Þ

with 0 < s1 <
1
2 and 1

2 < s2 < 1.

As two applications of Theorem 1.4, we have the following.

Corollary 1.3. Let 1 < s1 þ s2 <
3
2 and 2a t1 aT. We have

z2ðs2 þ it2; s1 þ it1Þ ¼ W
t
3=2�s1�s2
1

t2

 !
ð1:19Þ

with 1
2 < s1 < 1, 0 < s2 < 1, and 2a t2 aT 1�ð2=3Þðs1þs2Þ�e, or s1 ¼ 1

2 ,
1
2 < s2 < 1

and 2a t2 aT 2=3�ð2=3Þs2 .

Remark 1.2. Comparing (1.19) with (1.9), the W-result of the right-hand

side of (1.19) is same one on the right-hand side of (1.9), but the left-hand side

of (1.19) does not coincide with the left-hand side of (1.9). It is observed that

the variables s2 and s1 on the left-hand side of (1.19) are taken a change of the

variables s1 and s2 on the left-hand side of (1.9), respectively. Therefore, the

W-results of (1.19) and (1.9) depend the ratio of the order of t1 to that of t2; that

is the inequalities 2a t1 aT and 2a t2 aT 1�ð2=3Þðs1þs2Þ�e.

This involves the result of Corollary 1.2. The formula (1.19) provides an

improvement upon the W result in [12].

Corollary 1.4. We haveðN
2

ðT
2

fjz2ðs2; s1Þj2 � jz2ðs1; s2Þj2g dt1 dt2 ¼ OðT 5=2�s1�s2N 1=2Þð1:20Þ

for 1
2 < s1 < 1, 0 < s2 < 1, 1 < s1 þ s2 <

3
2 and 2aNaT 1�ð2=3Þðs1þs2Þ. In par-

ticular, taking N ¼ T 1�ð2=3Þðs1þs2Þ and s1 þ s2 ¼ 3
2 � e ðe > 0Þ into (1.20), we haveðN

2

ðT
2

fjz2ðs2; s1Þj2 � jz2ðs1; s2Þj2gdt1 dt2 ¼ OðT 1þeÞ:
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Furthermore, we shall consider the mean square formula for the double zeta-

function z2ðs2; s1Þ with respect to the variable t1 for the region 0 < s1 < 1,

0 < s2 < 1 and 0 < s1 þ s2 < 1.

Theorem 1.5. Suppose that 2a t1 aT , 2a t2 aT ð3�2s1�2s2Þ=ð5�2s1�2s2Þ, 0 <

s1 < 1, 0 < s2 < 1 and 1
2 < s1 þ s2 < 1. For any su‰ciently large positive number

T > 2, we haveðT
2

jz2ðs2; s1Þj2 dt1 ¼ ð2pÞ2s1�2s2�3 zð4� 2s1 � 2s2Þ
ð4� 2s1 � 2s2Þjs2 � 1j2

T 4�2s1�2s2ð1:21Þ

þOðt�1=2�ð2=3Þs2
2 ðlog t2ÞT 5=2�s1�s2Þ

þOðt1�ð4=3Þs2
2 ðlog t2Þ2TÞ þOðt1=2�s1�s2

2 T 5=2�s1�s2Þ

with 1
2 < s1 < 1 and 0 < s2 <

1
2 ,ðT

2

jz2ðs2; s1Þj2 dt1 ¼ ð2pÞ2s2�2 zð3� 2s2Þ
ð3� 2s2Þjs2 � 1j2

T 3�2s2 þOðt�s2
2 T 2�s2Þð1:22Þ

þOðt1�ð4=3Þs2
2 ðlog t2Þ2T log TÞ

þOðt�1=2�ð2=3Þs2
2 ðlog t2ÞT 2�s2ðlog TÞ1=2Þ

with s1 ¼ 1
2 and 0 < s2 <

1
2 ,ðT

2

jz2ðs2; s1Þj2 dt1ð1:23Þ

¼ ð2pÞ2s1þ2s2�3 zð4� 2s1 � 2s2Þ
ð4� 2s1 � 2s2Þjs2 � 1j2

T 4�2s1�2s2

þOðt�1=2�ð2=3Þs2
2 ðlog t2ÞT 3�2s1�s2Þ þOðt1�ð4=3Þs2

2 ðlog t2Þ2T 2�2s1Þ

þOðt1=2�s1�s2
2 T 5=2�s1�s2Þ

with 0 < s1 <
1
2 and 0 < s2 <

1
2 ,ðT

2

jz2ðs2; s1Þj2 dt1ð1:24Þ

¼ ð2pÞ2s1�2 zð3� 2s1Þ
ð3� 2s1Þjs2 � 1j2

T 3�2s1

þOðt�5=6
2 ðlog t2ÞT 5=2�2s1Þ þOðt1=32 ðlog t2Þ2T 2�2s1Þ þOðt�s1

2 T 2�s1Þ
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with 0 < s1 <
1
2 and s2 ¼ 1

2 , andðT
2

jz2ðs2; s1Þj2 dt1ð1:25Þ

¼ ð2pÞ2s1þ2s2�3 zð4� 2s1 � 2s2Þ
ð4� 2s1 � 2s2Þjs2 � 1j2

T 4�2s1�2s2

þOðt�2=3�ð1=3Þs2
2 ðlog t2Þ2T 3�2s1�s2Þ þOðtð2=3Þð1�s2Þ

2 ðlog t2Þ4T 2�2s1Þ

þOðt1=2�s1�s2
2 T 5=2�s1�s2Þ

with 0 < s1 <
1
2 and 1

2 < s2 < 1.

Theorem 1.6. Suppose that 2a t1 aT , 2a t2 aT 1=2, 0 < s1 <
1
2 , 0 < s2 <

1
2 and s1 þ s2 ¼ 1

2 . For any su‰ciently large positive number T > 2, we haveðT
2

jz2ðs2; s1Þj2 dt1ð1:26Þ

¼ zð3Þ
12p2js2 � 1j2

T 3 þOðt�1=2�ð2=3Þs2
2 ðlog t2ÞT 5=2�s1Þ

þOðt1�ð4=3Þs2
2 ðlog t2Þ2T 2�2s1Þ þOðT 2Þ þOðt�1

2 T 2
ffiffiffiffiffiffiffiffiffiffiffiffi
log T

p
Þ:

Theorem 1.7. Suppose that 2a t1 aT , 2a t2 aT ð3�2s1�2s2Þ=ð5�2s1�2s2Þ, 0 <

s1 <
1
2 , 0 < s2 <

1
2 and 0 < s1 þ s2 <

1
2 . For any su‰ciently large positive number

T > 2, we haveðT
2

jz2ðs2; s1Þj2 dt1ð1:27Þ

¼ ð2pÞ2s1þ2s2�3 zð4� 2s1 � 2s2Þ
ð4� 2s1 � 4s2Þjs2 � 1j2

T 4�2s1�2s2

þOðt�1=2�ð2=3Þs2
2 ðlog t2ÞT 3�2s1�s2Þ þOðt1�ð4=3Þs2

2 ðlog t2Þ2T 2�2s1Þ

þOðt1=2�s1�s2
2 T 5=2�s1�s2Þ þOðt�1

2 T 3�2s1�2s2Þ:

Notations. When gðxÞ is a positive function of x for xb x0, f ðxÞ ¼
WðgðxÞÞ means that f ðxÞ ¼ oðgðxÞÞ does not hold as x ! y. In what follows,

e denotes any arbitrarily small positive number, not necessarily the same ones at

each occurrence.
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2. Other Mean Square Formula

For any large positive number T > 2, Ikeda, Matsuoka and Nagata [5] first

studied a new type of mean values formula of
Ð T
2 jz2ðs1; s2Þj2 dt, where s1 ¼

s1 þ it and s2 ¼ s2 þ it. By using the approximate forms for the Dirichlet poly-

nomials and technique of calculation for multiple sums, they showed that

ðT
2

jz2ðs1; s2Þj2 dtð2:1Þ

¼
Xy
k¼2

X
mn¼k
m<n

1

ms1ns2

0
B@

1
CA
28><

>:
9>=
>;T þOðT 4�2s1�2s2þeÞ þOðT 1=2Þ

for s1 a 1 and 3
2 < s1 þ s2 < 2, where the coe‰cient (the double sum) of the first

term on the right-hand side of (2.1) converges for s1 >
1
2 and s1 þ s2 > 1. The

method of their proof is standard version, but which is very complexity.

Secondly, we consider the mean value formulas for the double zeta-function

z2ðs1; s2Þ with respect to the variable t for s1 ¼ s1 þ it and s2 ¼ s2 þ it in the

region 0 < s1 < 1, 0 < s2 < 1 and 0 < s1 þ s2 <
3
2 , whose proof makes use of

the method of Kiuchi and Minamide [10] to obtain the mean square formulas for

the double zeta-function z2ðs1; s2Þ under the region 0 < s1 < 1, 0 < s2 < 1, and

0 < s1 þ s2 <
3
2 . Then we derive the following formula.

Theorem 2.1. Suppose that 0 < s1 < 1 and 0 < s2 < 1. For any su‰ciently

large positive number T > 2, we have

ðT
2

jz2ðs1 þ it; s2 þ itÞj2 dt ¼
OðT 4�2s1�2s2Þ if 0 < s1 þ s2 < 1;

OðT 2 log2 TÞ if s1 þ s2 ¼ 1;

OðT 2Þ if 1 < s1 þ s2 <
3
2 :

8><
>:ð2:2Þ

To improve this theorem, we must be obtained the sharper estimate for the

function Eðs1; s2Þ in Lemma 3.1 below, but it is very di‰cult to find the sharper

estimate of the function Eðs1; s2Þ.

3. Some Lemmas

Kiuchi and Minamide used a weak form of the approximate formula of

Kiuchi, Tanigawa and Zhai [12] to prove the formulas (1.4)–(1.8). We use the

reciprocity relation (1.1), the formulas (1.4)–(1.8), the estimates (upper bound) for
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the Riemann zeta-function and the mean value formulas for the Riemann zeta-

function to prove our theorems. The estimate of the function Eðs1; s2Þ mentioned

in Lemma 3.1 was derived by Kiuchi and Minamide, who used the simpler

estimation for the partial sum of the divisor function to get the estimate (3.2),

whose lemma is only used for the proof of Theorem 2.1, and is not used for the

proofs of Theorems 1.1–1.7. However, we use the reciprocity relation (1.1) to

obtain the mean value formulas of the double zeta-function z2ðs2; s1Þ with respect

to t1 for 0 < s1 < 1 and 0 < s2 < 1.

Lemma 3.1. Suppose that 0 < s1 < 1 and 0 < s2 < 1. Then we have

z2ðs1; s2Þ ¼
zðs1 þ s2 � 1Þ

s2 � 1
� 1

2
zðs1 þ s2Þ þ Eðs1; s2Þð3:1Þ

where the error term Eðs1; s2Þ is estimated as

Eðs1; s2Þf
jt2j3=2�s1�s2 if 0 < s1 þ s2 < 1;

jt2j1=2 logjt2j if s1 þ s2 ¼ 1;

jt2j1=2 if s1 þ s2 > 1:

8>><
>>:ð3:2Þ

Note that this error term Eðs1; s2Þ is independent of t1.

Lemma 3.2. For 0 < s1 < 1, 0 < s2 < 1 and any su‰ciently large number

T > 2, we have

ðT
2

jz2ðs2; s1Þj2 dt1 ¼ J1 þ J2 þOðJ 1=2
1 J

1=2
2 Þ;ð3:3Þ

where

J1 ¼
ðT
2

jz2ðs1; s2Þj2 dt1;ð3:4Þ

and

J2 ¼ jzðs2Þj2
ðT
2

jzðs1Þj2 dt1:ð3:5Þ

Proof. Using the reciprocity law (1.1), namely

z2ðs2; s1Þ ¼ zðs1Þzðs2Þ � zðs1 þ s2Þ � z2ðs1; s2Þ
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and Schwarz’s inequality, we deduce the following formula

ðT
2

jz2ðs2; s1Þj2 dt1 ¼ J1 þ J2 þ J3 þOðJ 1=2
1 J

1=2
2 þ J

1=2
2 J

1=2
3 þ J

1=2
3 J

1=2
1 Þ

within the region 0 < s1 < 1 and 0 < s2 < 1, and the integrals J1 ¼Ð T
2 jz2ðs1; s2Þj2 dt1, J2 ¼ jzðs2Þj2

Ð T
2 jzðs1Þj2 dt1 and J3 ¼

Ð T
2 jzðs1 þ s2Þj2 dt1. Now,

using the analytic property of the mean value theorems for the Riemann zeta-

function (see Lemma 3.3 below), there is a positive constant c ¼ cða; bÞ depending
on a and b such that the inequality

ðTþx

2

jzðaþ itÞj2 dta c

ðT
2

jzðb þ itÞj2 dtð3:6Þ

holds for 0 < b < a < 2 and 2a xaT . This constant c is independent of x.

Thus, from (3.6) we obtain J3 ¼ OðJ2Þ, completing the proof of (3.3). r

We shall take the proof of the inequality (3.6) behind that of Lemma 3.3.

To deal with the integral (3.5), we need the following Lemma 3.3, which is

the mean square formulas of the Riemann zeta-function for �1 < s < 2.

Lemma 3.3. For any su‰ciently large positive number T > 2, we have

ðT
2

jzðsþ itÞj2 dt ¼ zð2sÞT þOð1Þð3:7Þ

with s > 1,

ðT
2

jzð1þ itÞj2 dt ¼ zð2ÞT þOðlog TÞð3:8Þ

with s ¼ 1,

ðT
2

jzðsþ itÞj2 dt ¼ zð2sÞT þ ð2pÞ2s�1 zð2� 2sÞ
2� 2s

T 2�2sð3:9Þ

þOðT ð2=3Þð1�sÞ log2=9 TÞ

with 1
2 < s < 1,

ðT
2

z
1

2
þ it

� �����
����
2

dt ¼ T log
T

2p
þ ð2g� 1ÞT þOðT 1=2Þð3:10Þ
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with s ¼ 1
2 and the Euler constant g,

ðT
2

jzðsþ itÞj2 dt ¼ ð2pÞ2s�1 zð2� 2sÞ
2� 2s

T 2�2s þ zð2sÞT þOðT 1�sÞð3:11Þ

with 0 < s < 1
2 , ðT

2

jzðitÞj2 dt ¼ zð2Þ
4p

T 2 þOðT log TÞð3:12Þ

with s ¼ 0, and

ðT
2

jzðsþ itÞj2 dt ¼ ð2pÞ2s�1 zð2� 2sÞ
2� 2s

T 2�2s þOðT 1�2sÞð3:13Þ

with �1 < s < 0.

Proof. The formulas (3.7) and (3.10) follow from the standard texts (see [7],

[8] and [17]). From [4] and [9], we get the formulas (3.8) and (3.9), respectively.

The formulas (3.11)–(3.13) derive from Lemma 2 in [10]. r

Proof of (3.6). We assume that 0 < b < a < 2 and 2a xaT . From

Lemma 3.3, one can see that

ðT
2

jzðaþ itÞj2 dt < c1

ðT
2

jzðb þ itÞj2 dt

for any su‰ciently large positive number T > 2 and some positive constant c1.

Thus, to prove (3.6) it is enough to show some positive constant c2 such that

ðTþx

T

jzðaþ itÞj2 dt < c2

ðT
2

jzðb þ itÞj2 dt:ð3:14Þ

From Lemma 3.3, we have

ðTþx

T

jzðaþ itÞj2 dt

¼

zð2aÞxþOð1Þ if a > 1;

zð2ÞxþOðlog TÞ if a ¼ 1;

zð2aÞxþOðT 2�2aÞ if 1
2 < a < 1;

OðT log TÞ if a ¼ 1
2 ;

OðT 2�2aÞ if 0 < a < 1
2 :

8>>>>><
>>>>>:
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Since 0 < b < a < 2 and 2a xaT , it follows from the above that we obtain the

inequality (3.14). r

Furthermore, we need an upper bound for the Riemann zeta-function in the

critical strip to prove Theorems 1.1–1.7, which is given by Lemma 2.5 in Kiuchi

and Tanigawa [11] (see also Ivić [7], Titchmarsh [17]).

Lemma 3.4. For tb t0 > 1 uniformly in s, we have

zðsþ itÞf
tð1=3Þð1�sÞ log2 t if 1

2 < sa 1;

t1=6 log t if s ¼ 1
2 ;

t1=2�ð2=3Þs log t if 0a s < 1
2 :

8><
>:ð3:15Þ

4. Proofs of Theorems

Proofs of Theorems 1.1–1.3. We shall evaluate the integral
Ð T
2 jz2ðs2; s1Þj2 dt1

under the condition 0 < s1 < 1, 0 < s2 < 1 and s1 þ s2 ¼ 1. From (3.5), Lemmas

3.3 and 3.4, we have

J2 ¼ jzðs2Þj2
ðT
2

jzðs1Þj2 dt1ð4:1Þ

f

t
1�ð4=3Þs2
2 ðlog t2Þ2T if 1

2 < s1 < 1 and 0 < s2 <
1
2 ;

t
1=3
2 ðlog t2Þ2T log T if s1 ¼ s2 ¼ 1

2 ;

t
ð2=3Þð1�s2Þ
2 ðlog t2Þ4T 2�2s1 if 0 < s1 <

1
2 and 1

2 < s2 < 1:

8>><
>>:

From (1.4) and (3.4), we have

J1 ¼
zð2Þ

4pjs2 � 1j2
T 2 þOðt�1=2

2 ðlog t2ÞT 3=2Þð4:2Þ

with 2a t2 a
T 1=3

log T
. Substituting (4.1) and (4.2) into (3.3), we observe that all

error terms on the right-hand side of (3.3) are absorbed into Oðt�1=2
2 ðlog t2ÞT 3=2Þ

if 1
2 < s1 < 1, or into Oðt�1=2

2 ðlog t2ÞT 3=2Þ þOðt�5=6
2 ðlog t2ÞT 3=2ðlog TÞ1=2Þ if

s1 ¼ 1
2 , or into Oðt�1=2

2 ðlog t2ÞT 3=2Þ þOðtð2=3Þs12 ðlog t2Þ4T 2�2s1Þ þOðt�1þð1=3Þs1
2 �

ðlog t2Þ2T 2�s1Þ if 0 < s1 <
1
2 . Hence, we obtain the formula (1.11), (1.14) and

(1.15). r

Proof of Theorem 1.4. In a similar manner to above, we shall evaluate the

integral.
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In a similar manner to above, we shall evaluate the integral
Ð T
2 jz2ðs2; s1Þj2 dt1

under the condition 0 < s1 < 1, 0 < s2 < 1 and 1 < s1 þ s2 <
3
2 . Then, by (3.5),

Lemmas 3.3 and 3.4 we have

J2 f

t
1�ð4=3Þs2
2 ðlog t2Þ2T if 1

2 < s1 < 1 and 0 < s2 <
1
2 ;

t
1=3
2 ðlog t2Þ2T if 1

2 < s1 < 1 and s2 ¼ 1
2 ;

t
ð2=3Þð1�s2Þ
2 ðlog t2Þ4T if 1

2 < s1 < 1 and 1
2 < s2 < 1;

t
ð2=3Þð1�s2Þ
2 ðlog t2Þ4T log T if s1 ¼ 1

2 and 1
2 < s2 < 1;

t
ð2=3Þð1�s2Þ
2 ðlog t2Þ4T 2�2s1 if 0 < s1 <

1
2 and 1

2 < s2 < 1:

8>>>>>>><
>>>>>>>:

ð4:3Þ

From (1.5) and (3.4) we have

J1 ¼ ð2pÞ2s1þ2s2�3 zð4� 2s1 � 2s2Þ
ð4� 2s1 � 2s2Þjs2 � 1j2

T 4�2s1�2s2ð4:4Þ

þOðt�1=2
2 T 5=2�s1�s2Þ

for 2a t2 aT 1�ð2=3Þðs1þs2Þ. Substituting (4.3) and (4.4) into (3.3), we observe

that all error terms on the right-hand side of (3.3) are absorbed into

Oðt�1=2
2 T 5=2�s1�s2Þ if 1

2 < s1 < 1 and 0 < s2 < 1, or into Oðt�1=2
2 T 2�s2Þ þ

Oðt�2=3�ð1=3Þs2
2 ðlog t2Þ2T 2�s2ðlog TÞ1=2Þ if s1 ¼ 1

2 and 1
2 < s2 < 1, or into

Oðt�1=2
2 T 5=2�s1�s2ÞþOðt�2=3�ð1=3Þs2

2 ðlog t2Þ2T 3�2s1�s2Þ þOðtð2=3Þð1�s2Þ
2 ðlog t2Þ4T 2�2s1Þ

if 0 < s1 <
1
2 and 1

2 < s2 < 1. We derive the formulas (1.16), (1.17) and (1.18).

r

Proof of Theorem 1.5. We shall evaluate the integral
Ð T
2 jz2ðs2; s1Þj2 dt1

under the condition 0 < s1 < 1, 0 < s2 < 1, 1
2 < s1 þ s2 < 1 and 2a t2 a

T ð3�2s1�2s2Þ=ð5�2s1�2s2Þ. From (3.5), Lemmas 3.3 and 3.4 we have

J2 f

t
1�ð4=3Þs2
2 ðlog t2Þ2T if 1

2 < s1 < 1 and 0 < s2 <
1
2 ;

t
1�ð4=3Þs2
2 ðlog t2Þ2T log T if s1 ¼ 1

2 and 0 < s2 <
1
2 ;

t
1�ð4=3Þs2
2 ðlog t2Þ2T 2�2s1 if 0 < s1 <

1
2 and 0 < s2 <

1
2 ;

t
1=3
2 ðlog t2Þ2T 2�2s1 if 0 < s1 <

1
2 and s2 ¼ 1

2 ;

t
ð2=3Þð1�s2Þ
2 ðlog t2Þ4T 2�2s1 if 0 < s1 <

1
2 and 1

2 < s2 < 1:

8>>>>>>><
>>>>>>>:

ð4:5Þ

From (1.6) and (3.4), we have

J1 ¼ ð2pÞ2s1þ2s2�3 zð4� 2s1 � 2s2Þ
ð4� 2s1 � 2s2Þjs2 � 1j2

T 4�2s1�2s2ð4:6Þ

þOðt1=2�s1�s2
2 T 5=2�s1�s2Þ:
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From (4.5) and (4.6) we have

J
1=2
1 J

1=2
2ð4:7Þ

f

t
�1=2�ð2=3Þs2
2 ðlog t2ÞT 5=2�s1�s2 if 1

2 < s1 < 1 and 0 < s2 <
1
2 ;

t
�1=2�ð2=3Þs2
2 ðlog t2ÞT 2�s2

ffiffiffiffiffiffiffiffiffiffiffiffi
log T

p
if s1 ¼ 1

2 and 0 < s2 <
1
2 ;

t
�1=2�ð2=3Þs2
2 ðlog t2ÞT 3�2s1�s2 if 0 < s1 <

1
2 and 0 < s2 <

1
2 ;

t
�5=6
2 ðlog t2ÞT 5=2�2s1 if 0 < s1 <

1
2 and s2 ¼ 1

2 ;

t
�2=3�ð1=3Þs2
2 ðlog t2Þ2T 3�2s1�s2 if 0 < s1 <

1
2 and 1

2 < s2 < 1:

8>>>>>>><
>>>>>>>:

Substituting (4.5), (4.6) and (4.7) into (3.3), we obtain the formulas (1.21), (1.22),

(1.23), (1.24) and (1.25). r

Proof of Theorem 1.6. We shall evaluate the integral
Ð T
2 jz2ðs2; s1Þj2 dt1

under the condition 0 < s1 <
1
2 , 0 < s2 <

1
2 and s1 þ s2 ¼ 1

2 . Then, from (3.5),

Lemmas 3.3 and 3.4 we have

J2 f t
1�ð4=3Þs2
2 ðlog t2Þ2T 2�2s1 :ð4:8Þ

From (1.7) and (3.4), we have

J1 ¼
zð3Þ

12p2js2 � 1j2
T 3 þ OðT 2Þ if

ffiffiffiffiffiffiffiffiffiffiffiffi
log T

p
a t2 aT 1=2;

Oðt�1
2 T 2

ffiffiffiffiffiffiffiffiffiffiffiffi
log T

p
Þ if 2a t2 a

ffiffiffiffiffiffiffiffiffiffiffiffi
log T

p
:

(
ð4:9Þ

We have, from (4.8) and (4.9)

J
1=2
1 J

1=2
2 f t

�1=2�ð2=3Þs2
2 ðlog t2ÞT 5=2�s1 :ð4:10Þ

Substituting (4.8), (4.9) and (4.10) into (3.3), we have the formula (1.26) within

2a t2 aT 1=2. r

Proof of Theorem 1.7. We shall evaluate the integral
Ð T
2 jz2ðs2; s1Þj2 dt1

under the condition 0 < s1 <
1
2 , 0 < s2 <

1
2 and 0 < s1 þ s2 <

1
2 . Then, from

(3.5), Lemmas 3.3 and 3.4 we have

J2 f t
1�ð4=3Þs2
2 ðlog t2Þ2T 2�2s1 :ð4:11Þ

From (1.8) and (3.4), we have
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J1 ¼ ð2pÞ2s1þ2s2�3 zð4� 2s1 � 2s2Þ
ð4� 2s1 � 2s2Þjs2 � 1j2

T 4�2s1�2s2ð4:12Þ

þ
Oðt1=2�s1�s2

2 T 5=2�s1�s2Þ if T ð1�2s1�2s2Þ=ð3�2s1�2s2Þ a t2

aT ð3�2s1�2s2Þ=ð5�2s1�2s2Þ;

Oðt�1
2 T 3�2s1�2s2Þ if 2a t2 aT ð1�2s1�2s2Þ=ð3�2s1�2s2Þ:

8><
>:

From (4.11) and (4.12), we have

J
1=2
1 J

1=2
2 f t

�1=2�ð2=3Þs2
2 ðlog t2ÞT 3�2s1�s2 :ð4:13Þ

Hence, we substitute (4.11), (4.12) and (4.13) into (3.3) to obtain the formula

(1.27). r

Proof of Theorem 2.1. Assume that s1 ¼ s1 þ it, s2 ¼ s2 þ it, 0 < s1 < 1,

0 < s2 < 1 and 0 < s1 þ s2 <
3
2 . From (3.1), we haveðT

2

jz2ðs1; s2Þj2 dt ¼ K1 þ K2 þ K3 þOðK 1=2
1 K

1=2
2 þ K

1=2
2 K

1=2
3 þ K

1=2
3 K

1=2
1 Þ;ð4:14Þ

where K1 ¼
Ð T
2

jzðs1þs2�1Þj2

js2�1j2
dt, K2 ¼ 1

4

Ð T
2 jzðs1 þ s2Þj2 dt and K3 ¼

Ð T
2 jEðs1; s2Þj2 dt:

From (3.2), we have

K3 ¼
OðT 4�2s1�2s2Þ if 0 < s1 þ s2 < 1;

OðT 2 log2 TÞ if s1 þ s2 ¼ 1;

OðT 2Þ if 1 < s1 þ s2 <
3
2 :

8><
>:ð4:15Þ

From (3.7)–(3.12), we have

K2 ¼
OðT 2�2s1�2s2Þ if 0 < s1 þ s2 <

1
2 ;

OðT log TÞ if s1 þ s2 ¼ 1
2 ;

OðTÞ if 1
2 < s1 þ s2 <

3
2 :

8><
>:ð4:16Þ

Integrating by parts and Lemma 3.3, it follows that

K1 ¼ O max
0<s1<1;0<s2<1
0<s1þs2<3=2

f1;T 2�2s1�2s2g

0
B@

1
CA:ð4:17Þ

Substituting (4.15), (4.16) and (4.17) into (4.14), we derive the formula (2.2).

r

Using Lemma 3.3, we can easily calculate more precise formulas of K1 and

K2, however, we can not obtain a more accurate formula for K3 by Lemma 3.1.
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Therefore we need the exact expression of the asymptotic formula of Eðs1; s2Þ for

0 < s1 < 1 and 0 < s2 < 1 to obtain more accurate asymptotic formulas forÐ T
2 jz2ðs1; s2Þj2 dt.
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[ 4 ] R. Balasubramanian, A. Ivić and K. Ramachandra, The mean square of the Riemann zeta-

function on the line s ¼ 1, Enseign. Math. (2) 38 (1992), 13–25.

[ 5 ] S. Ikeda, K. Matsuoka and Y. Nagata, On certain mean values of the double zeta-function,

Nagoya Math. J. 217 (2015), 161–190.

[ 6 ] H. Ishikawa and K. Matsumoto, On the estimation of the order of Euler-Zagier multiple zeta-

functions, Illinois J. Math. 47 (2003), 1151–1166.
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