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Abstract. In this paper we study the existence of standing waves for coupled nonlinear Schrödinger equations.
The interaction between equations plays an important role in our study. When the interaction is strong, the least
energy solution is a solution whose both components are positive. When the interaction is weak, the least energy
solution is a semitrivial solution, namely a solution of a form (u1, 0) or (0, u2). Moreover, minimizing method on
the Nehari type manifold with codimension 2 gives us a positive solution when the interaction is weak.

1. Introduction and main result

In this paper, we consider the existence of standing waves for the following coupled
nonlinear Schrödinger equations:



i
∂ψ1

∂t
+�xψ1 + λ1(x)ψ1 + (µ1|ψ1|2 + β|ψ2|2)ψ1 = 0 in (0,∞)× RN,

i
∂ψ2

∂t
+�xψ2 + λ2(x)ψ2 + (β|ψ1|2 + µ2|ψ2|2)ψ2 = 0 in (0,∞)× RN,

(Ẽ)

whereµ1, µ2, β > 0 are constants and the dimensionN equals 2 or 3. The system (Ẽ) appears
in many physical problems, especially in the Hartree–Fock theory and nonlinear optics. We
refer to [1, 2, 6, 9, 10, 14, 20, 22, 24] and references therein for more physical treatments.

To obtain standing waves, we substitute ψj (t, x) = eiλ̃j tuj (x) into (Ẽ). Then
u1(x), u2(x) solve 


−�u1 + V1(x)u1 = µ1u

3
1 + βu1u

2
2 in RN,

−�u2 + V2(x)u2 = βu2
1u2 + µ2u

3
2 in RN ,

u1, u2 ∈ H 1(RN) ,

(E)

where Vj (x) = λ̃j − λj (x). In particular we are interested in a nontrivial positive solution of
(E). Here, we say u = (u1, u2) is a nontrivial positive solution of (E) if u solves (E) and both

u1, u2 are positive in RN .
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Our aim of this paper is to study the existence of a nontrivial positive solution for the
system with variable coefficients. Our work is motivated by Sirakov [20], and Ambrosetti–
Colorado [2]. They consider (E) in constant coefficient case, which means that Vj (x) ≡
const > 0. Roughly speaking, they proved that there exist positive constants β̃1 and β̃2 such

that if 0 ≤ β < β̃1 or β̃2 < β holds, then (E) has a nontrivial positive solution. We remark that
the existence problem becomes delicate when the coefficient depends on x. In Theorem 1.3
we give an example even if Vj (x) is very close to constant, (E) does not have any nontrivial
positive solutions.

In this paper, except for the nonexistence result (Theorem 1.3), we assume that Vj (x)
satisfies the following conditions:

(V1) Vj (x) ∈ C1(RN,R).
(V2) 0 < inf

x∈RN
Vj (x) ≤ sup

x∈RN
Vj (x) ≡ V∞,j < ∞.

(V3) Vj (x) → V∞,j as |x| → ∞.
Here we introduce some terminology. We call u = (u1, u2) nontrivial solution if u

solves (E) and u1, u2 �≡ 0. On the other hand, we call u semitrivial solution if u solves (E)
and u1 ≡ 0 or u2 ≡ 0. We remark that if Vj (x) satisfies (V1)–(V3), then (E) has a semitrivial
solution. Indeed, the equation

{−�u1 + V1(x)u1 = µ1u
3
1 in RN ,

u1 ∈ H 1(RN)
(E1)

or {−�u2 + V2(x)u2 = µ2u
3
2 in RN ,

u2 ∈ H 1(RN)
(E2)

has a nontrivial solution (for instance, see Willem [23]). Then u = (u1, 0) or u = (0, u2) is a
semitrivial solution of (E).

Hereafter, we fix µ1, µ2 > 0, V1(x), V2(x) and consider the range of β > 0 for which
(E) has a nontrivial positive solution. Here we state the main theorem in this paper.

THEOREM 1.1. Let Vj (x) satisfy (V1)–(V3). Then there exist β1 > 0 and β2 > β1

such that
(i) If 0 < β < β1, then (E) has a nontrivial positive solution.

(ii) If β2 < β, then (E) has a nontrivial positive solution.

Next, we consider whether the solutions obtained in the above theorem is the least energy
solution or not. We say a solution u = (u1, u2) of (E) is the least energy solution if

I (u1, u2) = inf {I (v1, v2)|(v1, v2) �≡ (0, 0) solves (E)} .
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Here, we use notation: for v = (v1, v2) ∈ H 1(RN)×H 1(RN),

I (v) = 1

2

∫
RN
(|∇v1|2 + V1(x)v

2
1 + |∇v2|2 + V2(x)v

2
2)dx

− 1

4

∫
RN
(µ1v

4
1 + 2βv2

1v
2
2 + µ2v

4
2)dx .

THEOREM 1.2. (i) There exists a β3 ∈ (0, β2] such that if β ∈ [0, β3), then the
nontrivial positive solution obtained in Theorem 1.1 (i) is not the least energy solution.

(ii) If β > β2, then the least energy solution of (E) is nontrivial. Here β2 is given in
Theorem 1.1.

REMARK 1.1. Ambrosetti–Colorado [2] obtained a nontrivial positive solution of (E)
in the constant coefficient case with the mountain pass argument on the Nehari manifold.
When β > 0 is small, they showed that the nontrivial positive solution of (E) has a higher
energy than the semitrivial positive solutions.

Next, we give the nonexistence result. We assume that Vj (x) satisfies the following
conditions:

(V1′) Vj (x) ∈ C1(RN,R),
∂Vj

∂xi
∈ L∞(RN) for 1 ≤ i ≤ N , j = 1, 2 .

(V2′) 0 < inf
x∈RN

Vj(x) ≤ sup
x∈RN

Vj (x) ≡ V∞,j < ∞ .

(V3′) ∃ν ∈ RN\{0} s.t.
∂Vj

∂ν
(x) =

N∑
i=1

∂Vj

∂xi
(x)νi ≥ 0 .

(V4′) ∃j0 ∈ {1, 2} s.t.
∂Vj0

∂ν
�≡ 0 .

Here we state the nonexistence result.

THEOREM 1.3. Let Vj (x) satisfies (V1′)–(V4′). Then (E) has no nontrivial positive
solution for any β > 0.

REMARK 1.2. There is a function which is close to a constant and satisfies (V1′)–
(V4′). For instance, setting Vj (x) = ε arctan(x1) + π , then Vj (x) satisfies (V1′)–(V4′) and
(E) has no nontrivial positive solution for any ε > 0. This fact implies that the existence of
nontrivial positive solution is a delicate problem and we need the behavior of Vj (x) at infinity
for the existence.

We prove Theorem 1.1 by variational methods. To obtain a nontrivial solution of (E), we
introduce the Nehari manifold N and the Nehari type manifold M:

N := {u ∈ H 1(RN)×H 1(RN)|u �≡ (0, 0), I ′(u)u = 0} ,
M := {u ∈ H 1(RN)×H 1(RN)|u1, u2 �≡ 0, I ′(u)(u1, 0) = I ′(u)(0, u2) = 0} .

When β > 0 is large, which implies the setting of Theorem 1.1(ii), a nontrivial solution
will be obtained as a minimizer of I on N (see section 5).
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When β > 0 is small, which is dealt in Theorem 1.1(i), our argument is straight forward
and we will observe that infN I is also attained. However the minimizer turns out to be a
semitrivial function and the Nehari type manifold M plays a role to find a nontrivial solution.
In section 2, we will prove that M is a smooth Hilbert manifold with codimension 2 under
the condition 0 < β <

√
µ1µ2 and a nontrivial solution will be obtained as a minimizer of I

on M (see section 6).
We remark that for problems with constant coefficients Sirakov [20] introduced mani-

folds in the space of radially symmetric functions:

Nr := {u ∈ H 1
r (R

N)×H 1
r (R

N)|u �≡ (0, 0), I ′(u)u = 0} ,
Mr := {u ∈ H 1

r (R
N)×H 1

r (R
N)|u1, u2 �≡ 0, I ′(u)(u1, 0) = I ′(u)(0, u2) = 0} .

He obtained a nontrivial solution as a minimizer of I on Nr (Mr respectively) when β > 0
is large (β > 0 is small respectively). We also remark that when β > 0 is small Ambrosetti–
Colorado [2] develops a mountain pass argument in Nr to find a nontrivial solution. We also

remark that in these works, the compactness of the embedding H 1(RN) ↪→ L4(RN) is very
important to get the Palais–Smale condition ((PS) condition).

In our setting, we cannot work in the space of radially symmetric functions and due to

non–compactness of the embedding H 1(RN) ↪→ L4(RN), the corresponding functional I
does not satisfy the (PS) condition. To solve this difficulty we will develop a concentration–
compactness type result and give the estimates of critical value of I .

Finally, we also give a mention to a work of Wei [22]. Wei considered (E) with variable
coefficients, but under different conditions of Vj (x) from ours. He considered the case where
Vj (x) is smooth, positive and Vj (x) → ∞ as |x| → ∞. The functional I is considered on

Ṽ =
{
u ∈ H

∣∣∣∣
∫

RN
Vj (x)u

2
j dx < ∞ for j = 1, 2

}
.

In this case, the embedding Ṽ ↪→ L4(RN) × L4(RN) is compact (See Rabinowitz [19], and

Bartsch–Wang [5]), which implies that I satisfies the (PS) condition on Ṽ .
This paper is organized as follows: In sections 2–3, we give some preliminaries: espe-

cially we give functional frameworks and introduce our variational settings. In section 4, we
prove the achievement of infN I for all β > 0. It is important to determine whether the mini-
mizer is nontrivial or not. In sections 5–6, we give a proof to Theorems 1.1 and 1.2. In section
5, we deal with the case where β is large and it turns out that the minimizer of infN I is a
nontrivial solution. In section 6, we study the case where β is small. In this case the Nehari
type manifold M plays a role. Moreover we will show that for sufficiently small β, the least
energy solution of (E) is a semitrivial solution. In section 7, we prove Theorem 1.3.

2. Preliminaries

In this section, we prove some preliminary results to prove Theorem 1.1.
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2.1. Function spaces and functionals. We setH = H 1(RN)×H 1(RN) and denote
elements of H by u = (u1, u2). For u = (u1, u2), v = (v1, v2) ∈ H , we define inner

products and norms in H 1(RN) and H as follows:

〈uj , vj 〉j =
∫

RN
(∇uj · ∇vj + Vj (x)ujvj ) dx (j = 1, 2) ,

〈uj , vj 〉∞,j =
∫

RN
(∇uj · ∇vj + V∞,j uj vj ) dx (j = 1, 2) ,

〈u, v〉 = 〈u1, v1〉1 + 〈u2, v2〉2 ,

〈u, v〉∞ = 〈u1, v1〉∞,1 + 〈u2, v2〉∞,2 ,

‖uj‖2
j = 〈uj , uj 〉j , ‖uj‖2∞,j = 〈uj , uj 〉∞,j (j = 1, 2) ,

‖u‖2 = ‖u1‖2
1 + ‖u2‖2

2, ‖u‖2∞ = ‖u1‖2∞,1 + ‖u2‖2∞,2 .

We remark that ‖·‖j , ‖·‖∞,j are equivalent to the standardH 1(RN) norm under the conditions
(V1)–(V2). We define the functional I : H → R as follows:

I (u) = 1

2
‖u‖2 − 1

4

∫
RN
(µ1u

4
1 + 2βu2

1u
2
2 + µ2u

4
2)dx .

Differentiating I , we have

I ′(u)v = 〈u, v〉 −
∫

RN
(µ1u

3
1v1 + βu1u

2
2v1 + βu2

1u2v2 + µ2u
3
2v2)dx .

It is easily seen that any critical point of I is a solution of (E). We also use a notation ∇I (u) ∈
H , where ∇I (u) is a unique element such that

I ′(u)v = 〈∇I (u), v〉 for v ∈ H .

We also define the functional I∞ : H → RN as follows:

I∞(u) = 1

2
‖u‖2∞ − 1

4

∫
RN
(µ1u

4
1 + 2βu2

1u
2
2 + µ2u

4
2)dx .

I∞ is corresponding to the problem ‘at infinity’:


−�u1 + V∞,1u1 = µ1u
3
1 + βu1u

2
2 in RN ,

−�u2 + V∞,2u2 = βu2
1u2 + µ2u

3
2 in RN ,

u1, u2 ∈ H 1(RN) .

(E∞)

Any critical point of I∞ is also a solution of (E∞).
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It is easily seen that the following equalities hold:

I ′(u)u = ‖u‖2 − µ1‖u1‖4
L4 − 2β‖u1u2‖2

L2 − µ2‖u2‖4
L4 ,

I ′(u)(u1, 0) = ‖u1‖2
1 − µ1‖u1‖4

L4 − β‖u1u2‖2
L2 ,

I ′(u)(0, u2) = ‖u2‖2
2 − β‖u1u2‖2

L2 − µ2‖u2‖4
L4 .

2.2. Nehari manifold and Nehari type manifold. In this subsection we introduce
the Nehari manifold N and the Nehari type manifold M and state some properties of N and
M.

We define J, J1, J2 : H → R as follows:

J (u) = I ′(u)u , J1(u) = I ′(u)(u1, 0) , J2(u) = I ′(u)(0, u2) .

DEFINITION 2.1. We define the Nehari manifold N and the Nehari type manifold M
as follows:

N = {u ∈ H | u �≡ (0, 0), J (u) = 0} ,
M = {u ∈ H | u1 �≡ 0, u2 �≡ 0 , J1(u) = J2(u) = 0} .

We also define N∞ and M∞ which are corresponding to (E∞):

N∞ = {u ∈ H | u �≡ (0, 0), J∞(u) = 0} ,
M∞ = {u ∈ H | u1 �≡ 0, u2 �≡ 0, J∞,1(u) = J∞,2(u) = 0} .

REMARK 2.1. (i) M ⊂ N and M∞ ⊂ N∞.
(ii) Except for (0, 0), any solution of (E) belongs to N .

(iii) If u is a nontrivial solution of (E), then u ∈ M.

REMARK 2.2. We set |u| := (|u1|, |u2|), then the following hold.
(i) If u ∈ N , then |u| ∈ N .

(ii) If u ∈ M, then |u| ∈ M.

Next, we state the fundamental properties of N and N∞.

PROPOSITION 2.1. (i) For each u ∈ H,u �≡ (0, 0), there exist unique θ0 > 0 and
θ∞,0 > 0 such that θ0u ∈ N , θ∞,0u ∈ N∞.

(ii) I (u) = 1

4
‖u‖2 on N , I∞(u) = 1

4
‖u‖2∞ on N∞ .

(iii) There exist δ0 > 0 and δ∞ > 0 such that

‖u‖ ≥ δ0 for u ∈ N , ‖v‖∞ ≥ δ∞ for v ∈ N∞ .

PROOF. We only prove for N .
(i) Suppose that u ∈ H,u �≡ (0, 0) and set

f (θ) = I (θu) = θ2

2
‖u‖2 − θ4

4

∫
RN
µ1u

4
1 + 2βu2

1u
2
2 + µ2u

4
2 dx .
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Then we see

f ′(θ) = I ′(θu)u = θ{‖u‖2 − θ2(µ1‖u1‖4
L4 + 2β‖u1u2‖2

L2 + µ2‖u2‖4
L4)} .

Thus f ′(θ) = 0 holds if and only if θ = θ0, where

θ0 = ‖u‖√
µ1‖u1‖4

L4 + 2β‖u1u2‖2
L2 + µ2‖u2‖4

L4

> 0 .

(ii) Let u ∈ N . Then it follows that

‖u‖2 = µ1‖u1‖4
L4 + 2β‖u1u2‖2

L2 + µ2‖u2‖4
L4 .

From the above equality, we obtain

I (u) = ‖u‖2

2
− ‖u‖2

4
= ‖u‖2

4
.

(iii) Let u ∈ N . By using Hölder’s inequality and Sobolev’s embedding theorem, we
have

‖u‖2 = µ1‖u1‖4
L4 + 2β‖u1u2‖2

L2 + µ2‖u2‖4
L4

≤ µ1‖u1‖4
L4 + 2β‖u1‖2

L4‖u2‖2
L4 + µ2‖u2‖4

L4

≤ C(µ1‖u1‖4
1 + 2β‖u1‖2

1‖u2‖2
2 + µ2‖u2‖4

2)

≤ C(‖u1‖2
1 + ‖u2‖2

2)
2 = C‖u‖4 .

Therefore it follows that

1

C
≤ ‖u‖2.

�

Next, we prove that N and M are smooth Hilbert manifolds.

LEMMA 2.2. (i) For each β > 0, N and N∞ are smooth Hilbert manifolds with
codimension 1.

(ii) If 0 < β <
√
µ1µ2, then M and M∞ are smooth Hilbert manifolds with codi-

mension 2.
(iii) TuN = {v ∈ H | J ′(u)v = 0}.
(iv) TuM = {v ∈ H | J ′

1(u)v = J ′
2(u)v = 0}.

The above lemma will be derived from the following well known lemma. For example,
see Ambrosetti–Malchiodi [3].

LEMMA 2.3. Let O ⊂ H be open set. Suppose G,G1,G2 ∈ Cm(O,R) and set

M = G−1(0), M̃ = G−1
1 (0) ∩G−1

2 (0). Then the following hold:
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(i) If G′(p) �= 0 for each p ∈ M , then M is a Cm Hilbert manifold with codimension
1.

(ii) If G′
1(p) and G′

2(p) are linearly independent for each p ∈ M̃, then M̃ is a Cm

Hilbert manifold with codimension 2.
(iii) TpM = {q ∈ H | G′(p)q = 0}.
(iv) TpM̃ = {q ∈ H | G′

1(p)q = G′
2(p)q = 0}.

We prove Lemma 2.2 with the aid of Lemma 2.3.

PROOF OF LEMMA 2.2. We only prove (i) and (ii) since (iii) and (iv) are directly de-
rived from Lemma 2.3.

(i) For u ∈ N , we have

J ′(u)u = 2‖u‖2 − 4(µ1‖u1‖4
L4 + 2β‖u1u2‖2

L2 + µ2‖u2‖4
L4)

= −2‖u‖2 < 0.

In particular, we have J ′(u) �= 0 for u ∈ N . Thus applying Lemma 2.3 to J : H\{0} → R,
we have (i) of Lemma 2.2.

(ii) Next we apply (ii) of Lemma 2.3 to J1, J2 : H\{u1 = 0 or u2 = 0} → R. For
u ∈ M, we have

J ′
1(u)(u1, 0) = −2µ1‖u1‖4

L4 , J ′
2(u)(0, u2) = −2µ2‖u2‖4

L4 ,

J ′
1(u)(0, u2) = J ′

2(u)(u1, 0) = −2β‖u1u2‖2
L2 .

Define A(u) by

A(u) =
(
J ′

1(u)(u1, 0) J ′
1(u)(0, u2)

J ′
2(u)(u1, 0) J ′

2(u)(0, u2)

)
=

( −2µ1‖u1‖4
L4 −2β‖u1u2‖2

L2

−2β‖u1u2‖2
L2 −2µ2‖u2‖4

L4

)
,

and we see

detA(u) = 4(µ1µ2‖u1‖4
L4‖u2‖4

L4 − β2‖u1u2‖4
L2)

≥ 4(µ1µ2 − β2)‖u1‖4
L4‖u2‖4

L4 > 0 .

The above inequality implies J ′
1(u), J

′
2(u) are linearly independent. Thus Lemma 2.3 infers

that M is a smooth Hilbert manifold with codimension 2. �

Lastly we state some properties of the level sets of N and M. For each α > 0, we define
N α and Mα as follows:

N α = {u ∈ N | I (u) ≤ α} , Mα = {u ∈ M | I (u) ≤ α} .
PROPOSITION 2.4 (Properties of N ). (i) N is a closed subset of H and N α is a

bounded closed subset of H . In particular,

0 < δ0 ≤ ‖u‖ ≤ 2
√
α for u ∈ N α,

where δ0 is given in Proposition 2.1.
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(ii) For each α > 0, there holds

0 < 2δ0 ≤ ‖∇J (u)‖ ≤ c1(α) for u ∈ N α ,

where c1(α) depends on α but not on u ∈ N α .

PROOF. (i) It is clear from Proposition 2.1 (ii) and (iii).

(ii) Since J ′(u)u = −2‖u‖2 and ‖u‖ ≥ δ0, we have 2δ0 ≤ ‖J ′(u)‖. On the other
hand, since J ′ : H → H ∗ maps bounded sets to bounded sets and N α is bounded, we infer
the conclusion of Proposition 2.4. �

We define TuN⊥ and TuM⊥ as the orthonormal complement of TuN and TuM, respec-
tively:

TuN⊥ := {v ∈ H | 〈v, h〉 = 0 for h ∈ TuN } ,
TuM⊥ := {v ∈ H | 〈v, h〉 = 0 for h ∈ TuM} .

We also define PTuN⊥ and PTuM⊥ as the projections from H to TuN⊥ and TuM⊥, respec-
tively:

PTuN⊥ : H → TuN⊥ , PTuM⊥ : H → TuM⊥ .

By Lemma 2.2, we have TuN⊥ = span {∇J (u)}. Thus

PTuN⊥u =
〈 ∇J (u)
‖∇J (u)‖ , u

〉 ∇J (u)
‖∇J (u)‖ .

By Lemma 2.2 and Proposition 2.4, we have the following corollary.

COROLLARY 2.5. For each α > 0, there holds

0 < c1(α) ≤ ‖PTuN⊥u‖ ≤ c2(α) for u ∈ N α ,

where c1(α), c2(α) are positive constants and depend on α.

Next we state the properties of M.

PROPOSITION 2.6 (Properties of M). Let α > 0.
(i) There exist β1(α) ∈ (0,

√
µ1µ2), c1(α), c2(α) > 0 such that for each β ∈

(0, β1(α)) and u ∈ Mα,

c1(α) ≤ ‖uj‖L4 ≤ c2(α) , c1(α) ≤ ‖uj‖j ≤ c2(α) ,

c1(α) ≤ ‖∇Jj (u)‖ ≤ c2(α) (j = 1, 2) .

(ii) If β ∈ (0, β1(α)), then Mα is a closed subset of H .
(iii) There exists an ε1(α) > 0 such that for each u ∈ Mα and β ∈ (0, β1(α)),

|〈∇J1(u),∇J2(u)〉| ≤ (1 − ε1(α))‖∇J1(u)‖‖∇J2(u)‖ .



98 NORIHISA IKOMA

(iv) There exist c3(α) > 0 and c4(α) > 0 such that for each β ∈ (0, β1(α)) and
u = (u1, u2) ∈ Mα,

0 < c3(α) ≤ ‖PTuM⊥Uj‖ ≤ c4(α) (j = 1, 2) ,

where U1 = (u1, 0) and U2 = (0, u2). Moreover, there exists an ε2(α) > 0 such that

|〈PTuM⊥U1, PTuM⊥U2〉| ≤ (1 − ε2(α))‖PTuM⊥U1‖‖PTuM⊥U2‖
for all u ∈ Mα .

PROOF. (i) Since Mα ⊂ N α , N α is a bounded set in H and J ′
j maps bounded sets

to bounded sets, it is sufficient to show that

0 < c1(α) ≤ ‖uj‖L4 , 0 < c1(α) ≤ ‖uj‖j , 0 < c1(α) ≤ ‖∇Jj (u)‖
for each u ∈ Mα. We only show the statements for u1 and ∇J1 since the same argument is
valid for u2 and ∇J2.

Since

‖u1‖2
1 = µ1‖u1‖4

L4 + β‖u1u2‖2
L2 ,

using Hölder’s inequality and Sobolev’s embedding theorem, it follows that

‖u1‖2
L4 ≤ C‖u1‖2

1 ≤ C(µ1‖u1‖4
L4 + β‖u1‖2

L4‖u2‖2
L4) .

This implies that

1

C
− β‖u2‖2

L4 ≤ µ1‖u1‖2
L4 .

Since ‖uj‖j are bounded, there exists a β(α) > 0 such that if β ∈ (0, β(α)), then

0 < c1(α) ≤ ‖u1‖L4 .

By Sobolev’s embedding theorem, we have

c1(α) ≤ ‖u1‖L4 ≤ C‖u1‖1 .

Since J ′
1(u)(u1, 0) = −2µ1‖u1‖4

L4 , we have c1(α) ≤ ‖∇J1(u)‖.

(ii) By (i) and the continuity of Jj (u), it is easy to check that (ii) holds.
(iii) Let u ∈ Mα and set

ξ1 = ∇J1(u)

‖∇J1(u)‖ , ξ2 = ∇J2(u)

‖∇J2(u)‖ ,

ξ̃2 = ξ2 − 〈ξ1, ξ2〉ξ1 , ξ3 = ξ̃2

‖ξ̃2‖
.
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Since Mα is bounded and ∇J1, ∇J2 map bounded sets into bounded sets, we only prove that
there exists a c(α) = c > 0 such that

0 < c ≤ ‖ξ̃2‖2 for all u ∈ Mα . (1)

Indeed, since

‖ξ̃2‖2 = 1 − 〈ξ1, ξ2〉2 = ‖∇J1(u)‖2‖∇J2(u)‖2 − 〈∇J1(u),∇J2(u)〉2

‖∇J1(u)‖2‖∇J2(u)‖2
,

(iii) follows from (1).
Set U1 = (u1, 0), U2 = (0, u2) and define A(u) as follows:

A(u) =
(〈U1, ξ1〉 〈U1, ξ3〉

〈U2, ξ1〉 〈U2, ξ3〉
)
.

Since

detA(u) = 1

‖ξ̃2‖
det

(〈U1, ξ1〉 〈U1, ξ̃2〉
〈U2, ξ1〉 〈U2, ξ̃2〉

)

= 1

‖ξ̃2‖
det

(〈U1, ξ1〉 〈U1, ξ2 − 〈ξ1, ξ2〉ξ1〉
〈U2, ξ1〉 〈U2, ξ2 − 〈ξ1, ξ2〉ξ1〉

)

= 1

‖ξ̃2‖
det

(〈U1, ξ1〉 〈U1, ξ2〉
〈U2, ξ1〉 〈U2, ξ2〉

)

and

〈U1, ξ1〉 = −2µ1‖u1‖4
L4

‖∇J1(u)‖ , 〈U1, ξ2〉 = −2β‖u1u2‖2
L2

‖∇J2(u)‖ ,

〈U2, ξ1〉 = −2β‖u1u2‖2
L2

‖∇J1(u)‖ , 〈U2, ξ2〉 = −2µ2‖u2‖4
L4

‖∇J2(u)‖ ,

we have

detA(u) = 4(µ1µ2‖u1‖4
L4‖u2‖4

L4 − β2‖u1u2‖4
L2)

‖ξ̃2‖‖∇J1(u)‖‖∇J2(u)‖

≥ 4(µ1µ2 − β2)‖u1‖4
L4‖u2‖4

L4

‖ξ̃2‖‖∇J1(u)‖‖∇J2(u)‖
.

By (i) and the assumption of β,

detA(u) ≥ C(α)

‖ξ̃2‖
for all u ∈ Mα . (2)

On the other hand, the components of A(u) are bounded, which implies that there exists a
C1 = C1(α) > 0 such that

detA(u) ≤ C1(α) for all u ∈ Mα. (3)
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From (2)–(3), there exits a c = c(α) > 0 such that

0 < c ≤ ‖ξ̃2‖ for all u ∈ Mα .

(iv) Since

PTuM⊥U1 = 〈U1, ξ1〉ξ1 + 〈U1, ξ3〉ξ3 , (4)

where ξj are given in (iii), it follows that

‖U1‖2 ≥ ‖PTuM⊥U1‖2 = 〈U1, ξ1〉2 + 〈U1, ξ3〉2 ≥ 〈U1, ξ1〉2 = 4µ2
1‖u1‖8

L4

‖∇J1(u)‖2 .

By (i), it follows that there exist c3(α) > 0 and c4(α) > 0 such that

c3(α) ≤ ‖PTuM⊥U1‖ ≤ c4(α) for all u ∈ Mα . (5)

Similarly we have (5) for U2. Since (4) and

PTuM⊥U2 = 〈U2, ξ1〉ξ1 + 〈U2, ξ3〉ξ3 ,

we have

‖PTuM⊥U1‖2‖PTuM⊥U2‖2 − |〈PTuM⊥U1, PTuM⊥U2〉|2 = (detA(u))2 .

By (2) and the boundness of (PTuM⊥Uj ), for sufficiently small ε2(α) > 0, the conclusion of
(iv) holds. �

2.3. (PS)c sequence. At first, we introduce the important values to obtain a nontrivial
solution of (E).

We define bN , b̂M, bN∞, b̂M∞ as follows.

bN = inf
u∈N

I (u) , b̂M = inf
u∈M

I (u) ,

bN∞ = inf
u∈N∞

I∞(u) , b̂M∞ = inf
u∈M∞

I∞(u) .

REMARK 2.3. By Remark 2.1, it follows that

0 < bN ≤ b̂M , 0 < bN∞ ≤ b̂M∞ .

To obtain a solution of (E), we see that bN or b̂M is attained. So it is important to see
the behavior of the minimizing sequence on N or M.

DEFINITION 2.2. Let c ∈ R.
(i) (un) ⊂ H is said to be a Palais–Smale sequence of I on H at level c (in short

(PS)c,H sequence), if it satisfies

I (un) → c , ‖I ′(un)‖H ∗ → 0 ,
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where

‖I ′(u)‖H ∗ := sup
h∈H, ‖h‖=1

I ′(u)h .

(ii) (un) ⊂ N is said to be a (PS)c,N sequence of I , if it satisfies

I (un) → c , ‖I ′(un)‖TunN ∗ → 0 ,

where

‖I ′(v)‖TvN ∗ := sup
h∈TvN , ‖h‖=1

I ′(v)h .

(iii) Let β <
√
µ1µ2. (un) ⊂ M is said to be a (PS)c,M sequence of I on M, if it

satisfies

I (un) → c , ‖I ′(un)‖TunM∗ → 0 ,

where

‖I ′(w)‖TwM∗ := sup
h∈TwM, ‖h‖=1

I ′(w)h .

Next we see the relationships between a (PS)c,H , (PS)c,N and (PS)c,M sequence.

LEMMA 2.7. (i) Any (PS)c,H sequence (un) is a bounded sequence on H .
(ii) Any (PS)c,N sequence (un) is a (PS)c,H sequence.

(iii) If c < α and β ∈ (0, β1(α)), then any (PS)c,M sequence is a (PS)c,H sequence,
where β1(α) appeared in Proposition 2.6.

PROOF. (i) Let (un) be a (PS)c,H sequence. Since ‖I (un)‖H ∗ → 0, there exists an
n1 ∈ N such that

|I ′(un)un| ≤ ‖un‖ for n ≥ n1 .

On the other hand, there hold

I (un) = 1

2
‖un‖2 − 1

4
(µ1‖u1‖4

L4 + 2β‖un,1un,2‖2
L2 + µ2‖un,2‖4

L4) ,

I ′(un)un = ‖un‖2 − (µ1‖u1‖4
L4 + 2β‖un,1un,2‖2

L2 + µ2‖un,2‖4
L4) ,

which implies

I (un)− 1

4
I ′(un)un = 1

4
‖un‖2 .

Thus we conclude that for sufficiently large n,

1

4
‖un‖2 ≤ ‖un‖ + c + o(1) ,
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which implies that (un) is a bounded sequence.
(ii) By ‖I ′(un)‖TunN ∗ → 0 and I (un) → c, it is sufficient to prove ‖I ′(un)‖H ∗ → 0. Let
α > c. Since we may assume that (un) ⊂ N α , (un) is bounded sequence. By Lemma 2.2,
H = span {∇J (un)}⊕TunN . So we prove that I ′(un)ζn → 0 where ζn = ∇J (un)/‖∇J (un)‖
and it is equivalent to

I ′(un)
[
PTunN⊥un

‖PTunN⊥un‖
]

→ 0 . (6)

Firstly we prove that I ′(un)[PTunN⊥un] → 0. Since I ′(un)un = J (un) = 0 and un −
PTunN⊥un ∈ TunN , it follows that

|I ′(un)[PTunN⊥un]| = |I ′(un)un − I ′(un)[un − PTunN⊥un]|
= |I ′(un)[un − PTunN⊥un]|
≤ ‖I ′(un)‖TunN ∗‖un − PTunN⊥un‖ → 0 .

By Corollary 2.5, (‖PTunN⊥un‖) is bounded below away from 0. Thus (6) holds.

(iii) Let (un) be a (PS)c,M sequence and c < α. We remark that (un) is bounded in H and
(Un,j ) also. As in (ii), by Lemma 2.2 and Proposition 2.6, we prove that

I ′(un)ξn,1 → 0 , I ′(un)ξn,3 → 0 , (7)

where (ξn,1) and (ξn,3) are given in the proof of Proposition 2.6. Since I ′(un)Un,1 =
I ′(un)Un,2 = 0, Un,j − PTunM⊥Un,j ∈ TunM and ‖I ′(un)‖TunM → 0, we have

|I ′(un)[PTunM⊥Un,j ]| = |I ′(un)Un,j − I ′(un)[Un,j − PTunM⊥Un,j ]|
= |I ′(un)[Un,j − PTunM⊥Un,j ]|
≤ ‖I ′(un)‖TunM∗‖Un,j − PTunM⊥Un,j‖ → 0 .

By Proposition 2.6, ‖PTunM⊥Un,j‖ are bounded below away from 0, it follows that

I ′(un)ξn,1 → 0 , I ′(un)ξn,2 → 0 .

Using Proposition 2.6 again, it follows that ‖ξn,2 − 〈ξn,2, ξn,1〉ξn,1‖ is bounded below away
from 0, which implies (7). �

The following lemma tells us that we obtain a (PS)bN , H sequence and a (PS)
b̂M, H

sequence from the minimizing sequence, respectively.

LEMMA 2.8. (i) For each β > 0, there exists a (PS)bN , H sequence.

(ii) Suppose that α > b̂M for all β ∈ (0,
√
µ1µ2). Then there exists a 0 < β̃(α) ≤√

µ1µ2 such that if β ∈ (0, β̃(α)), then there exists a (PS)
b̂M, H

sequence.
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REMARK 2.4. We remark that b̂M depends on β. In Proposition 6.1, we will prove

supβ∈[0,∞) b̂M < ∞. In particular, there exists an α which satisfies the assumption of Lemma
2.8 (ii).

We can prove Lemma 2.8 by applying Ekeland’s variational principle. (See Ekeland [8]
and Mahwin–Willem [17].) So we omit the proof.

The following lemma is so-called Concentration-Compactness Lemma. This lemma
plays an important role in analysing a (PS)c,H sequence.

LEMMA 2.9 (Concentration-Compactness Lemma). Let (un) be a (PS)c,H sequence.
Then there exist a subsequence (unk ), an � ∈ N, a critical point u0 of I , critical points

ωi(1 ≤ i ≤ �) of I∞, (yik) ⊂ RN(1 ≤ i ≤ �) which satisfy the following:

(i) |yik| → ∞ (1 ≤ i ≤ �), |yik − y
j
k | → ∞ (i �= j).

(ii)
∥∥unk − u0 − ∑�

i=1 ωi(x − yik)
∥∥ → 0.

(iii) I (unk ) → c = I (u0)+ ∑�
i=1 I∞(ωi).

See Bahri–Lions [4] and Jeanjean–Tanaka [11] for a proof of Lemma 2.9.

REMARK 2.5. If � = 0 in the above lemma, then unk converges to u0 strongly.

3. Semitrivial solutions

Here, we consider some properties of semitrivial solutions, i.e., the solution of a form
(u1, 0) or (0, u2).

The functionals u1 �→ I (u1, 0) and u2 �→ I (0, u2) are corresponding to{−�u1 + V1(x)u1 = µ1u
3
1 in RN ,

u1 ∈ H 1(RN) ,
(E1)

{−�u2 + V2(x)u2 = µ2u
3
2 in RN ,

u2 ∈ H 1(RN) .
(E2)

We define dj as the least energy of (Ej):

d1 = inf
(u1,0)∈N

I (u1, 0) , d2 = inf
(0,u2)∈N

I (0, u2) .

Similarly, we set

d∞,1 = inf
(u1,0)∈N∞

I∞(u1, 0) , d∞,2 = inf
(0,u2)∈N∞

I∞(0, u2) .

REMARK 3.1. By the definition of dj , we have

bN ≤ min{d1, d2} . (8)
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If the inequality (8) is strict, we can see the critical point corresponding to bN is nontrivial.
We will see in section 5 that this is the case when β is large.

The following lemma shows that dj is attained and (E) has a semitrivial solution.

LEMMA 3.1. Let Vj (x) satisfy (V1)–(V3). Then,

(i) (Ej) has the least energy solution which is positive in RN .
(ii) dj ≤ d∞,j holds. Moreover if Vj (x) �≡ V∞,j , then dj < d∞,j .

A proof of Lemma 3.1 is standard, so we omit it.

4. Achievements of bN , bN∞

In this section, we prove that bN and bN∞ are attained for each β > 0. These facts are
useful to prove the existence of nontrivial solutions of (E) in section 5.

At first we recall the following result.

PROPOSITION 4.1 (Ambrosetti–Colorado [2] and Sirakov [20]). (i) For each β >

0, bN∞ is attained.
(ii) There exists a β0 > 0 such that if β > β0, then bN∞ is attained by a nontrivial

function.

This Proposition is proved in Ambrosetti–Colorado [2] and Sirakov [20]. For reader’s
convenience, we will give a proof of (i). To prove Proposition 4.1, we need the Schwarz
symmetrization. We denote u∗ the Schwarz symmetrization of u:

u∗ = (u∗
1, u

∗
2) .

It is well-known that the Schwarz symmetrization satisfies the following: (See Lieb–Loss
[13])

‖u∗
j‖Lp = ‖uj‖Lp , ‖∇u∗

j‖L2 ≤ ‖∇uj‖L2 , ‖u∗
1u

∗
2‖L2 ≥ ‖u1u2‖L2 .

PROOF OF PROPOSITION 4.1. Suppose that (un) ⊂ N∞ satisfies I∞(un) → bN∞ .
Then (un) is a bounded sequence. By the above properties of u∗, (u∗

n) is also a bounded

sequence. Let H 1
r (R

N) be the space of radially symmetric functions in H 1(RN). Since the

embeddingH 1
r (R

N) ↪→ L4(RN) is compact, there exists a subsequence (write still (un)) such
that

u∗
n ⇀ u0 weakly in H 1

r (R
N)×H 1

r (R
N) ,

u∗
n → u0 strongly in L4(RN)× L4(RN) .



EXISTENCE OF STANDING WAVES 105

Then it follows that

‖u0‖2∞ ≤ lim inf
n→∞ ‖u∗

n‖2∞ ≤ lim inf
n→∞ ‖un‖2∞

= lim inf
n→∞ (µ1‖un,1‖4

L4 + 2β‖un,1un,2‖2
L2 + µ2‖un,2‖4

L4)

= µ1‖u0,1‖4
L4 + 2β‖u0,1u0,2‖2

L2 + µ2‖u0,2‖4
L4 .

By the above inequality, there exists a unique θ0 ∈ (0, 1] such that θ0u0 ∈ N∞. Thus we see

bN∞ ≤ θ2
0

4
‖u0‖2∞ ≤ lim inf

n→∞
θ2

0

4
‖un‖2∞ = θ2

0bN∞ ,

which implies θ0 = 1, u0 ∈ N∞, I∞(u0) = bN∞ . �

Next we prove that bN is attained.

PROPOSITION 4.2. For each β > 0, bN is attained.

PROOF. Firstly, we prove the inequality bN ≤ bN∞ . By Proposition 4.1, there exists a
u∞ ∈ N∞ such that I∞(u∞) = bN∞ . With the assumption of Vj (x) we obtain

‖u∞‖2 ≤ ‖u∞‖2∞ = µ1‖u∞,1‖4
L4 + 2β‖u∞,1u∞,2‖2

L2 + µ2‖u∞,2‖4
L4 ,

which implies that there exists a θ∞ ∈ (0, 1] such that θ∞u∞ ∈ N . Then it follows that

bN ≤ I (θ∞u∞) = θ2∞
4

‖u∞‖2 ≤ 1

4
‖u∞‖2∞ = I∞(u∞) = bN∞ . (9)

Thus we obtain bN ≤ bN∞ .
Next we consider two cases: bN = bN∞ and bN < bN∞ .
If bN = bN∞ takes place, then by (9), we have θ∞ = 1. This implies that u∞ ∈ N and

I (u∞) = bN . This is our conclusion.
If bN < bN∞ takes place, then by Lemma 2.8, there exists a (PS)bN , H sequence (un).

By Lemma 2.9, there exist subsequence (unk ), � ∈ N, u0 (I ′(u0) = 0), ωi �= 0 (I ′∞(ωi) = 0)

and (yik) ⊂ RN such that

∥∥∥∥unk − u0 −
�∑
i=1

ωi(x − yik)

∥∥∥∥ → 0, I (unk ) → bN = I (u0)+
�∑
i=1

I∞(ωi) .

Since ωi �= (0, 0), we have bN∞ ≤ I∞(ωi). By bN < bN∞ , it follows that � = 0, which
implies

unk → u0 strongly in H .

This shows that u0 ∈ N , I (u0) = bN . �

REMARK 4.1. We consider the situation bN = bN∞ more precisely. We deal with
the two cases. (a) bN∞ is attained by nontrivial functions u0. In this case, we can show that
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both of Vj (x) are constant functions. (b) bN∞ is attained by semitrivial functions u0. We may
assume that u0 = (u1, 0). Then we can show that V1(x) is a constant function. Moreover, we
can prove the equality bN = bN∞ = d∞,1 = d1.

5. Proof of Theorem 1.1 (ii) (when β is large)

In this section, we prove the existence of a nontrivial positive solution of (E) when β is
large. By Proposition 4.2, there exists a u0 = (u0,1, u0,2) ∈ N such that I (u0) = bN . We
need to prove u0,1, u0,2 �≡ 0.

Following Ambrosetti–Colorado [2], let us define the constants which are related to the
stability of semitrivial solution on N .

DEFINITION 5.1. We define β̂1 and β̂2 as follows:

β̂1 := inf
(u1,0)∈S1

inf
ϕ2∈H 1(RN)\{0}

‖ϕ2‖2
2∫

RN u
2
1ϕ

2
2dx

,

β̂2 := inf
(0,u2)∈S2

inf
ϕ1∈H 1(RN)\{0}

‖ϕ1‖2
1∫

RN u
2
2ϕ

2
1 dx

.

Here, S1 and S2 are defined by

S1 = {(u1, 0) ∈ N | I (u1, 0) = d1} ,
S2 = {(0, u2) ∈ N | I (0, u2) = d2} .

Main result in this section is following:

THEOREM 5.1. If β > max{β̂1, β̂2}, then both components of any minimizer of I on
N are not zero, i.e.,

I (u0) = bN , u0 ∈ N ⇒ u0,1, u0,2 �≡ 0 .

PROOF. It suffices to prove bN < min{d1, d2}. Since β > max{β̂1, β̂2}, there exist

(u1, 0) ∈ S1, (0, u2) ∈ S2, ϕ1, ϕ2 ∈ H 1(RN) such that

‖ϕ1‖2
1∫

RN u
2
2ϕ

2
1 dx

< β ,
‖ϕ2‖2

2∫
RN u

2
1ϕ

2
2 dx

< β .

We remark that {0} × H 1(RN) ⊂ T(u1,0)N and H 1(RN) × {0} ⊂ T(0,u2)N . In fact, for each

ψ1, ψ2 ∈ H 1(RN), we have

J ′(u1, 0)[(0, ψ2)] = 0 , J ′(0, u2)[(ψ1, 0)] = 0 .

Thus, by Lemma 2.2, {0} ×H 1(RN) ⊂ T(u1,0)N and H 1(RN)× {0} ⊂ T(0,u2)N hold.

Let γ1, γ2 ∈ C2((−ε, ε),N ) satisfy

γ1(0) = (u1, 0) , γ ′
1(0) = (0, ϕ2) , γ2(0) = (0, u2) , γ ′

2(0) = (ϕ1, 0) .
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By the Taylor expansion of I (γj (t)) and I ′(u1, 0) = I ′(0, u2) = 0, we obtain

I (γj (t)) = I (γj (0))+ 1

2
I ′′(γj (0))[γ ′

j (0), γ
′
j (0)]t2 + o(t2) .

Since

I ′′(u1, 0)[(0, ϕ2), (0, ϕ2)] = ‖ϕ2‖2
2 − β

∫
RN
u2

1ϕ
2
2 dx < 0 ,

I ′′(0, u2)[(ϕ1, 0), (ϕ1, 0)] < 0 ,

it follows that for sufficiently small t > 0

I (γj (t))− I (γj (0)) < 0 .

Thus we have bN < min{d1, d2}. �

Next, we give a proof of Theorem 1.1 (ii).

PROOF OF THEOREM 1.1 (II). By Theorem 5.1, there exists a u0 such that bN =
I (u0), u0,1 �= 0, u0,2 �= 0. By Remark 2.2, we have

|u0| = (|u0,1|, |u0,2|) ∈ N , bN = I (u0) = I (|u0|) ,
which implies that |u0| is also a minimizer of I on N . Thus we may assume that u0,1 ≥
0, u0,1 �≡ 0, u0,2 ≥ 0, u0,2 �≡ 0. By the maximum principle we have u0,1, u0,2 > 0. �

6. Proofs of Theorem 1.1 (i) and Theorem 1.2. (when β is small)

6.1. Proof of Theorem 1.1 (i). The aim of this subsection is to prove the existence of
a nontrivial positive solution of (E) when β is small.

The following two propositions give some estimates of b̂M.

PROPOSITION 6.1. For each β > 0,

(i) b̂M < d1 + d∞,2, b̂M < d∞,1 + d2.

(ii) b̂M∞ < d∞,1 + d∞,2.

REMARK 6.1. b̂M depends on β but d1, d2, d∞,1, d∞,2 are independent of β.

PROPOSITION 6.2. There exists a β̃1 > 0 such that for each β ∈ (0, β̃1)

b̂M < b̂M∞ .

Proofs of Propositions 6.1 and 6.2 will be given in subsection 6.2.

THEOREM 6.3. There exists a β̃2 > 0 such that for each β ∈ (0, β̃2), b̂M is attained.
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PROOF OF THEOREM 6.3. Set α0 = min{d1 + d∞,2, d∞,1 + d2}. By Proposition 6.1,

Mα0 �= ∅ for all β ∈ (0,
√
µ1µ2). By Proposition 2.6, there exist β̂0 > 0 and δ1 > 0 such

that for each u ∈ Mα0 and β ∈ (0, β̂0),

‖u1‖1 ≥ δ1 , ‖u2‖2 ≥ δ1 . (10)

Suppose 0 < β < min{β̃1, β̂0}. Then we remark that there exists a (PS)
b̂M, H

sequence (un)

by Lemmas 2.7 and 2.8. Then by Lemma 2.9, we have∥∥∥∥un − u0 −
�∑
i=1

ωi(x − yin)

∥∥∥∥ → 0 , (11)

I (un) → b̂M = I (u0)+
�∑
i=1

I∞(ωi) . (12)

We shall show that u0 = (u0,1, u0,2), u0,1 �= 0, u0,2 �= 0 and � = 0. We divide our argument
into three steps.

Step 1. u0 �≡ (0, 0).
We prove indirectly and we assume that u0 ≡ (0, 0). By (12), it follows that

b̂M =
�∑
i=1

I∞(ωi) .

By b̂M > 0, we obtain � �= 0. Since b̂M < b̂M∞ , we conclude that one of the components
of ωi equals 0. Moreover if � ≥ 2, we have

ωi,1 ≡ 0 (1 ≤ i ≤ �) or ωi,2 ≡ 0 (1 ≤ i ≤ �) . (13)

Otherwise, we have b̂M ≥ d∞,1 + d∞,2, which contradicts Proposition 6.1.
Suppose thatωi,1 ≡ 0 (1 ≤ i ≤ �). By (11), we obtain ‖un,1‖1 → 0, which contradicts

(10). In a similar way, ωi,2 ≡ 0 (1 ≤ i ≤ �) does not take place. This implies that u0 �≡ (0, 0).

Step 2. u0 �∈ (H 1(RN)× {0}) ∪ ({0} ×H 1(RN)).
We prove indirectly and we assume that u0 ∈ H 1(RN)× {0}. By (12) we have

b̂M = I (u0)+
�∑
i=1

I∞(ωi) .

Since b̂M < b̂M∞ , one of the components of ωi is equal to 0 for 1 ≤ i ≤ �. Since b̂M <

d1 + d∞,2 and d1 ≤ I (u0), we have

ωi,2 ≡ 0 for 1 ≤ i ≤ � . (14)

From (11) and (14), it follows that ‖un,2‖2 → 0, which contradicts (10). So, we conclude

u0 �∈ H 1(RN)× {0}. In a similar way, we can prove that u0 �∈ {0} ×H 1(RN).
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Step 3. Conclusion.
Now we complete a proof of Theorem 6.3. By Steps 1 and 2, it follows that u0,1, u0,2 �=

0. Since b̂M ≤ I (u0) and I∞(ωi) > 0, we have � = 0. By Remark 2.5, (un) converges to u0

strongly in H , so I (u0) = infM I . �

We give the proof of Theorem 1.1 (i).

PROOF OF THEOREM 1.1 (i). As in the proof of Theorem 1.1 (ii), we obtain a non-
trivial positive solution of (E) by Theorem 6.3 and the maximum principle. �

6.2. Proofs of Propositions 6.1 and 6.2. Before proving Propositions 6.1 and 6.2,
we state a useful lemma. For u ∈ H,u1 �= 0, u2 �= 0, we set

fu(s1, s2) = I (
√
s1u1,

√
s2u2)

= s1

2
‖u1‖2

1 + s2

2
‖u2‖2

2 − s2
1

4
µ1‖u1‖4

L4 − s1s2

2
β‖u1u2‖2

L2 − s2
2

4
µ2‖u2‖4

L4 .

LEMMA 6.4. Let u ∈ H , u1 �= 0, u2 �= 0. Then the following hold.
(i) Let 0 ≤ β <

√
µ1µ2. Then fu(s1, s2) is strictly concave in [0,∞)× [0,∞).

(ii) Let u ∈ M and 0 ≤ β <
√
µ1µ2. Then (1, 1) is an unique maximum point of

fu(s1, s2). Namely, it follows

I (u) = fu(1, 1) = max
[0,∞)×[0,∞)

I (
√
s1u1,

√
s2u2) .

(iii) Let β ≥ 0 and (s0,1, s0,2) ∈ (0,∞) × (0,∞) be a maximum point of fu(s1, s2).
Then (

√
s0,1u1,

√
s0,2u2) ∈ M.

REMARK 6.2. Similar results hold for I∞ and M∞.

PROOF. This lemma is proved in Lin–Wei [14], however, for reader’s convenience, we
give a proof.

(i) Differentiating fu(s1, s2), we have

∂fu

∂s1
= 1

2
‖u1‖2

1 − s1

2
µ1‖u1‖4

L4 − s2

2
β‖u1u2‖2

L2 ,

∂fu

∂s2
= 1

2
‖u2‖2

2 − s1

2
β‖u1u2‖2

L2 − s2

2
µ2‖u2‖4

L4 ,

∂2fu

∂s2
j

= −1

2
µj‖uj‖4

L4 (j = 1, 2) ,
∂2fu

∂s1∂s2
= −1

2
β‖u1u2‖2

L2 .

(15)

Since 0 ≤ β <
√
µ1µ2, the matrix

 ∂2fu

∂s2
1
(s1, s2)

∂2fu
∂s1∂s2

(s1, s2)

∂2fu
∂s1∂s2

(s1, s2)
∂2fu

∂s2
2
(s1, s2)


 = 1

2

(
−µ1‖u1‖4

L4 −β‖u1u2‖2
L2

−β‖u1u2‖2
L2 −µ2‖u2‖4

L4

)
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is negative definite. Thus fu(s1, s2) is strictly concave in [0,∞)× [0,∞).
(ii) Suppose u ∈ M. By (15) and β ∈ [0,√µ1µ2), we have

∇fu(s1, s2) = (0, 0) ⇔ (s1, s2) = (1, 1) .

Since fu(s1, s2) is strictly concave, (1, 1) is an unique maximum point and

I (u) = fu(1, 1) = max
[0,∞)×[0,∞)

I (
√
s1u1,

√
s2u2) .

(iii) Suppose (s0,1, s0,2) ∈ (0,∞) × (0,∞) is a maximum point of fu(s1, s2). Since
∇fu(s0,1, s0,2) = (0, 0), we have

s0,1‖u1‖2
1 = s2

0,1µ1‖u1‖4
L4 + s0,1s0,2β‖u1u2‖2

L2 ,

s0,2‖u2‖2
2 = s0,1s0,2β‖u1u2‖2

L2 + s2
0,2µ2‖u2‖4

L4 .

Thus this implies (
√
s0,1u0,1,

√
s0,2u0,2) ∈ M. �

Firstly we prove Proposition 6.1.

PROOF OF PROPOSITION 6.1. We only prove b̂M < d1 + d∞,2 since we can prove
other inequalities in a similar way. By Lemma 3.1, we suppose that (ϕ0,1, 0) ∈ N , (0, ϕ∞,2) ∈
N∞ satisfy

I (ϕ0,1, 0) = d1 , I∞(0, ϕ∞,2) = d∞,2 , ϕ0,1 > 0, ϕ∞,2 > 0 .

We remark that for a k ∈ N, it follows ‖ϕ0,1(x)ϕ∞,2(x − ke1)‖2
L2 → 0 as k → ∞ where

e1 = (1, 0, . . . , 0). Thus we have

gk(s1, s2) ≡ I (
√
s1ϕ0,1(x),

√
s2ϕ∞,2(x − ke1)) → g(s1, s2) in C2

loc((R+)2)

where

g(s1, s2) = s1

2
‖ϕ0,1‖2

1 − s2
1

4
µ1‖ϕ0,1‖4

L4 + s2

2
‖ϕ∞,2‖2∞,2 − s2

2

4
‖ϕ∞,2‖4

L4 .

Since g(s1, s2) has an unique maximum point (1, 1) and gk(s1, s2) ≤ g(s1, s2), gk(s1, s2) has
a maximum point (sk,1, sk,2) ∈ (0,∞)× (0,∞) for a sufficiently large k. By Lemma 6.4 we
have (

√
sk,1ϕ0,1(x),

√
sk,2ϕ∞,2(x − ke1)) ∈ M.

Thus we have

b̂M ≤ I (
√
sk,1ϕ0,1,

√
sk,2ϕ∞,2(x − ke1))

= 1

2
sk,1‖ϕ0,1‖2

1 + 1

2
sk,2‖ϕ∞,2(x − ke1)‖2

2 − 1

4
s2
k,1µ1‖ϕ0,1‖4

L4

−1

2
βsk,1sk,2‖ϕ0,1ϕ∞,2(x − ke1)‖2

L2 − 1

4
s2
k,2µ2‖ϕ∞,2‖4

L4
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≤ 1

2
sk,1‖ϕ0,1‖2

1 + 1

2
sk,2‖ϕ∞,2‖2∞,2 − 1

4
s2
k,1µ1‖ϕ0,1‖4

L4

−1

2
βsk,1sk,2‖ϕ0,1ϕ∞,2(x − ke1)‖2

L2 − 1

4
s2
k,2µ2‖ϕ∞,2‖4

L4

= d1 + d∞,2 + 1

2
(sk,1 − 1)‖ϕ0,1‖2

1 + 1

2
(sk,2 − 1)‖ϕ∞,2‖2∞,2

+µ1

4
(1 − s2

k,1)‖ϕ0,1‖4
L4 + µ2

4
(1 − s2

k,2)‖ϕ∞,2‖4
L4

−1

2
βsk,1sk,2‖ϕ0,1ϕ∞,2(x − ke1)‖2

L2 .

Since

‖ϕ0,1‖2
1 = µ1‖ϕ0,1‖4

L4 , ‖ϕ∞,2‖∞,2 = µ2‖ϕ∞,2‖4
L4 ,

we obtain

1

2
(sk,1 − 1)‖ϕ0,1‖2

1 + µ1

4
(1 − s2

k,1)‖ϕ0,1‖4
L4 = ‖ϕ0,1‖2

1

4
(−s2

k,1 + 2sk,1 − 1)

= −‖ϕ0,1‖2
1

4
(sk,1 − 1)2 ≤ 0 ,

1

2
(sk,2 − 1)‖ϕ∞,2‖2∞,2 + µ2

4
(1 − s2

k,2)‖ϕ∞,2‖4
L4 ≤ 0 .

Moreover, since ϕ0,1, ϕ∞,2 > 0, it follows that ‖ϕ0,1ϕ∞,2(x − ke1)‖2
L2 > 0. Hence we have

b̂M < d1 + d∞,2 .

�

The following lemma is related to the existence of minimizer for b̂M∞ , which is due to
Lin–Wei [14] and Sirakov [20].

LEMMA 6.5 (Lin–Wei [14] and Sirakov [20]). There exists a β̄ ∈ (0,
√
µ1µ2] such

that if β ∈ (0, β̄), then b̂M∞ is attained by a nontrivial positive function ω = (ω1, ω2).

Now we prove Proposition 6.2.

PROOF OF PROPOSITION 6.2. Set β̃1 = β̄ where β̄ is given in Lemma 6.5. By Lemma

6.5, there exists ω ∈ M∞ such that I∞(ω) = b̂M∞ and ωj > 0 in RN . By Lemma 6.4 a
function

h(s1, s2) ≡ I∞(
√
s1ω1,

√
s2ω2)

has an unique maximum point (1, 1). Let hk(s1, s2) ≡ I (ω1(x − ke1), ω2(x − ke1)). Since
hk(s1, s2) ≤ h(s1, s2) and

hk(s1, s2) ≡ I (ω1(x − ke1), ω2(x − ke1)) → h(s1, s2) in C2
loc((R+)2) ,
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hk(s1, s2) has a maximum point (sk,1, sk,2) ∈ (0,∞) × (0,∞) for a sufficiently large k. By
Lemma 6.4, we have

(
√
sk,1ω1(x − ke1),

√
sk,2ω2(x − ke1)) ∈ M .

By Lemma 6.4 again, we have

b̂M ≤ I (
√
sk,1ω1(x − ke1),

√
sk,2ω2(x − ke1))

< I∞(
√
sk,1ω1(x − ke1),

√
sk,2ω2(x − ke1)) = I∞(

√
sk,1ω1(x),

√
sk,2ω2(x))

≤ max
(s1,s2)∈[0,∞)×[0,∞)

I∞(
√
s1ω1(x),

√
s2ω2(x)) = b̂M∞ .

We complete the proof. �

6.3. Proof of Theorem 1.2. In this subsection, we prove Theorem 1.2. When β > 0
is large, in other words, Theorem 1.2(ii) follows from the construction of a positive solution
of (E). So we only prove (i). The main result in this section is the following.

PROPOSITION 6.6. For each sufficiently small β > 0, it holds

bN < b̂M . (16)

We remark that (16) shows that the minimizer of infN I is a semitrivial solution and a
proof of Theorem 1.2 easily follows.

PROOF OF PROPOSITION 6.6. We prove (16) indirectly. So we assume that there ex-

ists a sequence (βn) such that βn → 0 and b̂Mn
= bNn

, where

In(u) = ‖u‖2

2
− 1

4

∫
RN
(µ1u

4
1 + 2βnu

2
1u

2
2 + µ2u

4
2) dx,

Nn = {
u ∈ H | u �= 0, I ′

n(u)u = 0
}
,

Mn = {u ∈ H | u1, u2 �= 0, I ′
n(u)(u1, 0) = I ′

n(u)(0, u2) = 0} ,
bNn

= inf
u∈Nn

In(u), bMn
= inf
u∈Mn

In(u) .

By Theorem 6.3, there exists a (un) ⊂ Mn such that In(un) = b̂Mn
= bNn

. It is obvious that
(un) is a bounded sequence. So we assume that un ⇀ u0 weakly in H . Since{−�un,1 + V1(x)un,1 = µ1u

3
n,1 + βnun,1u

2
n,2 in RN ,

−�un,2 + V2(x)un,2 = βnu
2
n,1un,2 + µ2u

3
n,2 in RN ,

we have {−�u0,1 + V1(x)u0,1 = µ1u
3
0,1 in RN ,

−�u0,2 + V2(x)u0,2 = µ2u
3
0,2 in RN .

(17)

We prove the following claim.
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CLAIM. u0,1 ≡ 0 or u0,2 ≡ 0.

PROOF OF CLAIM. We assume that u0,1 �≡ 0 and u0,2 �≡ 0. From (17), we have

d1 + d2 ≤ I0(u0). On the other hand, since In(un) = ‖un‖2/4 and un ⇀ u0, it follows that

I0(u0) ≤ lim inf
n→∞ In(un) = lim inf

n→∞ bNn
≤ min{d1, d2} .

This is contradiction, hence u0,1 ≡ 0 or u0,2 ≡ 0. �

Suppose that u0,2 ≡ 0. By Proposition 2.6, there exists a δ1 > 0 such that ‖un,j‖L4 ≥
δ1 (j = 1, 2). Developing a concentration–compactness type argument, we can find a se-
quence (yn) ⊂ RN such that

|yn| → ∞ , ‖un,2‖L4(Q+yn) → c > 0 ,

un,2(x + yn) ⇀ ω2 weakly in H 1(RN) ,

whereQ = [0, 1]N . Moreover ω2 satisfies that ω2 �≡ 0 and

−�ω2 + V∞,2ω2 = µ2ω
3
2 .

Since

In(un) = 1

4

∫
RN
µ1u

4
n,1 + 2βnu2

n,1u
2
n,2 + µ2u

4
n,2dx

≥ µ1

4

∫
RN
u4
n,1dx + µ2

4

∫
RN
u4
n,2(x + yn)dx ,

we have

I∞,0(0, ω2) = µ2

4

∫
RN
ω4

2dx <
µ1

4
δ4

1 + lim inf
n→∞

µ2

4

∫
RN
u4
n,2(x + yn)dx

≤ lim inf
n→∞ In(un) = lim

n→∞ bNn
≤ min{d1, d2} ,

which implies that d∞,2 < min{d1, d2} ≤ d2. This is contradiction. The situation u0,1 ≡ 0
can be treated similarly. Thus we have (16). �

7. Proof of Theorem 1.3.

In this section, we prove Theorem 1.3.

PROOF OF THEOREM 1.3. We follow the idea in Tanaka [21]. We prove indirectly and

we assume that (E) has a positive solution u. Since Vj (x) ∈ C1(RN) ∩ L∞(RN), we remark

uj ∈ H 2(RN). Without loss of generality we may assume that ν = e1 = (1, 0, . . . , 0). Since

I ′(u)
[(
∂u1
∂x1
, ∂u2
∂x1

)] = 0, we have

2∑
j=1

〈
uj ,

∂uj

∂x1

〉
j

=
2∑
j=1

∫
RN
µju

3
j

∂uj

∂x1
dx + β

∫
RN

(
u1u

2
2
∂u1

∂x1
+ u2

1u2
∂u2

∂x1

)
dx . (18)
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Here, we remark that ∫
RN

∇uj · ∇
(
∂uj

∂x1

)
dx = 0 ,

∫
RN
µju

3
j

∂uj

∂x1
dx = 0 , (19)

∫
RN

(
u1u

2
2
∂u1

∂x1
+ u2

1u2
∂u2

∂x1

)
dx = 0 , (20)

∫
RN
Vj (x)uj

∂uj

∂x1
dx = −1

2

∫
RN

∂Vj

∂x1
u2
j dx . (21)

Using (19)–(21), it follows from (18) that

−1

2

2∑
j=1

∫
RN

∂Vj

∂x1
u2
j dx = 0 .

By (V3′), (V4′) and uj > 0, this is contradiction, so (E) has no positive solution.
Next we show (19)–(21). We only prove (20) since the proofs of other cases are similar.

For ϕ1, ϕ2 ∈ C∞
0 (R

N), we have(
ϕ1ϕ

2
2
∂ϕ1

∂x1
+ ϕ2

1ϕ2
∂ϕ2

∂x1

)
= 1

2

∂

∂x1
(ϕ2

1ϕ
2
2) .

Thus ∫
RN

(
ϕ1ϕ

2
2
∂ϕ1

∂x1
+ ϕ2

1ϕ2
∂ϕ2

∂x1

)
dx =

∫
RN

∂

∂x1
(ϕ2

1ϕ
2
2)dx

=
∫

RN−1

∫ ∞

−∞
∂

∂x1
(ϕ2

1ϕ
2
2)dx1dx

′ = 0 .

Since C∞
0 (R

N) is dense in H 2(RN) and the functional

(u1, u2) �→
∫

RN

(
u1u

2
2
∂u1

∂x1
+ u2

1u2
∂u2

∂x1

)
dx : H 2(RN)×H 2(RN) → R

is continuous, (20) holds. �
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