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Abstract. We are concerned with the existence and uniqueness of the classical solution to IBVP for a nonlinear
equation of a suspended string with uniform density to which a monotonous nonlinear time-independent outer force
works. For this purpose we derive the higher order energy estimates, and employ the Galerkin method combining
with the compactness argument along the refined method of [Sath]. We need the regularity theory of Nirenberg type
for the suspended string operator L.

1. Introduction

Let Ω be a cylindrical domain (0, a)× (0, T ). Consider IBVP for a nonlinear equation
of a flexible and heavy suspended string of finite length a with a uniform density


∂2
t u(x, t)+ Lu(x, t)+ u(x, t)3 = 0 , (x, t) ∈ Ω ,

u(a, t) = 0 , t ∈ (0, T ) ,
u(x, 0) = φ(x) , ∂tu(x, 0) = ψ(x) , x ∈ (0, a) ,

(P)

where L is a second order differential operator of the form

L = L0(x, ∂x) = −(x ∂2
x + ∂x) .

The operator L is a particular form of suspended string equations introduced by [K-G-S] and
[Ko]. As for IBVP to the linear equation of the suspended string with the quasi-periodic
forcing term, the existence of almost periodic C2-solutions was proved in [Ya1], and for sev-
eral periodic problems of nonlinear equation of suspended string, see [Ya2] and [Ya-Na-Ma].
Quite recently, the present authors proved the existence of time-global weak solutions to these

equations with the blowing-up term like |u|p−1u, p > 1, by using the potential well method
(see [Wo-Ya]).

Received February 7, 2007; revised February 23, 2007
This research is supported in part by Grant-in-Aid for Scientific Research (C)(2) No. 15540213, Japan Society for
the Promotion of Science.



352 JAIPONG WONGSAWASDI AND MASARU YAMAGUCHI

The purpose of this paper is to show the existence and uniqueness of a classical solution

of (P) with a monotonous cubic nonlinear term u3. It will be shown that the unique classi-
cal solution exists for any large initial data (see Main Theorem in §2), while in [Wo-Ya] some
boundedness condition related to the potential well on the initial data is assumed. To prove our
result we employ the Galerkin method combining with the higher order energy estimates of
approximate solutions and compactness argument in the refined way of [Sath], which proved
the existence and uniqueness of the classical solution to a nonlinear 3D wave equation. Con-
trary to [Sath], the difficulty of our problem comes from the singularity of solutions at x = 0.
We note that L is the special case of the differential operator Lµ (see §3), and degenerates at
the origin. Fortunately, the second author made some appropriate function spaces suitable for
suspended string operators Lµ (see [Ya1], [Ya2]). As will be seen, our argument will be quite
effective in Lebesgue and Sobolev type spaces with some power weight of x. In §2 we review
the definitions of these function spaces, and in §3 we will provide the properties of the oper-
ator L on these spaces and some Poincaré–Sobolev type inequalities suited for these spaces
(see [Ya1], [Ya2], [Ya-Na-Ma], [Wo-Ya]). It will be seen that these spaces have an algebraic
property for an appropriate regularity (see Lemma 4.3), which plays important roles in our
argument. In §4 we derive the higher order energy estimates of the approximate solutions,
and §5 will be devoted to prove our main theorem. The strategy is to use these higher order
energy estimates and the compactness method in the standard way. We need the elliptic regu-
larity theory of Nirenberg type for our operator L which enables us to obtain the appropriate
regularity of solutions. In the last section this elliptic regularity theorem will be proved as an
appendix.

2. Function spaces and Main Theorem

Let R1+ and Z+ be the set of nonnegative numbers and the set of nonnegative integers,
respectively. Let 1 � p � +∞, s ∈ Z+ and µ > −1. In the following we assume that
all functions are real-valued. For any open set O in Rn, Lp(O) and Hs(O) are the usual
Lebesgue and Sobolev spaces, respectively.

We denote by Lp(0, a; xµ) a Banach space whose elements f (x) are measurable in
(0, a) and satisfy xµ/pf (x) ∈ Lp(0, a), and the norm is defined by

|f |Lp(0,a;xµ) = (

∫ a

0
xµ|f (x)|pdx)1/p .

In particular, L2(0, a; xµ) is a Hilbert space with inner product

(f, g)L2(0,a;xµ) =
∫ a

0
xµf (x)g(x)dx .
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We denote byWs,p(0, a; xµ) a Banach space whose elements f (x) and their weighted deriva-

tives xj/pf (j)(x), j = 1, . . . , s, belong to Lp(0, a; xµ), where f (j)(x) means the j -th de-
rivative of f (x). Its norm is defined by

|f |Ws,p(0,a;xµ) =
( s∑
j=0

∫ a

0
xµ+j |f (j)(x)|pdx

)1/p

.

We set Hs(0, a; xµ) = Ws,2(0, a; xµ) that is a Hilbert space with naturally induced inner
product.

Let T > 0, and put Ω = (0, a) × (0, T ). We denote by Lp(Ω; xµ) a Banach space
whose elements f (x, t) are measurable in Ω and satisfy xµ/pf (x, t) ∈ Lp(Ω), where the
norm is defined by

|f |Lp(Ω;xµ) =
( ∫

Ω

xµ|f (x, t)|pdxdt
)1/p

.

We denote by Hs(Ω; xµ) a Hilbert space whose elements f (x, t) and their weighted deriva-

tives xj/2∂jx ∂kt f (x, t), 0 � j + k � s, belong to L2(Ω; xµ). Its norm is defined by

|f |Hs(Ω;xµ) =
( ∑
j+k�s

∫
Ω

xµ+j (∂jx ∂kt f (x, t))2dxdt
)1/2

.

H 1
0 (0, a; xµ) is a subspace ofH 1(0, a; xµ)whose elements f (x) satisfy f (a) = 0. Similarly,

H 1
0 (Ω; xµ) is a subspace of H 1(Ω; xµ) whose elements f (x, t) satisfy f (a, t) = 0 for

a. e. t ∈ I . Ks(0, a; xµ) is a subspace of Hs(0, a; xµ) whose elements f = f (x) satisfy

L
j
µf ∈ H 1

0 (0, a; xµ) for j = 0, . . . , [(s − 1)/2]. Note that

K0(0, a; xµ) = L2(0, a; xµ) , K1(0, a; xµ) = H 1
0 (0, a; xµ) ,

K2(0, a; xµ) = H 2(0, a; xµ) ∩H 1
0 (0, a; xµ) .

Let X be a Banach space and J an interval of R1. We denote by Cj (J ;X) the set of j -times
continuously differentiable mappings of J into X.

We are now in a position to state our main theorem. We will always assume the following
condition on the initial data:

(A) φ belongs to K4(0, a; x0) and ψ belongs to K3(0, a; x0).

We set I = [0, T ] for any fixed 0 < T < +∞. Then our main result reads as follows.

MAIN THEOREM. Assume (A). Then IBVP (P) has a unique global solution u in

C2((0, a] × I).
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3. Some properties of the operator Lµ

3.1. The Basic Properties of Lµ. We recall the more general suspended string oper-
ator Lµ for µ > −1:

Lµ = −
(

x

µ+ 1
∂2
x + ∂x

)
.(3.1)

Needless to say, Lµ coincides with our differential operator L for µ = 0. Then we have

PROPOSITION 3.1 ([Ya1]). Let Lµ be as in (3.1) for µ > −1. Then we have the
following assertions:

(i) For f ∈ K2(0, a; xµ) and g ∈ K1(0, a; xµ), we have

(Lµf, g)L2(0,a;xµ) =
∫ a

0

xµ+1

µ+ 1
∂xf (x)∂xg(x)dx.

(ii) Lµ is a positive definite and self-adjoint elliptic operator on L2(0, a; xµ) with

domain D(L) = K2(0, a; xµ), i.e.,

(Lµf, f )L2(0,a;xµ) ≥ 0, (Lµf, g)L2(0,a;xµ) = (f, Lµg)L2(0,a;xµ)

for f, g ∈ K2(0, a; xµ).
(iii) For k, � ∈ Z+, there exist constants Ci , i = 1, 2, depending on k, �, µ such that

C1|f |H 2k+�(0,a;xµ) � |Lkf |H�(0,a;xµ) � C2|f |H 2k+�(0,a;xµ)

for f ∈ K2k+�(0, a; xµ).

3.2. Imbedding theorems and Rellich type theorem

PROPOSITION 3.2 ([Wo-Ya]). Let s � 1. Then we have the following assertions:

(i) Hs(0, a; xµ) is continuously embedded in L2(0, a; xµ−δ) for any δ with δ � 1 and
δ < µ+ 1 for µ > −1.

(ii) Hs(0, a; x0) is continuously embedded in Lr(0, a; xk) ∩ Cs−1((0, a]) for k ∈ R+
and 1 � r � +∞. Moreover, we have

|u|Lr(0,a;xk) � C |u|Hs(0,a;x0) , u ∈ Hs(0, a; x0) ,

where C depends on r, a and is independent of s.

As a consequence of Proposition 3.2, we have

COROLLARY 3.3 ([Wo-Ya]). Let s � 1, k � 0, 1 � r < +∞ and µ > −1. Then, for
u ∈ Hs(Ω; xµ) we have

|u|Lr(Ω;xµ+k) � C |u|Hs(Ω;xµ) ,

where C depends on r, µ, a and is independent of s, T .
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The next lemma is the Poincaré type inequality in H 1
0 (0, a; xµ).

LEMMA 3.4 ([Ya1]). Let µ > −1. Then, for u ∈ H 1
0 (0, a; xµ), we have

|u|L2(0,a;xµ) � a |∂xu|L2(0,a;xµ+1) .

The next lemma is crucial in our argument.

LEMMA 3.5 ([Ya2]). Let p � 1 and µ > −1. Then, for u ∈ W 1,p(0, a; xµ) we have∫ a

0
xµ|u(x)|pdx � C1

( ∫ a

0
xµ+1|u(x)|pdx +

∫ a

0
xµ+p|u′(x)|pdx

)
,

sup
x∈(0,a)

xµ|u(x)|p � C2

( ∫ a

0
xµ+1|u(x)|pdx +

∫ a

0
xµ+p−1|u′(x)|pdx

)
,

where the constants Ci > 0 depend on µ, a, p.

The following proposition is the Rellich type theorem in our weighted Sobolev space.

PROPOSITION 3.6 ([Ya-Na-Ma]). Let µ > −1. Then any bounded set of H 1
0 (Ω; xµ)

is compact in L2(Ω; xµ). Moreover, any bounded set of H 1
0 (0, a; xµ) is compact in

L2(0, a; xµ).

4. Higher order energy estimates of (P)

In this section we derive the higher order a priori estimates of the Galerkin approx-
imate solutions. From now on we will always assume µ = 0 in our function spaces
and the differential operator Lµ of the previous section. For simplicity, we abbreviate

Lp(0, a; x0), Hs(0, a; x0) and Ks(0, a; x0) as Lp, Hs and Ks , respectively, and the inner
product (·, ·)L2(0,a;x0) and the norm |·|L2(0,a;x0) as (·, ·)L2 and |·|L2 . Also we write |·|Lp(0,a;x0)

as | · |Lp . Furthermore we write

‖u‖ = ((u, u))1/2 =
( ∫ a

0
x∂xu(x)

2dx

)1/2

,

which is the norm in H 1
0 and equivalent to | · |H 1 on account of Lemma 3.4.

Let us state key estimates by dividing into two subsections.

4.1. Higher Order Energy Estimates of Solutions of (P)

PROPOSITION 4.1. Let u = u(x, t) ∈ C∞(I ;K∞(0, a; x0)) be a solution of (P).

Then, for any j = 0, 1, . . . , there exist constants Aj depending on the norms |∂j+1
t u(·, 0)|L2 ,

‖∂jt u(·, 0)‖ and T , and a constant β such that

|∂j+1
t u(·, t)|2

L2 + ‖∂jt u(·, t)‖2 � (|∂j+1
t u(·, 0)|2

L2 + ‖∂jt u(·, 0)‖2 + Ajτ)e
βτ(4.1)

holds on any interval [0, τ ) of I .
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PROOF. We use Proposition 3.1 (i) to obtain

0 = (∂2
t u+ Lu+ u3, ∂tu)L2 = 1

2

d

dt
(|∂tu|2L2 + ‖u‖2)+ 1

4

d

dt
|u|4

L4 ,

which implies

|∂tu(·, t)|2L2 + ‖u(·, t)‖2 + |u(·, t)|4
L4 = |∂tu(·, 0)|2

L2 + ‖u(·, 0)‖2 + |u(·, 0)|4
L4

� |∂tu(·, 0)|2
L2 + |u(·, 0)|2

H 1 + C|u(·, 0)|4
H 1

for all t ∈ [0, τ ), where we used Proposition 3.2 in the last step.

Differentiating the equation in (P) j -times with respect to t , multiplying by ∂j+1
t u, and

integrating from 0 to a with respect to x, we obtain

(∂
j+2
t u+ L∂

j
t u+ ∂

j
t u

3, ∂
j+1
t u)L2 = 0 ,

which implies

d

dt
(|∂j+1

t u|2
L2 + ‖∂jt u‖2) = −2(∂jt u

3, ∂
j+1
t u)L2 � |∂jt u3|2

L2 + |∂j+1
t u|2

L2 .(4.2)

Here we can write

∂
j
t u

3 = 3u2∂
j
t u+Qj(u, ∂tu, . . . , ∂

j−1
t u) ,

where Qj(X0,X1, . . . , Xj−1) is a certain polynomial of degree 3 in variables X0,X1, . . . ,

Xj−1. If we use the following inequality

|f gh|L2 � C‖f ‖‖g‖‖h‖ , f, g, h ∈ H 1
0 ,(4.3)

then we get

|u2∂
j
t u|L2 � C‖u‖2‖∂jt u‖ � C0‖∂jt u‖ ,(4.4)

|Qj(u, ∂tu, . . . , ∂j−1
t u)|L2 � CQj (‖u‖, ‖∂tu‖, . . . , ‖∂j−1

t u‖) ,(4.5)

where we set

C0 = C(|∂tu(·, 0)|2
L2 + |u(·, 0)|2

H 1 + C|u(·, 0)|4
H 1) .

The inequality (4.3) follows from Hölder’s inequality, Proposition 3.2 and Lemma 3.4. Hence
combining (4.2) with (4.4)–(4.5), we arrive at

d

dt
(|∂j+1

t u|2 + ‖∂jt u‖2) � |∂j+1
t u|2

L2 + C{C0‖∂jt u‖ +Qj(‖u‖, ‖∂t u‖, . . . , ‖∂j−1
t u‖)} .

(4.6)

Since Q1 = 0, it follows from (4.6) with j = 1 that (4.1) holds for j = 1 on account of
Gronwall’s lemma. Moreover, we have

Q2(‖u‖, ‖∂t u‖) ≤ C(‖u(0)‖, ‖∂tu(0)‖) .
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Applying this bound to (4.6) and using again Gronwall’s lemma, we conclude (4.1) holds for
j = 2. Thus the estimate (4.1) for j � 3 follows from the induction argument. The proof of
Proposition 4.1 is now finished. �

4.2. Higher Order Estimates of Approximate Solutions. In what follows we con-
struct the approximate solutions of (P) by using the Galerkin method (cf. [Wo-Ya]), and
obtain the higher order energy estimates. For this purpose we need to impose the suitable
smoothness on the initial data as in assumption (A).

Let us take the approximate solutions to (P) of the form

um(x, t) =
m∑
i=1

ami (t) φi(x), m = 1, 2, . . . ,

satisfying

(∂2
t um + Lum + u3

m, φk)L2 = 0, k = 1, . . . ,m ,(4.7)

with the initial condition

um(x, 0) =
m∑
i=1

(φ, φi)L2φi(x) , ∂tum(x, 0) =
m∑
i=1

(ψ, φi)L2φi(x) .(4.8)

Hence (4.7)–(4.8) is IVP to a system of second-order ODEs with unknown functions
am1 (t), . . . , a

m
m(t). It follows from assumption (A) that

∣∣∣∣
m∑
i=1

(φ, φi) φi(·)− φ(·)
∣∣∣∣
H 4

→ 0 ,

∣∣∣∣
m∑
i=1

(ψ, φi) φi(·)− ψ(·)
∣∣∣∣
H 3

→ 0 as m → +∞ .

(4.9)

The next proposition plays a central role in our argument.

PROPOSITION 4.2. Assume (A). Let um be the solutions of (4.7)–(4.8). Then we have

|∂j+1
t um(·, t)|L2 + ‖∂jt um(·, t)‖ � Cj+1 , 0 � j � 3 , t ∈ I ,(4.10)

where the constant Cj+1 depends on T , |φ|Hj+1 and |ψ|Hj , but is independent of m.

PROOF. Differentiating equation (4.7) j -times with respect to t , multiplying by
dj+1

dtj+1 a
m
k (t) and summing up from k = 1 to m, we have

(∂
j+2
t um + L∂

j
t um + ∂

j
t u

3
m, ∂

j+1
t um)L2 = 0 .

Hence we obtain the estimate (4.1) of Proposition 4.1 for u replaced by um, i.e.,

|∂j+1
t um(·, t)|2L2 + ‖∂jt um(·, t)‖2 � (|∂j+1

t um(·, 0)|2
L2 + ‖∂jt um(·, 0)‖2 + Ajτ)e

βτ

for t ∈ [0, τ ). If we establish the following bounds independent of m,

|∂j+1
t um(·, 0)|L2 + ‖∂jt um(·, 0)‖ � Cj+1 , 0 � j � 3 ,(4.11)
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for m = 1, 2, . . . , then we have the required estimate (4.10). These bounds will be given in
Lemmas 4.4–4.5 below. �

In what follows, we pay an attention to prove (4.11). The crucial point of the treatment
of our cubic nonlinear term is given by the following lemma, which states that Hs forms an
algebra for a suitable integer s.

LEMMA 4.3. Let f, g, h ∈ Ks for some integer 1 � s � 4. Then f gh ∈ Ks and there
exists a constant C such that

|f gh|Hs � C|f |Hs |g|Hs |h|Hs .(4.12)

In particular, let f, g ∈ Ks for s = 1, 2. Then f g ∈ Ks and we have

|f g|Hs � C|f |Hs |g|Hs .(4.13)

PROOF. Since (4.13) is an immediate consequence of (4.12), we may prove only (4.12).
In the following equation

|f gh|2Hs =
s∑
k=0

∫ a

0
xk|(f gh)(k)|2dx ,

it suffices to estimate only the term for k = s, since the other terms can be estimated in the
similar way. We see from Leibniz rule that

(f gh)(s) =
s∑
j=0

j∑
l=0

Cjlsf
(j−l)g(l)h(s−j) .

Hence we have∫ a

0
xs |(f gh)(s)|2dx �

s∑
j=0

j∑
l=0

Cjls

∫ a

0
xs |f (j−l)(x)|2|g(l)(x)|2|h(s−j)|2dx

=
∫ a

0
|f (x)|2|g(x)|2xs |h(s)(x)|2dx

+
s∑
j=1

Cj0s

∫ a

0
xj |f (j)(x)|2|g(x)|2xs−j |h(s−j)(x)|2dx

+
s∑
j=1

j∑
l=1

Cjls

∫ a

0
xj−l|f (j−l)(x)|2 · xl|g(l)(x)| · xs−j |h(s−j)(x)|2dx .

(4.14)

Here it follows from Lemma 3.5 that

sup
x∈(0,a)

|f (x)|2 � C

( ∫ a

0
x|f (x)|2dx +

∫ a

0
x|f ′(x)|2dx

)
� C|f |2

H 1 ,
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and in a similar way, we have supx∈(0,a) |g(x)|2 � C|g|2
H 1 . Therefore, the first term in the

right-hand side of (4.14) can be estimated by∫ a

0
|f (x)|2|g(x)|2xs |h(s)(x)|2dx � sup

x∈(0,a)
|f (x)|2 sup

x∈(0,a)
|g(x)|2

∫ a

0
xs |h(s)(x)|2dx

�C|f |2
H 1 |g|2

H 1 |h|2Hs .(4.15)

Next we have, for j = 1, . . . , s,

sup
x∈(0,a)

xs−j |h(s−j)(x)|2

� C

( ∫ a

0
xs−j+1|h(s−j)(x)|2dx +

∫ a

0
xs−j+1|h(s−j+1)(x)|2dx

)

� C|h|2Hs ,

(4.16)

and hence, the second term in the right-hand side of (4.14) can be estimated by

s∑
j=1

Cj0s

∫ a

0
xj |f (j)(x)|2|g(x)|2xs−j |h(s−j)(x)|2dx

�
s∑
j=1

Cj0s sup
x∈(0,a)

|g(x)|2 sup
x∈(0,a)

xs−j |h(s−j)(x)|2
∫ a

0
xj |f (j)(x)|2dx

� C|f |2Hs |g|2
H 1 |h|2Hs ,

(4.17)

since supx∈(0,a) |g(x)|2 � C|g|2
H 1 . In the similar way, since we have, for 1 � l � j � s,

sup
x∈(0,a)

xj−l|f (j−l)(x)|2 �C

( ∫ a

0
xj−l+1|f (j−l)(x)|2dx +

∫ a

0
xj−l+1|f (j−l+1)(x)|2dx

)

�C(|f |2
Hs−1 + |f |2Hs ),

the last term in the right-hand side of (4.14) can be estimated by

s∑
j=1

j∑
l=1

Cjls

∫ a

0
xj−l |f (j−l)(x)|2 · xl |g(l)(x)| · xs−j |h(s−j)(x)|2dx

�
s∑
j=1

j∑
l=1

Cjls sup
x∈(0,a)

xj−l|f (j−l)(x)|2 sup
x∈(0,a)

xs−j |h(s−j)(x)|2
∫ a

0
xl|g(l)(x)|dx

� C|f |2Hs |g|2Hs |h|2Hs ,

(4.18)

where we used (4.16). Summarizing (4.14)–(4.18), we conclude the estimate (4.12).
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It can be checked that Lj (f gh) ∈ H 1
0 for j = 0, . . . , [(s − 1)/2], provided 1 � s � 4,

and hence, we conclude f gh ∈ Ks if f, g, h ∈ Ks . Finally, if f, g ∈ Ks for s = 1, 2, then

f g ∈ Ks , since f g ∈ H 1
0 . The proof of Lemma 4.3 is complete. �

Let us define a projector Pm of L2(0, a; x0) into itself by the cut-off Bessel–Fourier
series

Pmu =
m∑
i=1

ui φi , ui = (u, φi) .

Note that Pm commutes the operators L and ∂t , and satisfies |Pmf |L2 � |f |L2 . Clearly (4.7)
is equivalent to the following equation

∂2
t um + Lum + Pmu

3
m = 0 .(4.19)

Differentiating (4.19) j -times with respect to t for 0 � j � 2 and putting t = 0, we obtain

∂
j+2
t um(x, 0) = −L∂jt um(x, 0)− Pm∂

j
t um(x, 0)3 .

Then putting j = 1, 2 into this equation and using (4.19) again, we have the following useful
equations:

∂3
t um(x, 0) = −L∂tum(x, 0)− Pm∂tum(x, 0)3 ,(4.20)

∂4
t um(x, 0) = L2um(x, 0)+ LPmum(x, 0)3 − Pm∂

2
t um(x, 0)3 .(4.21)

Now we are in a position to prove (4.11) by stating the following two lemmas.

LEMMA 4.4. Let um be the solutions of (4.7)–(4.8). Then for 0 � j � 3 we have

|∂j+1
t um(·, 0)|L2 � Cj+1 ,(4.22)

where Cj+1 is a certain polynomial in |φ|Hj+1 and |ψ|Hj , independent of m.

PROOF. (4.22) for j = 0 follows immediately from the energy conservation law. We
divide the proof of (4.22) into three cases.

CASE: j = 1. In this case we can use (4.19) at t = 0, and it follows from Proposition
3.1 (iii) and (4.3) that

|∂2
t um(·, 0)|L2 � |Lum(·, 0)|L2 + |um(·, 0)3|L2 � C(|um(·, 0)|H 2 + ‖um(·, 0)‖3)

� C(|φ|H 2 + |φ|3
H 1)

for large m, which proves (4.22) for j = 1.
CASE: j = 2. In this case, we can use (4.20), and using again Proposition 3.1 (iii) and

(4.3), we have

|∂3
t um(·, 0)|L2 � |L∂tum(·, 0)|L2 + 3|um(·, 0)2∂tum(·, 0)|L2
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�C(|∂tum(·, 0)|H 2 + ‖um(·, 0)‖2‖∂tum(·, 0)‖)
�C(|ψ|H 2 + |φ|2

H 1 |ψ|H 1)

for large m, which proves (4.22) for j = 2.
CASE: j = 3. In this case, we can use (4.21), and it follows from Proposition 3.1 (iii)

and (4.3) that

|∂4
t um(·, 0)|L2 �|L2um(·, 0)|L2 + |Lum(·, 0)3|L2 + 3|um(·, 0)2∂2

t um(·, 0)|L2

+ 6|um(·, 0)(∂tum(·, 0))2|L2

�C(|um(·, 0)|H 4 + |um(·, 0)3|H 2)+ 3|um(·, 0)2∂2
t um(·, 0)|L2

+ 6|um(·, 0)(∂tum(·, 0))2|L2 .

Here we have, by Lemma 4.3,

|um(·, 0)3|H 2 � C|um(·, 0)|3
H 2 � C|φ|3

H 2 ,

and by the estimate of case j = 1,

|um(·, 0)2∂2
t um(·, 0)|L2 � |um(·, 0)|2L∞|∂2

t um(·, 0)|L2 � C|φ|2
H 1(|φ|H 2 + |φ|3

H 1) ,

|um(·, 0)(∂tum(·, 0))2|L2 � |um(·, 0)|L2 |∂tum(·, 0)|2L∞ � C|φ|L2 |ψ|2
H 1 .

Combining the estimates obtained now, we arrive at the estimate (4.22) for j = 3. The proof
of Lemma 4.4 is complete. �

LEMMA 4.5. Let um be the solutions of (4.7)–(4.8). Then for 0 � j � 3 we have

‖∂jt um(·, 0)‖ � Cj+1 ,(4.23)

where each Cj+1 is a certain polynomial of |φ|Hj+1 and |ψ|Hj , but is independent of m.

PROOF. We note that there exists a constant C > 1 such that

C−1‖u‖ � |L1/2u|L2 � C‖u‖(4.24)

holds for any u ∈ K1, which can be easily proved by using the spectral representation of L
(see Appendix).

Since (4.23) for j = 0, 1 is trivial, it suffices to prove the cases j = 2, 3. In what follows
we will use Lemma 4.3 without any comment.

THE CASE: j = 2. Using (4.19) and (4.24), we have

‖∂2
t um(·, 0)‖ � C(|L3/2um(·, 0)|L2 + |L1/2um(·, 0)3|L2)

� C(|um(·, 0)|H 3 + |um(·, 0)|3
H 1)

� C(|φ|H 3 + |φ|3
H 1) ,

which proves (4.23) for j = 2.
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THE CASE: j = 3. Using (4.20) and (4.24), we have

‖∂3
t um(·, 0)‖ � C(|L3/2∂tum(·, 0)|L2 + |L1/2∂tum(·, 0)3|L2)

� C(|∂tum(·, 0)|H 3 + |∂tum(·, 0)3|H 1)

� C(|∂tum(·, 0)|H 3 + |um(·, 0)2∂tum(·, 0)|H 1)

� C(|∂tum(·, 0)|H 3 + |um(·, 0)|2
H 1 |∂tum(·, 0)|H 1)

� C(|ψ|H 3 + |φ|2
H 1 |ψ|H 1) ,

which proves (4.23) for j = 3. The proof of Lemma 4.5 is now finished. �

5. Proof of Main Theorem

Recalling the abbreviation Hs = Hs(0, a; x0) and Ws,p = Ws,p(0, a; x0), we shall
prove here the following.

THEOREM 5.1. Suppose assumption (A). Then (P) has a unique solution u satisfying

u ∈ C3(I ;L2)

2⋂
j=0

Cj(I ;H 3−j ∩H 1
0 ) .

The following remark is important.

REMARK 5.2. In addition to the result of Theorem 5.1, it should be mentioned that
our problem (P) is H 4 well-posed. More precisely, the solution u from Theorem 5.1 also
satisfies

u ∈ W 4,∞(I ;L2)

3⋂
j=0

Wj,∞(I ;H 4−j ∩H 1
0 ) .(5.1)

The proof of Theorem 5.1 will be done together with the proof of (5.1).

5.1. Compactness of Approximate Solutions

LEMMA 5.2. Let um be the approximate solutions of (4.7)–(4.8). Then there exists a
limiting function u of {um} along a subsequence such that, for 0 � j � 3,

∂
j
t u ∈ H 1

0 (Ω; x0) ∩ L∞(I ;H 1
0 (0, a; x0)) , ∂4

t u ∈ L2(Ω; x0) ∩ L∞(I ;L2(0, a; x0)) ,

∂
j
t um → ∂

j
t u weakly in H 1

0 (Ω; x0) ,

∂
j
t um → ∂

j
t u weakly∗ in L∞(I ;H 1

0 (0, a; x0)) ,

∂
j
t um → ∂

j
t u strongly in L2(Ω; x0) , as m → +∞ ,

∂
j
t um → ∂

j
t u strongly in L∞(I ;L2(0, a; x0)) ,
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∂
j
t um(x, t) → ∂

j
t u(x, t) a.e. in Ω ,

∂4
t um → ∂4

t u weakly in L2(Ω; x0) ,

∂4
t um → ∂4

t u weakly∗ in L∞(I ;L2(0, a; x0)) ,

where each derivative ∂jt u is taken in the distributional sense.

PROOF. Since {∂jt um} (j = 0, . . . , 3) and {∂4
t um} are uniformly bounded inH 1

0 (Ω; x0)

and L2(Ω; x0), respectively, on account of Proposition 4.2, it follows from Proposition 3.6

that there exists a limiting function wj of {∂jt um} along a subsequence such that, for 0 � j �
3,

∂
j
t um → wj weakly in H 1

0 (Ω; x0) ,

∂
j
t um → wj weakly∗ in L∞(I ;H 1

0 (0, a; x0)) ,

∂
j
t um → wj strongly in L2(Ω; x0) , as m → +∞ ,

∂
j
t um → wj strongly in L∞(I ;L2(0, a; x0)) ,

∂4
t um → w4 weakly in L2(Ω; x0) ,

∂4
t um → w4 weakly∗ in L∞(I ;L2(0, a; x0)) ,

and hence, each wj (j = 0, . . . , 3) belongs to L∞(I ;H 1
0 (0, a; x0)) and further, w4 be-

longs to L∞(I ;L2(0, a; x0)). Put u = w0. Then it can be readily checked that ∂jt u = wj

for j = 0, . . . , 4 by the standard distributional argument. Finally, as is well-known, since

the convergent sequence in L∞(I ;L2(0, a; x0)) has a convergent subsequence a.e. in Ω ,

it follows that each ∂
j
t um(x, t) converges to ∂

j
t u(x, t) a.e. in Ω . Thus Lemma 5.2 is

proved. �

The following lemma gives the uniform convergence of {∂jt um(·, t)} with respect to t .

LEMMA 5.3. Let um be as in Lemma 5.2. Then the limiting function ∂jt u of Lemma

5.2 belongs to C(I ;H 1
0 (0, a; x0)) for j = 0, 1, 2 and ∂3

t u belongs to C(I ;L2(0, a; x0)), and
there exists a subsequence, denoted by the same, of {um} such that

sup
t∈I

|∂jt um(·, t) − ∂
j
t u(·, t)|L2 → 0 for 0 � j � 3 as m → +∞ .(5.2)

PROOF. Since the sequence {∂jt um(·, t)} is uniformly bounded on I in H 1
0 for j =

0, 1, 2, or even j = 3 by Proposition 4.2, we have, for j = 0, 1, 2.

|((∂jt um(·, t1)− ∂
j
t um(·, t2), ρ))| �

∣∣∣∣
∫ t2

t1

|((∂j+1
τ um(·, τ ), ρ))| dτ

∣∣∣∣ � Cj+2|t1 − t2|‖ρ‖
(5.3)
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for all ρ ∈ H 1
0 and all t1, t2 ∈ I . Letting m → +∞ in (5.3), we have

|((∂jt u(·, t1)− ∂
j
t u(·, t2), ρ))| � Cj+2|t1 − t2|‖ρ‖

for all ρ ∈ H 1
0 and all t1, t2 ∈ I , which is ensured by Lemma 5.2. Thus we get, by the Riesz

theorem,

‖∂jt u(·, t1)− ∂
j
t u(·, t2)‖ � Cj+2|t1 − t2| ,

which proves ∂jt u ∈ C(I ;H 1
0 ) for j = 0, 1, 2.

Next, the sequence {∂jt um(·, t)} is uniformly bounded on I in L2(0, a; x0) for j =
0, 1, 2, 3, or even j = 4. Furthermore, it is also equi-continuous on I in L2(0, a; x0) for
j = 0, 1, 2, 3. In fact, we have, for j = 0, 1, 2, 3,

|∂jt um(·, t1)− ∂
j
t um(·, t2)|L2 �

∣∣∣∣
∫ t1

t2

|∂j+1
τ um(·, τ )|L2 dτ

∣∣∣∣ � Cj+1|t1 − t2|

for all t1, t2 ∈ I . Therefore, using the Ascoli–Arzelà theorem, we can choose a subse-

quence, denoted by the same, of {∂jt um(·, t)} such that it converges uniformly to ∂jt u ∈
C(I ;L2(0, a; x0)) on I strongly in L2(0, a; x0). This proves (5.2). The proof of Lemma
5.3 is complete. �

We need the (uniform) convergence of ∂jt um in L2(0, a; x0) up to j = 2.

LEMMA 5.4. Let um and u be as in Lemma 5.3. Then we have ∂
j
t u

3 ∈
C(I ;H 1

0 (0, a; x0)) for 0 � j � 2 and

sup
t∈I

|∂jt u3
m(·, t) − ∂

j
t u

3(·, t)|L2 → 0 for 0 � j � 2 as m → +∞ .(5.4)

PROOF. Noting

∂tu
3 = 3u2∂tu , ∂2

t u
3 = 6u(∂tu)

2 + 3u2∂2
t u ,

we can apply Lemma 4.3 to each term in the right-hand sides, since ∂jt u (j = 0, 1, 2) belongs

to C(I ;H 1
0 ) by Lemma 5.3. Then we get ∂jt u

3 ∈ C(I ;H 1
0 ) for j = 0, 1, 2.

We note that there exists a constant Cj+1 depending on the norms |φ|Hj+1 and |ψ|Hj

such that

sup
(x,t)∈Ω
m=1,2,...

|∂jt um(x, t)| � Cj+1 , j = 0, 1, 2 ,(5.5)

sup
t∈I

‖∂jt u(·, t)‖ � Cj+1 , j = 0, 1, 2 .(5.6)
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The estimate (5.5) follows from Proposition 3.2 (ii), Lemma 3.4 and Proposition 4.2 as fol-
lows:

sup
x∈(0,a]

|∂jt um(x, t)| � C‖∂jt um(·, t)‖ � Cj+1 ,

and further, the estimates (5.6) follows from

‖∂jt u(·, t)‖ � lim inf
m→+∞‖∂jt um(·, t)‖ � Cj+1 .

We prove (5.4) for each j by using Proposition 4.2, Lemmas 4.3 and 5.3, and the esti-
mates (5.5)–(5.6) without any comment.

CASE: j = 0. It follows that

|um(·, t)3−u(·, t)3|L2 �|um(·, t)− u(·, t)|L2(‖um(·, t)‖2+‖um(·, t)‖‖u(·, t)‖ + ‖u(·, t)‖2)

�C|um(·, t) − u(·, t)|L2 → 0 ,

uniformly in t ∈ I , m → +∞ ,

which proves (5.4) for j = 0.
CASE: j = 1. It follows that

|∂tum(·, t)3 − ∂tu(·, t)3|L2

�C(|(um(·, t)2 − (u(·, t)2)∂tum(·, t)|L2 + |u(·, t)2(∂tum(·, t)− ∂tu(·, t))|L2)

�C(|um(·, t) − u(·, t)|L2 + |∂tum(·, t) − ∂tu(·, t)|L2) → 0 ,

uniformly in t ∈ I as m → +∞, which proves (5.4) for j = 1.
CASE: j = 2. In this case, noting

∂2
t u

3
m − ∂2

t u
3 = 6(um − u)(∂tum)

2 + 6u{(∂tum)2 − (∂tu)
2}

+ 3u2
m(∂

2
t um − ∂2

t u)+ 3(∂2
t u

2
m − ∂2

t u
2) ,

we have

|∂2
t um(·, t)3 − ∂2

t u(·, t)3|L2

� C(|um(·, t)− u(·, t)|L2 + |∂tum(·, t)− ∂tu(·, t)|L2

+ |∂2
t um(·, t) − ∂2

t u(·, t)|L2) → 0 ,

uniformly in t ∈ I as m → +∞, which proves (5.4) for j = 2. The proof of Lemma 5.4 is
complete. �

5.2. Proof of Theorem 5.1 and Remark 5.2. We differentiate (4.7) j -times with
respect to t ∈ I for 0 � j � 2, apply Proposition 3.1 (i) and let m → +∞. Then using
Lemmas 5.2–5.4, we obtain

(∂
j+2
t u(·, t), φk)L2 + ((∂

j
t u(·, t), φk))+ (∂

j
t u(·, t)3, φk)L2 = 0 , k = 1, 2, . . . .
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Since the linear hull generated by {φk} is dense in H 1
0 (0, a; x0), we obtain

(∂
j+2
t u(·, t), v)L2 + ((∂

j
t u(·, t), v)) + (∂

j
t u(·, t)3, v)L2 = 0(5.7)

for all v ∈ H 1
0 (0, a; x0). This means that ∂jt u is a weak solution of (P).

To gain the regularity in space we need the following elliptic regularity theorem of Niren-
berg type.

PROPOSITION 5.5. Let s ∈ Z+ and µ > −1. Assume that

either g ∈ Hs(0, a; xµ) ∩H 1
0 (0, a; xµ) for s ∈ N , or g ∈ L2(0, a; xµ) for s = 0 .

Then the elliptic BVP

Lµw = g , w(a) = 0(EP)

has a unique solution w in Hs+2(0, a; xµ) ∩H 1
0 (0, a; xµ) satisfying

|w|Hs+2(0,a;xµ) � C|g|Hs(0,a;xµ) ,(5.8)

where C is a constant depending on µ, s.

The proof of Proposition 5.5 is postponed and will be given in Appendix.

We have already known from Lemma 5.2 that u ∈ W 4,∞(I ;L2) ∩ W 3,∞(I ;H 1
0 ). u ∈

C3(I ;L2) follows from Lemma 5.3. Hence it is sufficient to prove ∂jt u ∈ C(I ;H 3−j ∩H 1
0 )∩

L∞(I ;H 4−j ∩H 1
0 ) for 0 � j � 2.

At first we prove u ∈ C(I ;H 3 ∩H 1
0 ). From (5.7) with j = 0, it follows that w ≡ u(·, t)

is a weak solution of elliptic BVP

Lw = g1 = −(∂2
t u(·, t) + u(·, t)3) , w(a) = 0 .(5.9)

Applying Lemmas 5.3–5.4 to g1 in (5.9), we have g1 ∈ C(I ;H 1
0 ). Hence we conclude from

Proposition 5.5 with s = 0 that u(·, t) ∈ H 3 ∩H 1
0 and

|u(·, t1)− u(·, t2)|H 3 � C‖g1(·, t1)− g1(·, t2)‖ for all t1, t2 ∈ I .

This proves u ∈ C(I ;H 3 ∩H 1
0 ).

Next we prove u ∈ C1(I ;H 2 ∩ H 1
0 ) ∩W 1,∞(I ;H 3 ∩ H 1

0 ). It follows from (5.7) with
j = 1 that w ≡ ∂tu(·, t) is a weak solution of elliptic BVP

Lw = g3 = −(∂3
t u(·, t)+ ∂tu(·, t)3) , w(a) = 0 .

Since ∂3
t u ∈ C(I ;L2) ∩ L∞(I ;H 1

0 ) by Lemmas 5.2–5.3, and since ∂tu3 ∈ C(I ;L2) ∩
L∞(I ;H 1

0 ) by Lemmas 4.3, 5.2 and 5.4, we have g3 ∈ C(I ;L2) ∩ L∞(I ;H 1
0 ). Thus it

follows from Proposition 5.5 with s = 1 that ∂tu ∈ H 3 ∩H 1
0 and

|∂tu(·, t1)− ∂tu(·, t2)|H 2 � C2|g3(·, t1)− g3(·, t2)|L2 for all t1, t2 ∈ I ,
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which proves ∂tu ∈ C(I ;H 2 ∩ H 1
0 ) ∩ L∞(I ;H 3 ∩ H 1

0 ), hence u ∈ C1(I ;H 2 ∩ H 1
0 ) ∩

W 1,∞(I ;H 3 ∩H 1
0 ).

To see u ∈ C2(I ;H 1
0 ), we prepare, using the equation of (P),

‖∂2
t u(·, t1)− ∂2

t u(·, t2)‖ �‖Lu(·, t1)− Lu(·, t2)‖ + ‖u(·, t1)3 − u(·, t2)3‖
�C(|u(·, t1)− u(·, t2)|H 2 + ‖u(·, t1)− u(·, t2)‖)

for all t1, t2 ∈ I . Then it follows from the continuity of u on I in H 2 that u belongs to

C2(I ;H 1
0 ).

Now we prove u ∈ W 2,∞(I ;H 2 ∩ H 1
0 ). It follows from (5.7) with j = 2 that w ≡

∂2
t u(·, t) is a weak solution of elliptic BVP

Lw = g2 = −(∂4
t u(·, t)+ ∂2

t u(·, t)3) , w(a) = 0 .

Since g2 ∈ L∞(I ;L2) by Lemmas 5.2 and 5.4, we conclude from Proposition 5.5 with s = 0

that ∂2
t u(·, t) ∈ L∞(I ;H 2 ∩H 1

0 ), hence, u ∈ W 2,∞(I ;H 2 ∩H 1
0 ).

It remains to prove u ∈ L∞(I ;H 4 ∩ H 1
0 ). Let us go back to (5.9). Since ∂2

t u ∈
L∞(I ;H 2 ∩ H 1

0 ) by the above argument, it follows from Lemma 4.3 that u3 ∈ L∞(I ;H 2 ∩
H 1

0 ), and hence, g1 ∈ L∞(I ;H 2 ∩ H 1
0 ). Then applying again Proposition 5.5 with s = 2 to

(5.9), we have u ∈ L∞(I ;H 4 ∩H 1
0 ).

Summarizing the above argument, we conclude that the weak solution u of (P) is, in fact,
the strong solution and satisfies

u ∈ C3(I ;L2)

2⋂
j=0

Cj (I ;H 3−j ∩H 1
0 ) , u ∈ W 4,∞(I ;L2)

3⋂
j=0

Wj,∞(I ;H 4−j ∩H 1
0 ) .

The proof of uniqueness is standard. For the completeness we give it. Let u, v be two
solutions of (P) with the same initial-boundary condition. Put U = u − v. Then U satisfies
the following problem:

∂2
t U + LU + u3 − v3 = 0 , U(x, 0) = ∂tU(x, 0) = 0 , U(a, t) = 0 .(5.10)

Multiplying (5.10) by ∂tU and integrating, we get

1

2

d

dt
(|U(t)|2

L2 + ‖U(t)‖2) = −(u(t)3 − v(t)3, ∂tU(t))L2 .

Since

(u(t)3 − v(t)3, ∂tU(t))L2 �
∫ a

0
|u(t)3 − v(t)3||∂tU(t)|dx

� C(|u(t)|2L∞ + |v(t)|2L∞)
∫ a

0
|U(t)||∂tU(t)|dx

� C‖U(t)‖|∂tU(t)|L2 ,
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we have

1

2

d

dt
(|U(t)|2

L2 + ‖U(t)‖2) � C‖U(t)‖|∂tU(t)|L2 .

By Gronwall’s lemma, we conclude that |U(t)|2
L2 + ‖U(t)‖2 = 0 for all t ≥ 0, i.e., u(t) =

v(t). Thus Theorem 5.1 and Remark 5.2 are proved. �

PROOF OF MAIN THEOREM COMPLETED. For the proof of our main theorem it suf-
fices to prove the following.

LEMMA 5.6. X3 ≡ C3(I ;L2)
⋂3
j=1C

3−j (I ;Hj∩H 1
0 ) is embedded in C2((0, a]×I).

PROOF. Let u ∈ X3, i.e., u ∈ Cj(I ;H 3−j ∩ H 1
0 ) for j = 1, 2, 3, and u ∈ C3(I ;L2).

Then we prove that each ∂αx ∂
j
t u(x, t), 0 � α + j � 2, coincides with the derivatives in the

classical sense.
Let δ > 0 be any fixed constant. Then Hs(δ, a; x0), which is defined by the same

way as Hs , is isomorphic to the usual Sobolev space Hs(δ, a). By the Sobolev imbedding

theorems, fixing t ∈ I , we can claim that ∂αx ∂
j
t u(x, t) is continuous on the interval [δ, a] of x

for 0 � j � k, 0 � α � 2 − k. Hence ∂αx ∂
j
t u(x, t) is also continuous on (0, a] for any fixed

t ∈ I on account of the arbitrariness of δ. Furthermore, by the usual Sobolev inequality we
have

|∂αx ∂jt u(x, t)| � Cδ |∂jt u(·, t)|H 3−k(δ,a;x0) � Cδ |∂jt u(·, t)|H 3−k ,(5.11)

for all (x, t) ∈ [δ, a] × I and 0 � j � k, 0 � α � 2 − k, where Cδ > 0 depends on δ.

Moreover ∂αx ∂
j
t u(x, t) is continuous in x ∈ [δ, a] for any fixed t ∈ I . Using (5.11), we have∣∣∣∣ 1

h
(∂αx ∂

j−1
t u(x, t + h)− ∂αx ∂

j−1
t u(x, t))− ∂αx ∂

j
t u(x, t)

∣∣∣∣
� Cδ

∣∣∣∣1

h
(∂
j−1
t u(·, t + h)− ∂

j−1
t u(·, t))− ∂

j
t u(·, t)

∣∣∣∣
H 3−k

→ 0 (h → 0) .

Therefore ∂αx ∂
j
t u(x, t) is a classical derivative with respect to (x, t) ∈ [δ, a] × I for 0 �

j � k, 0 � α � 2 − k. Since δ is arbitrary, ∂αx ∂
j
t u(x, t) is a classical derivative in (x, t) ∈

(0, a] × I .

Finally we prove that each ∂αx ∂
j
t u(x, t) is continuous on (0, a]×I . Let (x0, t0) ∈ (0, a]×

I be arbitrarily fixed. Take δ ∈ (0, x0). Notice that, for (x, t) ∈ [δ, a] × I ,

|∂αx ∂jt u(x, t)− ∂αx ∂
j
t u(x0, t0)|

�|∂αx ∂jt u(x, t)− ∂αx ∂
j
t u(x, t0)| + |∂αx ∂jt u(x, t0)− ∂αx ∂

j
t u(x0, t0)| .

Then the first term of the right-hand side tends to 0 as t → t0, since ∂αx ∂
j
t u(x, t) is continuous

on I for any fixed x ∈ (0, a] by (5.11). Since we have already known that ∂αx ∂
j
t u(x, t) is
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continuous on (0, a] for any fixed t ∈ I , the second term of the right-hand side tends to 0 as

x → x0. Thus ∂αx ∂
j
t u(x, t) is continuous at (x0, t0). In conclusion, ∂αx ∂

j
t u(x, t) is continuous

in (0, a] × I on account of the arbitrariness of (x0, t0). This proves u ∈ C2((0, a] × I). The
proof of Lemma 5.6 is complete. �

6. Appendix

In this appendix let us prove Proposition 5.5. We consider the eigenvalue problem for
Lµ, µ > −1, {

Lµφ(x) = λφ(x) , x ∈ (0, a) ,
φ(a) = 0 .

(6.1)

Then it was shown in [Ya1] that (6.1) has the eigenvalues λj and the corresponding eigen-
functions φj (x) which can be written by

λj = µ2
j

4(µ+ 1)a
, φj (x) = 1

a1/2Jµ+1(µj )

Jµ(µj
√
x/a)

xµ/2
,

where {µj : j ∈ N} is the set of all positive zero points of the µ-order Bessel function Jµ(x)
with µ1 < µ2 < . . . . For several properties of the Bessel functions and their zero points,

see [T] and [W]. It should be noted that {φj } is CONS in L2(0, a; xµ) and a complete and

orthogonal system in H 1
0 (0, a; xµ).

Now let us expand f ∈ L2(0, a; xµ) into the Bessel–Fourier series

f =
∑
j

fj φj , fj = (f, φj )L2(0,a;xµ) .

Let us introduce a subspaceWα(0, a) (α � 0) of L2(0, a; xµ) whose element f satisfies∑
j

λαj f
2
j < +∞ .

ThenWα(0, a) is a Hilbert space with inner product

(f, g)Wα(0,a) =
∑
j

λαj fj gj ,

where f = ∑
fjφj and g = ∑

gjφj . The crucial point ofWs(0, a) is given by the following
proposition.

PROPOSITION 6.1 ([Ya1]). Let s ∈ Z+ and µ > −1. Then Ws(0, a) is isomorphic to
Ks(0, a; xµ), i.e.,

C0|f |Hs(0,a;xµ) � |f |Ws(0,a) � C1|f |Hs(0,a;xµ),

holds for f ∈ Ks(0, a; xµ), where C0, C1 > 0 depend on s, µ.
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We can also define the fractional power of Lµ by

Lαµf =
∑
j

λαj fjφj

for all α ≥ 0. Then it was shown in [Ya1] that there exists a constant C > 1 such that

C−1|f |W 2α ≤ |Lαf |L2 ≤ C|f |W 2α

for all f ∈ Wα(0, a).
Now we consider BVP

Lµw = g , w(a) = 0 .(EP)

At first we prove the unique solvability to (EP) in Ks(0, a; xµ).
LEMMA 6.2. If g ∈ Ks(0, a; xµ) for s ∈ Z+, then (EP) has a unique solution w in

Ks+2(0, a; xµ) satisfying (5.8).

PROOF. Substituting g = ∑
j gjψj and w = ∑

j wjψj into (EP) and comparing each

of the Fourier coefficients, we have wj = gj /λj . Hence we obtain∑
j

λs+2
j |wj |2 �

∑
j

λsj |gj |2 .

By using Proposition 6.1, w belongs to Ks+2(0, a; xµ) and (5.8) holds. The uniqueness is
clear from (5.8). �

PROOF OF PROPOSITION 5.5. We prove Proposition 5.5 by the induction argument.
The case s = 1 is clear from Lemma 6.2. Assuming that the statement of Proposition 5.5
holds for s − 1 (s � 2), we will prove the statement of Proposition 5.5 for s by establishing
the regularity of solutions inside of (0, a) and near x = a. Let us introduce a function space
B of all functions α(x) of C∞ in [0, a] such that

α(x) =
{

1 , x ∈ [0, ξ ] ,
0 , x ∈ [η, a] ,

for some ξ, η with 0 < ξ < η < a.
As the first step we check the regularity of solutions in the interior of (0, a). More

precisely, we will see αw ∈ Ks+2(0, a; xµ) for any α ∈ B by using so called bootstrap
method. It follows from the equation in (EP) that

Lµ(αw) = −αg − 2∂xα

µ+ 1
(x∂xw)− (Lµ α)w .(6.2)

Since w belongs to Hs+1(0, a; xµ) by the assumption on induction, both x∂xw and w belong
to Hs(0, a; xµ). In fact, it is enough to show that∫ a

0
xµ+j {∂jx (x∂xw)}2dx < +∞ , j = 0, 1, . . . , s .(6.3)
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It follows from the Leibniz formula that

∂
j
x (x ∂xw) = x∂

j+1
x w + j∂

j
xw ,

and hence, we have∫ a

0
xµ+j (x ∂j+1

x w)2dx =
∫ a

0
xµ+j+2(∂

j+1
x w)2dx < +∞ ,

∫ a

0
xµ+j (j∂jxw)2dx < +∞ ,

which proves (6.3). Clearly if α ∈ B and f ∈ Hs(0, a; xµ), then α f belongs toKs(0, a; xµ).
Hence βx∂xw ∈ Ks(0, a; xµ) for any β ∈ B, which implies that the right-hand side of (6.2)
belongs to Ks(0, a; xµ). Therefore, using Lemma 6.2, we get αw ∈ Ks+2(0, a; xµ) for any
α ∈ B.

As the second step, we check that (5.8) holds for w replaced by αw. Applying (5.8) in
Lemma 6.2 to (6.2), we have

|αw|Hs+2(0,a;xµ) � C

∣∣∣∣ − αg − 2∂xα

µ+ 1
(x∂xw)−

(
x

µ+ 1
∂2
xα + ∂xα

)
w

∣∣∣∣
Hs(0,a;xµ)

� C(|g|Hs(0,a;xµ) + |x∂xw|Hs(0,a;xµ) + |w|Hs(0,a;xµ))

� C(|g|Hs(0,a;xµ) + |w|Hs+1(0,a;xµ))

� C(|g|Hs(0,a;xµ) + |g|Hs−1(0,a;xµ))

� C|g|Hs(0,a;xµ) ,

(6.4)

with a certain constant C depending on α and m, where we have used the assumption on
induction.

As the third step, we check the regularity of w at the boundary x = a and prove the
estimate (5.8). Given a constant δ ∈ (0, a), let us define a set Eδ of all γ ∈ C∞((0, a]) such
that

γ (x) =
{

1 , x ∈ [a − δ/2, a] ,
0 , x ∈ [0, a − δ] .

Then (6.2) holds even for α replaced by γ in the interval (a − δ, a). In this case Lµ is not
degenerate and is a strongly elliptic operator in (a − δ, a). Hence the regularity theorem on

strongly elliptic operator (Nirenberg theorem) tells us that γw belongs to Hs+2(0, a; xµ) for
any γ ∈ Eδ. In order to obtain the estimate of |γw|Hs+2(0,a;xµ), we use the representation of
the solutions of equation in (EP):

w(x) = −
∫ x

a

µ+ 1

sµ+1

( ∫ s

a

yµg(y)dy
)
ds .
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Using this representation formula, we can write the derivatives of w(x) by

w(j)(x) =
j−2∑
k=0

Qk(x)g(k)(x)+Qj(x)

(∫ x

a

yµg(y)dy
)

(6.5)

for j = 1, . . . , s + 2, where Qk(x) are the polynomials of 1/x. Up to now, it is sufficient

to estimate the top term |x s+2
2 (γw)(s+2)|L2(0,a;xµ), since the lower derivatives can be treated

more easily. Since

|x s+2
2 (γw)(s+2)|2

L2(0,a;xµ) =
∫ a

a−δ
xµ+s+2|(γw)(s+2)|2dx � C

∫ a

a−δ
xµ+s+2

s+2∑
j=0

|w(j)|2dx ,

it follows from (6.5) that

|x s+2
2 (γw)(s+2)|2

L2(0,a;xµ) � C

∫ a

a−δ
xµ+s+2

s∑
j=0

|g(j)|2dx � C|g|2Hs(0,a;xµ) .

Thus we get the required estimate

|γw|Hs+2(0,a;xµ) � C|g|Hs(0,a;xµ) .(6.6)

Writing w = αw + (1 − α)w, α ∈ B, 1 − α ∈ Eδ for some δ ∈ (0, a), we conclude that

w belongs to Hs+2(0, a; xµ). Moreover, we obtain (5.8). In fact, we see from (6.4) and (6.6)
that

|w|Hs+2(0,a;xµ) � |αw|Hs+2(0,a;xµ) + |(1 − α)w|Hs+2(0,a;xµ) � C|g|Hs(0,a;xµ) .

This completes the proof of Proposition 5.5. �
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