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ing why Fisher could not have relied on them to
provide consistent arguments against this form of
statistical inference and for an analysis of how far
Fisher’s claims concerning the eclipse of inverse prob-
ability are justified. Like everything else connected
with Fisher, matters are indeed complex, and Zabell’s
paper provides a good topic for discussion.

At the height of his career, Fisher was certainly
familiar with what mattered in developments of
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the eighteenth and nineteenth centuries. Churchill
Eisenhart pointed out during the 125th Annual Meet-
ing of the American Statistical Association that Fisher
was remarkably well read with respect to Laplace and
Gauss, and had personally told Eisenhart that he had
gotten the idea for his z transformations and the large
sample approximation to the percentage points
thereof from Laplace’s paper of 1781. Fisher’s work
also contains mentions of Bessel, Helmert and Peters,
slightly flawed by his constant references to Peter’s
formula—but these could be printers’ errors. So what
are the reasons for the disparity between Fisher’s
account of inverse probability in Chapter II of SMSI
and the historical sketch presented by Zabell?

I believe that Fisher’s account has to be judged by
Fisherian standards and approached with due caution.
When Zabell suggests poor eyesight as a factor to be
considered, he has perhaps not seen the excellent
review of Joan Fisher Box (1978) by William Kruskal
(1980), where footnote 1 refers to arguments by George
Stigler against facile inferences from personal traits.
An important question for discussion is how far Fish-
er’s thinking on the subject of probability was affected
by the rediscovery of Mendel’s laws, because these
embody a concept of experimental probability that is
distinguishable from the personalistic concept in-
volved in the “equal distribution of ignorance.” Fish-
er’s chapter on the early attempts and their difficulties
clearly needs to be reassessed in the light of subse-
quent research, but the same would apply to most
historical works reconsidered 30 years later. Further-
more, SMSI was written when Fisher was in his mid-
sixties, doubtless in his study with copies of famous
books conveniently at hand on nearby shelves. He can
be excused for not searching out publications less
easily accessible and for any lapses of memory. His
own views on statistical inference are discussed in
Chapter III onwards, and Fisher may have wanted to
get to these in a hurry. However, the imputation of
motives is always a hazardous business.

I agree with Zabell that the history of science as
written by scientists can be seriously flawed. He refers
to several biographies of Galois, including presumably
the one by E. T. Bell in Men of Mathematics. This
book, while eminently readable, is particularly disap-
pointing for statisticians, because the chapter on
Gauss presents an inaccurate history of the method
of least squares, and the chapter on Laplace contains
only a few uninformative lines on his Théorie Analy-
tique des Probabilités. Somewhat nearer to the matter
in hand is Bell’s chapter on .Boole, which has been
criticized in a paper by Geoffrey Taylor referenced in
Hailperin (2nd ed., 1986).

I doubt whether the eclipse and reappearance of
inverse probability took place in quite the way that
Zabell has described, and for several reasons.

(1) Karl Pearson was not a consistent supporter of

equiprobability, as is suggested. Zabell passes quickly
over Fisher’s statement in 1912 that his absolute
criterion, known later as the method of maximum
likelihood, is derived from the principle of inverse
probability. Fisher repeated the statement in a Draft
of Note which he sent to Pearson in 1916, by which
time Pearson had decided that the choice of a uniform
prior distribution is arbitrary. There ensued a long
controversy about the supposed use by Fisher of
Bayes’ theorem in estimating a correlation coefficient.
This episode is one of the most significant in the
history of inverse probability, and doubtless contrib-
uted to the long dispute between these giants of the
heroic age. Egon Pearson (1968) gave the details with
his usual lucidity and restraint.

(2) The influence of Gosset has been overlooked.
His remarks about the posterior distribution of a
correlation coefficient were made when his association
with Karl Pearson was close. They form a minor part
of the paper and could not be followed up until the
distribution for R # 0 had been obtained. Gosset’s
paper on the probable error of a mean, also published
in 1908, makes statements in what Bernard Welch
(1958) described as posterior language, but the main
thrust of the paper is towards direct probabilities and
the calculation of the first table of “Student’s” z
distribution. This paper profoundly influenced Fisher,
and led to his brilliant development of normal sam-
pling theory, culminating in 1928 with the general
sampling distribution of the multiple correlation coef-
ficient. Prior distributions were explicitly rejected
from Fisher’s work, the reaction against inverse prob-
ability was strengthened, and the mold of posterior
reasoning began to break. Incidentally, Gosset is not
a man to be labeled: he possessed what Fisher de-
scribed in an obituary notice as one of the most
original minds in contemporary science.

(3) How widely were Bayesian methods taught and
employed? Egon Pearson (1974) remarked that, be-
tween 1894 and 1930, University College London was

-the only place in the United Kingdom where statistical

theory and its applications were taught to any depth,
and that graduate students from different countries
came there year after year. Syllabuses for the first-
year and second-year courses in the session 1921-22
show that the treatment of Bayes’ theorem, criticisms
of Boole, Venn and others, and the “equal distribution
of ignorance” occupied less than 6 lectures out of a
total of 105. The influence of Fisher at Rothamsted
grew steadily after his appointment there in 1919 and
was felt by a stream of “voluntary workers,” including
several whom Gosset recommended. Between 1920
and 1930, these were the centers that dominated the
advance of statistical methodology in Britain. Bowley,
Edgeworth and Keynes were all men of great distinc-
tion, but they were much less influential: Bowley was
respected within the tradition of official statistics, the
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genius of Keynes was applied elsewhere, and the soli-
tary Edgeworth was at the end of his long career.

(4) Textbooks on probability by the mathemati-
cians Whitworth, Burnside and Coolidge gave exam-
ples on the probabilities of causes suitable only for the
examination room. In view of the title of SMSI, there
are better reasons for inspecting how inverse proba-
bility was treated in textbooks on statistics, or on
topics that are statistical in nature. A short list for
the period between 1880 and 1930 might include the
following books, detailed references for which are
scarcely necessary: M. Merriman (1884); A. L. Bowley
(1901); G. U. Yule (1911); D. Brunt (1917); E. T.
Whittaker and G. Robinson (1924); R. A. Fisher
(1925); H. L. Rietz, (1927). The choice of Statistical
Methods for Research Workers seems appropriate.
This book made a fundamental break with tradition
(Yates, 1951), and successive editions tolled the death

Comment

G. A. Barnard

In drafting these comments I have had the advan-
tage of seeing Robin Plackett’s, with which I broadly
agree. Matters are indeed complex.

I beg to differ from Zabell when he writes that in
1930 “Fisher and Neyman simultaneously (my stress,
G. A. B.) administered a nearly lethal blow to Bayesian
statistics, one from which it was not to recover until
the publication . . . of Savage’s Foundations of Statis-
tics in 1954.” Neyman’s continued interest in Bayesian
methods in 1929, correctly noted by Zabell, is hardly
consistent with his having shared in giving them a
near lethal blow the following year. But Fisher’s rejec-
tion of inverse probability, in the sense used here, is
already quite clear in the paper of 1912 to which Zabell
refers. The most important difference between ‘prob-
ability’ and Fisher’s ‘likelihood’” as a measure of cred-
ibility of statistical hypotheses is that ‘likelihood’ does
not obey the addition laws—as Fisher was wont to
say, “the likelihood of H or H’” is, like “the height of
Peter or Paul,” meaningless unless it is specified which
of the two is meant. In the final paragraph of his 1912
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knell of inverse probability for all to hear. The math-
ematician Neyman seems to have been rather hard of
hearing. But Harold Jeffreys firmly rejected the claim
and he carried the banner of Bayes and Laplace until
the next generation was ready to take over.
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paper, Fisher specifically says that what he has been
calling “probability” is not to be understood as capable
of summation over a set of alternative hypotheses.
True, he does not put forward the term ‘likelihood’
until 1921, but the difference of concept is already
there in 1912.

Fisher clearly persuaded Egon Pearson, who in turn
eventually persuaded Neyman to abandon Bayesian
methods, though, unlike Pearson fils, Neyman never
accepted likelihood as a valid measure of credibility
distinct from probability. Neyman’s view of the
Neyman-Pearson theory had strong “decision” as-
pects, while Pearson’s view was always more flexible.

But “eclipse” does not seem appropriate to describe
the state of a theory which, through the 1930’s and
later continued to have the support, not only of
Jeffreys, but also of such other leading users of statis-
tics as Haldane and Gini. In 1940 Deming caused to
be published a reprint of Bayes’ paper of 1763, and in
his introduction E. C. Molina makes it clear that
Bayes’ ideas continued to demand attention. Frank
Yates’ contribution to discussion of a paper of mine
in 1946 shows Fisher’s most distinguished co-worker
in statistics agreeing with a Bayesian approach to
problems of a certain type. When Maurice Frechet
organized a discussion on statistical inference for the
1949 Paris International Congress on the History and
Philosophy of Science, it was natural for him to invite



