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Although all the estimators perform well in terms 
of bias when the data are MCAR, in practice, when 
there are missing responses, the distinction between 
responses MCAR and MAR can usually not be made 
with much certainty. With incomplete responses, the 
GEE approach performs remarkably well when the 
responses are MAR and the design does not include 
time-varying covariates. For both the GEE and likeli- 
hood-based approaches, there is a substantial reduction 
in the bias of the time effects when a close approxima- 
tion to cov(Yi) is obtained. Thus, when interest is fo- 
cussed primarily on the time effects and there are 
missing responses, the "working independence" estima- 
tors cannot be recommended. For group effects, this 
distinction is not quite so clear, and it seems to depend 
on whether group is a time-stationary or time-varying 
covariate. Finally, although in many instances the as- 
ymptotic biases of the GEE and likelihood-based ap- 
proaches are comparable, there may be substantial 
differences in terms of efficiency. 

In conclusion, the importance of accurately model- 
ling the correlation among the repeated responses in a 
longitudinal study will depend on a number of factors: 
the design of the study, the parameters of interest and 
whether or not there are missing data. Fortunately, 
for many practical situations, it appears that nearly 
efficient and unbiased estimates of the regression pa- 
rameters for the marginal expectation can be obtained 
even when the true association between the responses 
is only crudely approximated. 
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