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#### Abstract

Exponential polynomials as solutions of differential equations with constant coefficients are widely used for approximation purposes. Recently, mixed spaces containing algebraic, trigonometric and exponential functions have been extensively considered for design purposes. The analysis of these spaces leads to constructions that can be reduced to Hermite interpolation problems. In this paper, we focus on spaces generated by algebraic polynomials, hyperbolic sine and hyperbolic cosine. We present classical interpolation formulae, such as Newton and Aitken-Neville formulae and a suggestion of implementation. We explore another technique, expressing the Hermite interpolant in terms of polynomial interpolants and derive practical error bounds for the hyperbolic interpolant.


1. Introduction. Splines in tension were introduced by Schweikert as piecewise solutions of the differential equation

$$
f^{(4)}(x)-\tau^{2} f^{\prime \prime}(x)=0
$$

The meaning of the parameter $\tau$ is related with the tension stress exerted on an elastic beam. The set of solutions of this equation is the space $\langle\cosh \tau x, \sinh \tau x, 1, x\rangle$, where $\tau>0$ is the tension parameter. The space with $\tau=1$ can be generalized to the mixed space

$$
H_{n}:=\left\langle\cosh x, \sinh x, 1, x, \ldots, x^{n-2}\right\rangle, \quad n \geq 2 .
$$

For $n=1, H_{1}:=\langle\cosh x, \sinh x\rangle$. Since $\cosh x$ belongs to $H_{n}$, the space contains functions whose graph is a catenary, a remarkable curve in engineering.

We observe that the space $H_{n}, n \neq 2$, is not the classical space of hyperbolic polynomials

[^0]$$
\langle 1, \cosh x, \sinh x, \ldots, \cosh n x, \sinh n x\rangle
$$
whose algebraic properties lead to explicit interpolation formulae.
Generalized exponential polynomials are solution spaces of linear differential equations with constant coefficients. Approximation properties of generalized exponential polynomials are analyzed in [1]. The space $H_{n}, n \geq 1$, is the set of solutions of the linear differential equation with constant coefficients $f^{(n+1)}-f^{(n-1)}=0$, and hence, is a space of generalized exponential polynomials. Approximation in the space $H_{n}$ has different features in contrast to classical polynomial approximation. Since the above differential equation can be related to tension stress, interpolants in $H_{n}$ tend to reduce the amplitude of the oscillations. On the other hand, the space $H_{n}$ is invariant under translations in the sense that, if $h \in H_{n}$, then $h(\cdot+t) \in H_{n}$ for any $t \in \mathbf{R}$. It is also invariant under reflections in the sense that, if $h \in H_{n}$, then $h(-\cdot) \in H_{n}$. These properties are useful for considering different bases obtained by translating or reflecting the functions of a standard basis and, by means of a change of variables, this fact offers the possibility of translating or reflecting the position of the nodes. Finally, since the space contains a large subspace of polynomial functions, we can perform simpler manipulations and computations in the space.

Some properties of general spaces

$$
\left\langle 1, x, x^{2}, \ldots, x^{n-2}, u(x), v(x)\right\rangle
$$

with suitable functions $u$ and $v$ were considered in [5]. In the case where $u(x)=\cos x, v(x)=\sin x$, we have the cycloidal spaces $C_{n}$, whose shape preserving properties for design purposes have been analyzed $[2,3,7,13]$. Interpolation problems in cycloidal spaces have been recently studied in [4]. If we take $u(x)=\cosh x, v(x)=\sinh x$, we recover the space $H_{n}$.

General interpolation formulae for extended complete Chebyshev spaces $[\mathbf{8}, \mathbf{9}, \mathbf{1 0}, \mathbf{1 2}]$ can be applied to the space $H_{n}$. In Section 2, we review classical interpolation formulae and analyze particular features of the interpolation formulae in $H_{n}$. In Section 3, we take advantage of the fact that the space $H_{n}$ contains $P_{n-2}$, the space of polynomials of degree less than or equal to $n-2$, to obtain alternative interpolation formulae and error bounds. In Section 4, we illustrate with examples some properties of interpolants in $H_{n}$.
2. The Hermite interpolation problem on $H_{n}$. For Hermite interpolation problems, we consider sequences of nodes not necessarily distinct.

Definition 2.1. An ( $n+1$ )-dimensional extended Chebyshev space $U$ on an interval $I$ is a subspace of functions of $C^{n}(I)$ such that the Hermite interpolation problem on $U$ at any sequence of nodes always has a unique solution, that is, for any $f \in C^{n}(I)$ and any sequence of nodes $x_{0}, \ldots, x_{n} \in I$, there exists a unique $u \in U$ such that $\lambda_{i} u=\lambda_{i} f$, $i=0, \ldots, n$, where

$$
\begin{equation*}
\lambda_{i} f:=f^{\left(r_{i}-1\right)}\left(x_{i}\right), \quad r_{i}=\#\left\{j \leq i \mid x_{j}=x_{i}\right\} \tag{2.1}
\end{equation*}
$$

The extended collocation matrix of $\left(u_{0}, \ldots, u_{n}\right)$ at nodes $x_{0}, \ldots, x_{n}$ in $I$ is defined by

$$
M^{*}\binom{u_{0}, \ldots, u_{n}}{x_{0}, \ldots, x_{n}}:=\left(\lambda_{i} u_{j}\right)_{i, j \in\{0,1, \ldots, n\}}
$$

where $\lambda_{i}$ are the Hermite functionals given in (2.1). We can regard an extended Chebyshev space as a space such that all extended collocation matrices of any basis are nonsingular.

Some interpolation formulae such as Newton type formulae are required to solve an interpolation problem on the first $k+1$ nodes on a $(k+1)$-dimensional subspace of an extended Chebyshev space $U$, $k=0, \ldots, \operatorname{dim} U-1$. Thus, in order to conveniently express a Newton type formula, we search for a basis whose first elements generate a suitable interpolation space. An extended complete Chebyshev system of functions $\left(u_{0}, \ldots, u_{n}\right)$ defined on an interval $I$ is a system of functions such that, for any $k=0, \ldots, n$, the subsystem $\left(u_{0}, \ldots, u_{k}\right)$ generates a $(k+1)$-dimensional Chebyshev space on $I$. Mühlbach introduced $[8,9]$ divided differences, a Newton basis and Newton formulae starting from an extended complete Chebyshev system. He also provided Aitken-Neville formulae. In [10], he showed how to generalize these definitions to Hermite interpolation problems. Throughout this section, we shall recover most of his results adapted to the space $H_{n}$, pointing out some special features of interpolation in these spaces and taking into account relevant properties such as invariance under translations. Moreover, in this paper, we shall present practical implementations
of the Newton formula and error bounds based on the fact that $H_{n}$ contains polynomials.

Using Pólya's Property W and the results in [11], it can be deduced that the set of solutions of any linear differential equation with constant coefficients whose characteristic roots are all real are extended Chebyshev spaces on the whole real line. Since $H_{n}, n \geq 1$, is the set of solutions of $f^{(n+1)}-f^{(n-1)}=0$, it follows that $H_{n}, n \geq 1$, are extended Chebyshev spaces on the whole real line. Furthermore, the system $\left(\cosh x, \sinh x, 1, \ldots, x^{n-2}\right)$ is an extended complete Chebyshev system on the whole real line.

The unique solution of the Hermite interpolation problem for a given sequence of nodes $x_{0}, \ldots, x_{n}$, is called the hyperbolic interpolant of $f$ and will be denoted by $H\left(f ; x_{0}, \ldots, x_{n}\right)$.

The next result shows the invariance of hyperbolic interpolants under translation.

Proposition 2.2. For any $t \in \mathbf{R}$,

$$
\begin{equation*}
H\left(f ; x_{0}+t, \ldots, x_{n}+t\right)(x)=H\left(f(\cdot+t) ; x_{0}, \ldots, x_{n}\right)(x-t) \tag{2.2}
\end{equation*}
$$

Proof. The function $h$, given by

$$
h(x)=H\left(f(\cdot+t) ; x_{0}, \ldots, x_{n}\right)(x), \quad x \in \mathbf{R},
$$

belongs to $H_{n}$. Since the space $H_{n}$ can be generated by the basis $\left(1, x, \ldots, x^{n-2}, e^{x}, e^{-x}\right)$, it readily follows that $H_{n}$ is invariant under translations. Hence, $h_{t}(x)=h(x-t), x \in \mathbf{R}$, defines a function $h_{t} \in H_{n}$ that interpolates $f$ at $x_{0}+t, \ldots, x_{n}+t$ since

$$
h_{t}^{\left(r_{i}-1\right)}\left(x_{i}+t\right)=h^{\left(r_{i}-1\right)}\left(x_{i}\right)=f^{\left(r_{i}-1\right)}\left(x_{i}+t\right)
$$

where $r_{i}=\#\left\{j \leq i \mid x_{j}=x_{i}\right\}$ for $i=0, \ldots, n$. Thus, (2.2) follows from the uniqueness of the interpolant.

Proposition 2.2 can be used in practice for the computation of the interpolant. Given a sequence $x_{0}, \ldots, x_{n}$ of nodes, we suggest taking

$$
a=\min _{i=0, \ldots, n} x_{i}, \quad b=\max _{i=0, \ldots, n} x_{i}, \quad t=-(a+b) / 2
$$

so that the origin is the midpoint of the shifted interval $[a+t, b+t]$. The absolute values of the elements of the basis

$$
\begin{equation*}
\left(\cosh x, \sinh x, 1, x, x^{2}, \ldots, x^{n-2}\right) \tag{2.3}
\end{equation*}
$$

grow with the distance of $x$ to the origin. With the proposed translation, the computation of the interpolants with respect to the basis (2.3) might involve less cancelations leading to more stable computations.

An alternative basis to (2.3) for $H_{n}$ is given by the following recurrence:

$$
\begin{aligned}
\varphi_{0}(x) & :=\cosh x \\
\varphi_{i}(x) & :=\int_{0}^{x} \varphi_{i-1}(y) d y, \quad i=1, \ldots, n
\end{aligned}
$$

Clearly, $\varphi_{i} \in H_{i}$, for all $i=1, \ldots, n$, and linear independence follows from the fact that

$$
\varphi_{i}(0)=\varphi_{i}^{\prime}(0)=\cdots=\varphi_{i}^{(i-1)}(0)=0, \quad \varphi_{i}^{(i)}(0)=1
$$

The function $\varphi_{n}$ is the fundamental function of $H_{n}$.
In order to express that a point $x_{i}$ appears $k$ times in a sequence of nodes, we shall write $x_{i}^{[k]}$. The Taylor interpolation problem corresponds to the sequence of nodes $x_{0}=x_{1}=\cdots=x_{n}$, giving rise to the Taylor formula

$$
\begin{equation*}
H\left(f ; x_{0}^{[n+1]}\right)(x)=\sum_{k=0}^{n-2} f^{(k)}\left(x_{0}\right) \frac{\left(x-x_{0}\right)^{k}}{k!}+\sum_{k=n-1}^{n} f^{(k)}\left(x_{0}\right) \varphi_{k}\left(x-x_{0}\right) \tag{2.4}
\end{equation*}
$$

According to $[\mathbf{8}, \mathbf{9}, \mathbf{1 0}]$, given an extended complete Chebyshev system $\left(u_{0}, \ldots, u_{n}\right)$ of a space $U_{n}$ and a sequence of nodes $x_{0}, \ldots, x_{n}$, we define the divided difference of a function as the last coefficient of the interpolant in $U_{n}$ at $x_{0}, \ldots, x_{n}$ with respect to that basis

$$
\left[\begin{array}{c}
u_{0}, \ldots, u_{n} \\
x_{0}, \ldots, x_{n}
\end{array}\right] f:=\frac{\operatorname{det} M^{*}\binom{u_{0}, \ldots, u_{n-1}, f}{x_{0}, \ldots, x_{n}}}{\operatorname{det} M^{*}\binom{u_{0}, \ldots, u_{n}}{x_{0}, \ldots, x_{n}}}
$$

A corresponding Newton basis function can be defined as the interpolation error of $u_{n}$.

In order to write a Newton formula for the spaces $H_{n}$, we define, for $n \geq 2$,

$$
\begin{equation*}
\omega\left(x ; x_{0}, \ldots, x_{n-1}\right):=x^{n-2}-H\left((\cdot)^{n-2} ; x_{0}, \ldots, x_{n-1}\right)(x) \tag{2.5}
\end{equation*}
$$

Therefore, $\omega\left(x ; x_{0}, \ldots, x_{n-1}\right)$ is a function in $H_{n}$ whose coefficient in $x^{n-2}$ with respect to the basis $\left(\cosh x, \sinh x, 1, x, \ldots, x^{n-2}\right)$ is 1 , vanishing on the sequence $x_{0}, \ldots, x_{n-1}$,

$$
\lambda_{i} \omega\left(\cdot ; x_{0}, \ldots, x_{n-1}\right)=0, \quad i=0, \ldots, n-1
$$

We also define the hyperbolic divided difference as:

$$
\left[x_{0}, \ldots, x_{n}\right]_{H} f:=\left[\begin{array}{c}
\cosh x, \sinh x, 1, \ldots, x^{n-2} \\
x_{0}, \ldots, x_{n}
\end{array}\right] f, \quad n \geq 2
$$

Thus, $\left[x_{0}, \ldots, x_{n}\right]_{H} f$ is the coefficient in the function $x^{n-2}$ of the hyperbolic interpolant $H\left(f ; x_{0}, \ldots, x_{n}\right)$ when expressed in terms of the basis (2.3).

We observe that $\varphi_{2}\left(x-x_{0}\right)=\cosh \left(x-x_{0}\right)-1$, and therefore, $\varphi_{2}(x$ $\left.-x_{0}\right)+1 \in H_{1}$. By successive integration, we deduce that

$$
\begin{equation*}
\varphi_{n}\left(x-x_{0}\right)+\frac{x^{n-2}}{(n-2)!} \in H_{n-1} \tag{2.6}
\end{equation*}
$$

If all nodes coincide, we can use the above formula in the Taylor expansion (2.4) to obtain

$$
\begin{equation*}
\left[x_{0}^{[n+1]}\right]_{H} f=\frac{f^{(n-2)}\left(x_{0}\right)-f^{(n)}\left(x_{0}\right)}{(n-2)!} \tag{2.7}
\end{equation*}
$$

We deduce a Newton formula for the hyperbolic interpolant.
Proposition 2.3. Given $x_{0}, \ldots, x_{n}, n \geq 2$, we have

$$
\begin{aligned}
H\left(f ; x_{0}, \ldots, x_{n}\right)(x)= & H\left(f ; x_{0}, x_{1}\right)(x) \\
& +\sum_{k=2}^{n}\left[x_{0}, \ldots, x_{k}\right]_{H} f \omega\left(x ; x_{0}, \ldots, x_{k-1}\right)
\end{aligned}
$$

where

$$
H\left(f ; x_{0}, x_{0}\right)(x)=f\left(x_{0}\right) \cosh \left(x-x_{0}\right)+f^{\prime}\left(x_{0}\right) \sinh \left(x-x_{0}\right)
$$

and

$$
H\left(f ; x_{0}, x_{1}\right)(x)=\frac{f\left(x_{1}\right) \sinh \left(x-x_{0}\right)-f\left(x_{0}\right) \sinh \left(x-x_{1}\right)}{\sinh \left(x_{1}-x_{0}\right)}
$$

if $x_{1} \neq x_{0}$.

Proof. It is sufficient to show

$$
\begin{align*}
H\left(f ; x_{0}, \ldots, x_{n}\right)(x)= & H\left(f ; x_{0}, \ldots, x_{n-1}\right)(x)  \tag{2.8}\\
& +\left[x_{0}, \ldots, x_{n}\right]_{H} f \omega\left(x ; x_{0}, \ldots, x_{n-1}\right)
\end{align*}
$$

and the result follows by induction. The function defined by

$$
d(x):=H\left(f ; x_{0}, \ldots, x_{n}\right)(x)-H\left(f ; x_{0}, \ldots, x_{n-1}\right)(x) \in H_{n}
$$

satisfies $\lambda_{i} d=0, i=0, \ldots, n-1$. Since the interpolation problem at $x_{0}, \ldots, x_{n}$ has a unique solution,

$$
\operatorname{dim}\left\{h \in H_{n} \mid \lambda_{i} h=0, i=0, \ldots, n-1\right\}=1
$$

Since $\omega\left(\cdot ; x_{0}, \ldots, x_{n-1}\right)$ is a nonzero function in the space

$$
\left\{h \in H_{n} \mid \lambda_{i} h=0, i=0, \ldots, n-1\right\},
$$

we conclude that $d(x)=A \omega\left(x ; x_{0}, \ldots, x_{n-1}\right)$ for some real constant $A$, and taking coefficients in $x^{n-2}$ we deduce that $A=\left[x_{0}, \ldots, x_{n}\right]_{H} f$.

We define an interpolation error

$$
e\left(f ; x_{0}, \ldots, x_{n}\right)(x):=f(x)-H\left(f ; x_{0}, \ldots, x_{n}\right)(x)
$$

Using Proposition 2.3, a formula for the error in terms of hyperbolic divided differences can be deduced [12, Theorem 9.9]

$$
e\left(f ; x_{0}, \ldots, x_{n}\right)(x)=\left[x_{0}, \ldots, x_{n}, x\right]_{H} f \omega\left(x ; x_{0}, \ldots, x_{n}\right) .
$$

Now, we shall deduce recurrence relations for divided differences. We need the following auxiliary result.

Lemma 2.4. Let $x_{0}, \ldots, x_{n}, n \geq 3$, be a sequence of nodes, and denote

$$
D:=\left[x_{1}, \ldots, x_{n}\right]_{H}(\cdot)^{n-2}-\left[x_{0}, \ldots, x_{n-1}\right]_{H}(\cdot)^{n-2} .
$$

If $x_{0} \neq x_{n}$, then $D \neq 0$ and

$$
\begin{equation*}
\omega\left(x ; x_{0}, \ldots, x_{n-1}\right)-\omega\left(x ; x_{1}, \ldots, x_{n}\right)=D \omega\left(x ; x_{1}, \ldots, x_{n-1}\right) \tag{2.9}
\end{equation*}
$$

Proof. By (2.5),

$$
\omega\left(x ; x_{0}, \ldots, x_{n-1}\right)=x^{n-2}-H\left((\cdot)^{n-2} ; x_{0}, \ldots, x_{n-1}\right)(x)
$$

and

$$
\omega\left(x ; x_{1}, \ldots, x_{n}\right)=x^{n-2}-H\left((\cdot)^{n-2} ; x_{1}, \ldots, x_{n}\right)(x)
$$

Subtracting both relations, we obtain

$$
\begin{align*}
& \omega\left(x ; x_{0}, \ldots, x_{n-1}\right)-\omega\left(x ; x_{1}, \ldots, x_{n}\right) \\
& \quad=H\left((\cdot)^{n-2} ; x_{1}, \ldots, x_{n}\right)(x)-H\left((\cdot)^{n-2} ; x_{0}, \ldots, x_{n-1}\right)(x) \tag{2.10}
\end{align*}
$$

From (2.8), we deduce that

$$
\begin{aligned}
H\left((\cdot)^{n-2} ; x_{0}, \ldots, x_{n-1}\right)(x) & =H\left((\cdot)^{n-2} ; x_{1}, \ldots, x_{n-1}\right)(x) \\
& +\left[x_{0}, \ldots, x_{n-1}\right]_{H}(\cdot)^{n-2} \omega\left(x ; x_{1}, \ldots, x_{n-1}\right) \\
H\left((\cdot)^{n-2} ; x_{1}, \ldots, x_{n}\right)(x) & =H\left((\cdot)^{n-2} ; x_{1}, \ldots, x_{n-1}\right)(x) \\
& +\left[x_{1}, \ldots, x_{n}\right]_{H}(\cdot)^{n-2} \omega\left(x ; x_{1}, \ldots, x_{n-1}\right)
\end{aligned}
$$

and, inserting these relations into (2.10), we obtain (2.9). If $D=0$, then

$$
h(x):=\omega\left(x ; x_{0}, \ldots, x_{n-1}\right)=\omega\left(x ; x_{1}, \ldots, x_{n}\right)
$$

is a nonzero function in $H_{n}$ such that $\lambda_{i} h=0, i=0, \ldots, n$, where $\lambda_{i}$, $i=0, \ldots, n$, are the functionals given in (2.1), contradicting the fact that $H_{n}$ is an extended Chebyshev space.

Using the previous lemma, we obtain the following result.

Theorem 2.5 (Recurrence relations for hyperbolic divided differences). Let $x_{0}, \ldots, x_{n}, n \geq 3$, be a sequence of nodes with $x_{0} \neq x_{n}$. Then,

$$
D:=\left[x_{1}, \ldots, x_{n}\right]_{H}(\cdot)^{n-2}-\left[x_{0}, \ldots, x_{n-1}\right]_{H}(\cdot)^{n-2} \neq 0
$$

and

$$
\left[x_{0}, \ldots, x_{n}\right]_{H} f=\frac{\left[x_{1}, \ldots, x_{n}\right]_{H} f-\left[x_{0}, \ldots, x_{n-1}\right]_{H} f}{D} .
$$

Proof. Let $h(x):=H\left(f ; x_{0}, \ldots, x_{n}\right)(x)$. From Proposition 2.3, we have

$$
\begin{equation*}
h(x)=H\left(f ; x_{0}, \ldots, x_{n-1}\right)(x)+\left[x_{0}, \ldots, x_{n}\right]_{H} f \omega\left(x ; x_{0}, \ldots, x_{n-1}\right), \tag{2.11}
\end{equation*}
$$

$$
\begin{equation*}
h(x)=H\left(f ; x_{1}, \ldots, x_{n}\right)(x)+\left[x_{0}, \ldots, x_{n}\right]_{H} f \omega\left(x ; x_{1}, \ldots, x_{n}\right) . \tag{2.12}
\end{equation*}
$$

Subtracting both relations and using Lemma 2.4, we deduce that

$$
\begin{aligned}
& H\left(f ; x_{1}, \ldots, x_{n}\right)(x)-H\left(f ; x_{0}, \ldots, x_{n-1}\right)(x) \\
&=\left[x_{0}, \ldots, x_{n}\right]_{H} f\left(\omega\left(x ; x_{0}, \ldots, x_{n-1}\right)-\omega\left(x ; x_{1}, \ldots, x_{n}\right)\right) \\
& \quad=D\left[x_{0}, \ldots, x_{n}\right]_{H} f \omega\left(x ; x_{1}, \ldots, x_{n-1}\right)
\end{aligned}
$$

with $D \neq 0$. Taking coefficients in the basis function $x^{n-3}$ with respect to the basis $\left(\cosh x, \sinh x, 1, \ldots, x^{n-3}\right)$ of $H_{n-1}$ the result follows.

Lemma 2.4 can also be used to deduce an Aitken-Neville formula for hyperbolic interpolants.

Theorem 2.6 (Aitken-Neville formula). Let $x_{0}, \ldots, x_{n}, n \geq 3$, be $a$ sequence of nodes, and denote

$$
D:=\left[x_{1}, \ldots, x_{n}\right]_{H}(\cdot)^{n-2}-\left[x_{0}, \ldots, x_{n-1}\right]_{H}(\cdot)^{n-2} .
$$

Then, we have

$$
\begin{aligned}
& D \omega\left(x ; x_{1}, \ldots, x_{n-1}\right) H\left(f ; x_{0}, \ldots, x_{n}\right)(x) \\
& \quad=\omega\left(x ; x_{0}, \ldots, x_{n-1}\right) H\left(f ; x_{1}, \ldots, x_{n}\right)(x) \\
& \quad-\omega\left(x ; x_{1}, \ldots, x_{n}\right) H\left(f ; x_{0}, \ldots, x_{n-1}\right)(x) .
\end{aligned}
$$

Proof. Multiplying (2.12) by $\omega\left(x ; x_{0}, \ldots, x_{n-1}\right),(2.11)$ by $\omega\left(x ; x_{1}\right.$, $\left.\ldots, x_{n}\right)$ and subtracting, we obtain

$$
\begin{aligned}
& \left(\omega\left(x ; x_{0}, \ldots, x_{n-1}\right)-\omega\left(x ; x_{1}, \ldots, x_{n}\right)\right) H\left(f ; x_{0}, \ldots, x_{n}\right)(x) \\
& \quad=\omega\left(x ; x_{0}, \ldots, x_{n-1}\right) H\left(f ; x_{1}, \ldots, x_{n}\right)(x) \\
& \quad-\omega\left(x ; x_{1}, \ldots, x_{n}\right) H\left(f ; x_{0}, \ldots, x_{n-1}\right)(x)
\end{aligned}
$$

Using Lemma 2.4, the result follows.

Let us extend the definition of $\left[x_{i}, \ldots, x_{i+k}\right]_{H} f$ and the recurrence relations in Theorem 2.5 to the cases $k=0,1$. We can define

$$
\left[x_{0}\right]_{H} f:=f\left(x_{0}\right) / \cosh x_{0}
$$

and $\left[x_{0}, x_{1}\right]_{H} f$ as the coefficient in $\sinh x$ of the interpolant in $H_{1}$

$$
\left[x_{0}, x_{1}\right]_{H} f:= \begin{cases}\frac{f\left(x_{1}\right) \cosh x_{0}-f\left(x_{0}\right) \cosh x_{1}}{\sinh \left(x_{1}-x_{0}\right)} & \text { if } x_{0}<x_{1} \\ f^{\prime}\left(x_{0}\right) \cosh x_{0}-f\left(x_{0}\right) \sinh x_{0} & \text { if } x_{0}=x_{1}\end{cases}
$$

The recurrence relations can be extended for $k=0,1$, in the following way:

$$
\left[x_{0}, x_{1}\right]_{H} f=\frac{\left[x_{1}\right]_{H} f-\left[x_{0}\right]_{H} f}{\left[x_{1}\right]_{H} \sinh -\left[x_{0}\right]_{H} \sinh }
$$

and

$$
\left[x_{0}, x_{1}, x_{2}\right]_{H} f=\frac{\left[x_{1}, x_{2}\right]_{H} f-\left[x_{0}, x_{1}\right]_{H} f}{\left[x_{1}, x_{2}\right]_{H} 1-\left[x_{0}, x_{1}\right]_{H} 1}
$$

Let us see how to compute hyperbolic divided differences and the corresponding Newton basis functions. For the sake of simplicity, we shall assume that the nodes are in increasing order, that is, $x_{0} \leq \cdots \leq$ $x_{n}$.

We denote

$$
d_{i, k} f:=\left[x_{i}, \ldots, x_{i+k}\right]_{H} f, \quad i=0, \ldots, n-k, k=0, \ldots, n
$$

We shall start computing hyperbolic divided differences

$$
d_{i, 0}(\cdot)^{j}, \quad j=0, \ldots, n-2, \quad d_{i, 0} f \text { for } i=0, \ldots, n
$$

and

$$
d_{i, 1}(\cdot)^{j}, \quad j=0, \ldots, n-2, \quad d_{i, 1} f \text { for } i=0, \ldots, n-1
$$

using the above formulae. For $k \geq 2$, if all nodes are coincident, we use formula (2.7). Otherwise, the hyperbolic divided differences can be computed by successive applications of Theorem 2.5. Thus, for $k=2, \ldots, n$, and for each $i=0, \ldots, n-k$, we compute

$$
d_{i, k}(\cdot)^{j}= \begin{cases}\frac{d_{i+1, k-1}(\cdot)^{j}-d_{i, k-1}(\cdot)^{j}}{d_{i+1, k-1}(\cdot)^{k-2}-d_{i, k-1}(\cdot)^{k-2}} & \text { if } x_{i}<x_{i+k}  \tag{2.13}\\ x_{i}^{j-k}\left(\left(_{k}^{j}, x_{k-2}\right) x_{i}^{2}-k(k-1)\binom{j}{k}\right) & \text { otherwise }\end{cases}
$$

for $j=k-1, \ldots, n-2$, and

$$
d_{i, k} f= \begin{cases}\frac{d_{i+1, k-1} f-d_{i, k-1} f}{d_{i+1, k-1}(\cdot)^{k-2}-d_{i, k-1}(\cdot)^{k-2}} & \text { if } x_{i}<x_{i+k}  \tag{2.14}\\ \frac{f^{(k-2)}\left(x_{i}\right)-f^{(k)}\left(x_{i}\right)}{(k-2)!} & \text { otherwise }\end{cases}
$$

We observe that the denominators in (2.14) and (2.13) in the $k$ th step were previously computed in the $(k-1)$ th step in (2.13).

Starting from

$$
\begin{equation*}
\omega_{0}(x):=\cosh (x), \quad \omega_{1}(x):=\frac{\sinh \left(x-x_{0}\right)}{\cosh \left(x_{0}\right)} \tag{2.15}
\end{equation*}
$$

we compute

$$
\omega_{k}(x):=\omega\left(x ; x_{0}, \ldots, x_{k-1}\right), \quad k=2, \ldots, n
$$

for each evaluation point $x$. We apply Newton's formula (2.8) in the definition of $\omega$ to obtain

$$
\begin{equation*}
\omega_{j}(x)=x^{j-2}-\sum_{k=0}^{j-1} d_{0, k}(\cdot)^{j-2} \omega_{k}(x), \quad j=2, \ldots, n \tag{2.16}
\end{equation*}
$$

Note that

$$
d_{0, k}(\cdot)^{j-2}, \quad k=0, \ldots, j-1
$$

were previously obtained in (2.13) during the computation of cycloidal divided differences. Finally, the cycloidal interpolant is given by the following extension of Newton's formula (2.8)

$$
H\left(f ; x_{0}, \ldots, x_{n}\right)(x)=\sum_{k=0}^{n} d_{0, k} f \omega_{k}(x)
$$

3. A formula relating hyperbolic and polynomial interpolants. In this section, $\left[x_{0}, \ldots, x_{n}\right] f$ denotes the usual polynomial divided difference and $P\left(f ; x_{0}, \ldots, x_{n}\right)$ the polynomial interpolant of $f$ at $x_{0}, \ldots, x_{n}$. We introduce the $(k+1) \times(m+1)$ matrix

$$
M_{k, n}\left(f_{0}, \ldots, f_{m}\right):=\left(\begin{array}{ccc}
{\left[x_{0}, \ldots, x_{n-k}\right] f_{0}} & \cdots & {\left[x_{0}, \ldots, x_{n-k}\right] f_{m}} \\
\vdots & \ddots & \vdots \\
{\left[x_{0}, \ldots, x_{n-1}\right] f_{0}} & \cdots & {\left[x_{0}, \ldots, x_{n-1}\right] f_{m}} \\
{\left[x_{0}, \ldots, x_{n}\right] f_{0}} & \cdots & {\left[x_{0}, \ldots, x_{n}\right] f_{m}}
\end{array}\right)
$$

where $k \leq n$.
We begin with the following auxiliary result.

Proposition 3.1. If the Hermite interpolation problem has a unique solution in the space generated by

$$
\left(1, x, \ldots, x^{n-k-1}, f_{0}(x), \ldots, f_{k}(x)\right)
$$

at the sequence of nodes $x_{0}, \ldots, x_{n}$, then $M_{k, n}\left(f_{0}, \ldots, f_{k}\right)$ is nonsingular.

Proof. Let

$$
\omega_{j}(x):=\prod_{i=0}^{j-1}\left(x-x_{i}\right), \quad j=0, \ldots, n
$$

denote the functions of the polynomial Newton basis. Applying the Hermite functional $\lambda_{i}$ to Newton's polynomial formula

$$
P\left(f ; x_{0}, \ldots, x_{i}\right)(x)=\sum_{j=0}^{i}\left[x_{0}, \ldots, x_{j}\right] f \omega_{j}(x)
$$

we obtain

$$
\lambda_{i} f=\sum_{j=0}^{i} t_{i j}\left[x_{0}, \ldots, x_{j}\right] f, \quad t_{i j}=\lambda_{i} \omega_{j}
$$

Let $T=\left(t_{i j}\right)_{i, j \in\{0,1, \ldots, n\}}$ be the lower triangular matrix whose $(i, j)$ entry is $\lambda_{i} \omega_{j}$. Then, we can write

$$
M^{*}\binom{1, \ldots, x^{n-k-1}, f_{0}, \ldots, f_{k}}{x_{0}, \ldots, x_{n}}=T M
$$

where $M=\left(m_{i j}\right)_{i, j \in\{0,1, \ldots, n\}}$ is the matrix whose $(i+1)$ th row is given by

$$
m_{i j}:=\left[x_{0}, \ldots, x_{i}\right](\cdot)^{j}, \quad j=0, \ldots, n-k-1
$$

and

$$
m_{i j}:=\left[x_{0}, \ldots, x_{i}\right] f_{j+k-n}, \quad j=n-k, \ldots, n .
$$

Since the collocation matrix is nonsingular, we deduce that $M$ is nonsingular. Taking into account that $m_{j j}=1$ and $m_{i j}=0, i>j$, $j=0, \ldots, k-1$, we deduce that $\operatorname{det} M_{k, n}\left(f_{0}, \ldots, f_{k}\right)=\operatorname{det} M \neq 0$.

We express the hyperbolic interpolant as a linear combination of polynomial interpolants.

Theorem 3.2. Let $x_{0}, \ldots, x_{n}, n \geq 1$, be a sequence of nodes. Then,

$$
\begin{equation*}
H\left(f ; x_{0}, \ldots, x_{n}\right)(x)=P\left(f ; x_{0}, \ldots, x_{n}\right)(x)+c_{0} e_{0}(x)+c_{1} e_{1}(x) \tag{3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
e_{i}(x):=\varphi_{i}(x)-P\left(\varphi_{i} ; x_{0}, \ldots, x_{n}\right)(x), \quad i=0,1 \tag{3.2}
\end{equation*}
$$

are the polynomial interpolation errors of $\varphi_{0}(x)=\cosh x$ and $\varphi_{1}(x)=$ $\sinh x$, and $c=\left(c_{0}, c_{1}\right)^{T}$ is the solution of the linear system

$$
\begin{equation*}
M_{1, n}\left(\varphi_{0}, \varphi_{1}\right) c=M_{1, n}(f) \tag{3.3}
\end{equation*}
$$

Proof. We denote by $h(x)=H\left(f ; x_{0}, \ldots, x_{n}\right)$ the interpolant of $f$ in $H_{n}$. Then, there exist $c_{0}, c_{1} \in \mathbf{R}$ such that

$$
\begin{equation*}
q(x):=h(x)-c_{0} \varphi_{0}(x)-c_{1} \varphi_{1}(x) \tag{3.4}
\end{equation*}
$$

belongs to $P_{n-2}$. From the definition of the polynomial interpolants, we have $\lambda_{i} e_{0}=\lambda_{i} e_{1}=0$ for $i=0, \ldots, n$, where $\lambda_{i}$ are the Hermite functionals defined in (2.1). Therefore,

$$
\lambda_{i}\left(h-c_{0} e_{0}-c_{1} e_{1}\right)=\lambda_{i} f, \quad i=0, \ldots, n,
$$

and $h-c_{0} e_{0}-c_{1} e_{1}$ interpolates $f$ at $x_{0}, \ldots, x_{n}$. From the equality

$$
\begin{aligned}
h(x)-c_{0} e_{0}(x) & -c_{1} e_{1}(x) \\
& =q(x)+c_{0} P\left(\varphi_{0} ; x_{0}, \ldots, x_{n}\right)+c_{1} P\left(\varphi_{0} ; x_{0}, \ldots, x_{n}\right)
\end{aligned}
$$

we deduce that $h-c_{0} e_{0}-c_{1} e_{1}$ is a polynomial in $P_{n}$. Therefore,

$$
h(x)-c_{0} e_{0}(x)-c_{1} e_{1}(x)=P\left(f ; x_{0}, \ldots, x_{n}\right)(x),
$$

and (3.1) holds for some constants $c_{0}, c_{1} \in \mathbf{R}$. In order to find $c_{0}, c_{1}$, we insert the relations (3.1) and (3.2) into (3.4) and deduce that

$$
\begin{aligned}
q(x)= & P\left(f ; x_{0}, \ldots, x_{n}\right)(x) \\
& -c_{0} P\left(\varphi_{0} ; x_{0}, \ldots, x_{n}\right)(x)-c_{1} P\left(\varphi_{1} ; x_{0}, \ldots, x_{n}\right)(x)
\end{aligned}
$$

According to Newton's polynomial formula, we have

$$
q(x)=\sum_{k=0}^{n}\left[x_{0}, \ldots, x_{k}\right]\left(f-c_{0} \varphi_{0}-c_{1} \varphi_{1}\right) \prod_{j=0}^{k-1}\left(x-x_{j}\right)
$$

Since $q$ belongs to $P_{n-2}, c_{0}$ and $c_{1}$ satisfy

$$
\left[x_{0}, \ldots, x_{k}\right]\left(f-c_{0} \varphi_{0}-c_{1} \varphi_{1}\right)=0, \quad k=n-1, n
$$

conditions that are equivalent to (3.3). Observe that $c=\left(c_{0}, c_{1}\right)^{T}$ is the unique solution of (3.3) since the coefficient matrix is nonsingular by Proposition 3.1.

Now, comparing the coefficients in $x^{n-2}$ in (3.1), we deduce a relationship between hyperbolic and polynomial divided differences.

Proposition 3.3. Let $x_{0}, \ldots, x_{n}, n \geq 2$, be a sequence of nodes. Then

$$
\begin{aligned}
{\left[x_{0}, \ldots, x_{n}\right]_{H} f=} & {\left[x_{0}, \ldots, x_{n-2}\right] f } \\
& -c_{0}\left[x_{0}, \ldots, x_{n-2}\right] \varphi_{0}-c_{1}\left[x_{0}, \ldots, x_{n-2}\right] \varphi_{1}
\end{aligned}
$$

where $c=\left(c_{0}, c_{1}\right)$ is the solution of the linear system (3.3).

Now, we find bounds for the solution of the linear system (3.3) and apply it to obtain error bounds.

Lemma 3.4. Let $x_{0}, \ldots, x_{n} \in[a, b], n \geq 1$, be a sequence of nodes and $c$ the solution of the linear system (3.3). Then,

$$
\begin{equation*}
\|c\|_{\infty} \leq L \max \left(K_{n-1}, K_{n}\right), \quad i=0,1 \tag{3.5}
\end{equation*}
$$

where $L:=\exp \max (|a|,|b|)$ and

$$
K_{j}:=\max _{x \in[a, b]}\left|f^{(j)}(x)\right|, \quad j=n-1, n
$$

Proof. By (3.4), the error can be written as

$$
e(x)=f(x)-q(x)-c_{0} \varphi_{0}(x)-c_{1} \varphi_{1}(x),
$$

for some $q \in P_{n-2}$, where $c=\left(c_{0}, c_{1}\right)^{T}$ is the solution of the linear system (3.3). Since $e$ vanishes at $x_{0}, \ldots, x_{n}$, we deduce from Rolle's generalized Rolle's that there exist two points $\xi_{0}, \xi_{1}$ in $[a, b]$ such that the derivatives of order $n-1$ and $n$ of the error vanish on $\xi_{0}, \xi_{1}$, respectively,

$$
\begin{gathered}
f^{(n-1)}\left(\xi_{0}\right)-c_{0} \varphi_{0}^{(n-1)}\left(\xi_{0}\right)-c_{1} \varphi_{1}^{(n-1)}\left(\xi_{0}\right)=0, \\
f^{(n)}\left(\xi_{1}\right)-c_{0} \varphi_{0}^{(n)}\left(\xi_{1}\right)-c_{1} \varphi_{1}^{(n)}\left(\xi_{1}\right)=0 .
\end{gathered}
$$

These relations can be written in matrix form in the following manner:

$$
\left(\begin{array}{cc}
\varphi_{0}^{(n-1)}\left(\xi_{0}\right) & \varphi_{1}^{(n-1)}\left(\xi_{0}\right) \\
\varphi_{0}^{(n)}\left(\xi_{1}\right) & \varphi_{1}^{(n)}\left(\xi_{1}\right)
\end{array}\right) c=\binom{f^{(n-1)}\left(\xi_{0}\right)}{f^{(n)}\left(\xi_{1}\right)} .
$$

We observe that the determinant of the coefficient matrix of the above system is $\pm \cosh \left(\xi_{1}-\xi_{0}\right)$, depending upon whether $n$ is an odd or even integer. Since the derivatives of $\varphi_{0}(x)=\cosh x$ and $\varphi_{1}(x)=\sinh x$ are again one of both functions, we have that the sum of the absolute values of the entries of each column equals $\left|\sinh \xi_{i}\right|+\cosh \xi_{1-i}$ for some $i \in\{0,1\}$, and we deduce the following bounds:

$$
\left|\sinh \xi_{i}\right|+\cosh \xi_{1-i} \leq \sinh \max (|a|,|b|)+\cosh \max (|a|,|b|)=L
$$

Thus, applying Cramer's rule, we deduce that

$$
\left|c_{i}\right|=\frac{\left|f^{(n-1)}\left(\xi_{0}\right) \varphi_{1-i}^{(n)}\left(\xi_{1}\right)-f^{(n)}\left(\xi_{1}\right) \varphi_{1-i}^{(n-1)}\left(\xi_{0}\right)\right|}{\cosh \left(\xi_{1}-\xi_{0}\right)}
$$

and, since $\cosh \left(\xi_{1}-\xi_{0}\right) \geq 1$, formula (3.5) follows.
The next proposition gives a formula and a bound for the interpolation error

$$
e(x)=f(x)-H\left(f ; x_{0}, \ldots, x_{n}\right)(x)
$$

Proposition 3.5. Let $x_{0}, \ldots, x_{n} \in[a, b], n \geq 1$, be a sequence of nodes. Then,

$$
\begin{align*}
e(x) & :=f(x)-H\left(f ; x_{0}, \ldots, x_{n}\right)(x) \\
& =e_{2}(x)-c_{0} e_{0}(x)-c_{1} e_{1}(x), \tag{3.6}
\end{align*}
$$

where $e_{0}$ and $e_{1}$ are given by (3.2) and

$$
e_{2}(x):=f(x)-P\left(f ; x_{0}, \ldots, x_{n}\right)(x)
$$

Therefore, a bound for the interpolation error is

$$
|e(x)| \leq \frac{K_{n+1}+L^{2} \max \left(K_{n-1}, K_{n}\right)}{(n+1)!} \prod_{i=0}^{n}\left|x-x_{i}\right|
$$

where $L:=\exp \max (|a|,|b|)$ and

$$
K_{j}:=\max _{x \in[a, b]}\left|f^{(j)}(x)\right|, \quad j=n-1, n, n+1
$$

Proof. Using Theorem 3.2,

$$
\begin{aligned}
e(x) & =f(x)-H\left(f ; x_{0}, \ldots, x_{n}\right)(x) \\
& =f(x)-P\left(f ; x_{0}, \ldots, x_{n}\right)(x)-c_{0} e_{0}(x)-c_{1} e_{1}(x)
\end{aligned}
$$

formula (3.6) is confirmed. From the polynomial interpolation error formulae, we have

$$
\left|e_{2}(x)\right| \leq \frac{K_{n+1}}{(n+1)!} \prod_{i=0}^{n}\left|x-x_{i}\right|
$$

and

$$
\left|e_{i}(x)\right| \leq \frac{K_{n+1}^{i}}{(n+1)!} \prod_{i=0}^{n}\left|x-x_{i}\right|, \quad i=0,1
$$

where

$$
K_{n+1}^{i}:=\max _{x \in[a, b]}\left|\varphi_{i}^{(n+1)}(x)\right|, \quad i=0,1
$$

We observe that

$$
K_{n+1}^{0}+K_{n+1}^{1} \leq L=\exp \max (|a|,|b|)
$$

and then we deduce

$$
|e(x)| \leq \frac{K_{n+1}+L\|c\|_{\infty}}{(n+1)!} \prod_{i=0}^{n}\left|x-x_{i}\right| .
$$

Finally, we can apply Lemma 3.4, and the result follows.
4. Examples. We have taken equidistant nodes

$$
x_{i}=-5+10 i / n, \quad i=0, \ldots, n
$$

in the interval $[-5,5]$ and data $y_{i}=f\left(x_{i}\right), i=0, \ldots, n$, from a function $f$. We have computed the hyperbolic and polynomial interpolants and compared their interpolation errors. In order to avoid numerical instabilities, we have used double precision arithmetic and degrees $n \leq 15$. Depending on the function $f$, the error in hyperbolic interpolation might be lower or greater. Typically, if the function is close to the space $H_{n}$, in the sense that $\left\|f^{(n+1)}-f^{(n-1)}\right\|_{\infty}$ is small, then hyperbolic interpolants give better results. Figure 1 illustrates this behavior for

$$
f(x)=\exp (1.1 x)-4 \exp (0.8 x)
$$

and $n=5$. The maximum error is 8.122 for the polynomial interpolant and 3.867 for the hyperbolic interpolant.


Figure 1. Polynomial and hyperbolic interpolants for $n=5$ to $\exp (1.1 x)$ $-\exp (0.8 x)$.

We have also tested several interpolants in the spaces

$$
H_{n}(\tau):=\left\langle\cosh (\tau x), \sinh (\tau x), 1, x, x^{2}, \ldots, x^{n-2}\right\rangle
$$

corresponding to different values of $\tau$. Observe that a change of variables $\xi=\tau x$ allows us to reduce an interpolation problem in $H_{n}(\tau)$ to interpolation problems on the space $H_{n}$ with $\tau=1$. We remark that, when $\tau \rightarrow 0$, the hyperbolic interpolant tends to the polynomial interpolant. The hyperbolic interpolants seem to better reproduce some features of the function when the nodes are close to the boundary.

We have solved Hermite interpolation problems with repeated nodes. In our second example, we have taken the function

$$
g(x)=\cos \left(2 \pi x^{2}\right)
$$

degree $n=11$, and the node sequence

$$
(-1.0,-1.0,-0.80,-0.80,-0.60,-0.60,0.60,0.60,0.80,0.80,1.0,1.0)
$$

We remark that each node is repeated twice, and there are no nodes close to the center of the interval $[-1,1]$. This fact leads to large errors in the polynomial interpolant at the center of the interval.


Figure 2. Polynomial and hyperbolic interpolants for $n=11$ to $\cos \left(2 \pi x^{2}\right)$.

We have chosen values of $\tau=1,5,10,15$. In this case, the interpolation error at the center of the interval can be considerably reduced, depending upon the choice of $\tau$ (see Figure 2). The maximum error for
polynomial interpolant $(\tau=0)$ is 3.0765 . The choice of $\tau=1,5,10,15$, leads to maximum errors $3.053,2.593,1.785$ and 1.185 , respectively. We note that a convenient choice of the parameter $\tau$ can improve the approximation properties of the interpolant.
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