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ONE-SIDED L NORM AND
BEST APPROXIMATION IN ONE-SIDED L NORM

C. YANG

ABSTRACT. Let f be a p integrable function on K, a
compact subset of R, and p a o-finite positive measure. For
p > 1, the one-sided LP norm is defined as follows:

1/p 1/p
|f||p—max{(/ IdeM) ; </ flpdu> }
{f>0} {f<0}

We first show that the above definition is indeed a norm
and then study the best approximation in the one-sided LP
norms. Among others, characterization and uniqueness of best
approximation are discussed.

1. The one-sided LP norm. In the classical L' norm, The norm
of a function f(z) equals the sum of the area above the z-axis and area
below the z-axis bounded by f(z). In approximation, this area bounded
by the two functions measures distance between the two functions.
Suppose we prefer a more balanced approximation from above and
below, but still like to use the area as a measure. Then the following
norm, which I call ‘one-sided L' norm,” may be a good choice. The
norm equals the larger one of the above two areas. For example, if
the cost of an error is based more on the larger one of the two areas
than the total area. Also, these one-sided norms are more consistent
with the supremum norm which is the larger one of the deviations from
above and below the z-axis instead of the sum of the deviations. In
[7] this one-sided L! norm and the best approximation in this norm
are studied. In this paper, I introduce ‘one-sided LP norm’ defined
similarly, and discuss the best approximation in the one-sided LP norm.

Let K be a compact subset of R and p a o-finite positive measure.
(It can be easily generalized to a metric space.)

Definition 1. Let f € LY, the set of all real functions whose pth
power is integrable over K. For p > 1, the one-sided L? norm is defined
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as follows:

1.p 1/p
— Pd Pd .
171, maX{</{f>0}|f u) ,</{f<0}|f| u) }

In the following discussion, dy will be omitted in all formulas.

We need first to show that the above definition does define a norm.

Lemma 2. For any nonnegative real numbers a, b, ¢, d, p and g
with (1/p) + (1/q) = 1, the following inequality holds:

al/Ppl/ e 4 HPdta < (g + )P (b4 d)/a.

Proof. For nonnegative real numbers z and z with 0 < z < 1, define
the function f(t), t > 0 as follows:

1+ 2zt
1+2

f(t):(l—i-z)( )z—(1+ztz).

Then

e

Ft)y =01+ z)x(lliz;)“ (1 z Z) gl
(1+2)71 —(1+2)

wfltzfl]'

Since 1+ 2zt > (1 + 2)t when 0 <t < 1,142t < (1+ z)t when t > 1,
and z —1 <0, f'(t) <0for 0 <¢<1and f(t) >0 for t > 1. This
shows that f(t) has a minimal value 0 at ¢ = 1, and thus f(¢) > 0 for
all ¢ > 0.

Letting z = c/a, t = (ad)/(bc) and z = 1/q, we have
()~ (-2) () - 12(2))
o) () () )
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or
145 (a—d>1/q < <1 + 5) <7a * (ad/b)>1/q.
a \ be a a+c
Multiplying both sides by a(b/a)'/4 = a'/Pb'/4, we get

al/Ppt/a 4 Pdta < (a4 €)Y (b + d)V9. O

Theorem 3. For p > 1, the one-sided LP norm defined above is
indeed a norm.

Proof. |[fll, = 0 and [lcfll, = [clllfll, are obvious. Clearly the
norm of f equal 0 implies f is 0. We only need to verify ||f + g||, <
I£llp + [lgllp for any f and g. Let Dy = {f +g > 0} n{f > 0},
Dy ={f+g>0tn{f <0}, Dy = {f+g > 0}n{g > 0}, and
Dy={f+g>0}n{g <0}. Then

/' \f+mpz/’ V+gw+/' 1+ g?
{f+g>0} D1NDs D1ND4

P P
wf e[ i+l
1/p 1/q
([ i) ([ irear)
Di1ND3 D1ND3
1/p 1/q
p p
1/p 1/q
p P
(o) (o)
1/p 1/p
< p P
(L) (Lnlo) ]
1/q
(foo 7 )
1/p 1/q
p p
+ </;1I"ID4 ‘f| > </;10D4f+g| >
1/p 1/q
P P
+ </[)20D3 ‘g| > </DzﬁD3|f+g| >
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1/p 1/q
_ p P
(foon 1) (L7 0)
1/p
(L) (o)
1/p
(Lo lo) (L rar)”
1/p
(L) (L rar)”
1/p /4
P
<([ 1) </Dl|f+g>
1/p 1/q
+</D Ig”> </Df+g|p)
1/p 1/q
< p p
(L) (o)
1/p 1/q
(L) (L)
3 g

The second to the last inequality uses Lemma 2. Divide both sides by

1/q
< / |f+ g”)
{f+g>0}
and get

1/p 1/p 1/p
</{f+g>0}f+g|> S(/Dllf> +(/Ds|g|)

< |1£llp + llgllp-

Similarly we can show

1/p
(/ f+g|”> < 1Flp + gl
{f+g<0}

This proves the theorem. u]

Remark. In the above proof, if (f{f+g>0}|f + gV = ||If +
gllp = Ifllp + llgllp, then all inequalities become equalities. From
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Up, P2+ (U, 9P = gy 1FR)2 + (igngy loP)12, we
can get {f > 0} C {f+9g > 0} and {g > 0} C {f+g > O}
From ([, |f +9IP) "= (f( 450y 1F +9P)/ 9 and (fp, [f +g[P)!/e =
([ prgo0 [f + gIP)V/9, we can get {f +g > 0} C {f > 0} and
{f+9g>0} C{g >0} Thisshows {f +g >0} = {f>0} {g>0}

Finally, from ( f{f+g>0} |f+9l?) l/p f{f>0} |f|p f{g>0} lg|P )
we can get g(z) = ¢y f(z) almost everywhere on {f > 0} ={g > 0} =
{f + g > 0}. Similarly, we can get g(z) = cof(z) almost everywhere

on {f <0} ={g <0} ={f+g <O} if (Ji; yeqy|f + 9" =
(f{f<o} |FIP)/P + (f{g<0} lg|P)/P.

From the definition, the following properties are easy to see:

Theorem 4. Let ||f||Lr denote the regular LP norm of f and ||f||
the supremum norm. Then

11l < 1fllee < V2001l L [[£]lp = [I£]]1,
p—1
and
Tim 17 = 11l
Next we characterize the dual space of L? in the one-sided LP norm.

Theorem 5. Let X be the space of all p integrable functions on K
with the one-sided LP norm. (p > 1). Then X* = L% (1/p+1/q=1)
and for each h € L1, H € X* is defined by

H@z/wmem

1/q 1/q
) ()"
{h>0} {h<0}

Proof. Since (LP)* = L7 is well known in the usual norm and by
Theorem 4 these two norms are equivalent, we need only to verify the
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norm. For any g € L9,

o)l =| [ns| =] [ ho+ [ hg
{h>0}n{g>0} {h>0}n{g<0}

-l-/ hg+/ hg‘
{h<0}n{g>0} {h<0}n{g<0}
Smax{/ hg+/ hg
{h>0}n{g>0} {h<0}n{g<0}
/ hg+/ hg‘}
{h<0}n{g>0} {h>0}N{g<0}
1/p 1/q
<max{( [ ) ([ i)
{h>0}n{g>0} {h>0}n{g>0}
1/p 1/q
(f ) (] )
{h<0}n{g<0} {h<0}n{g<0}
1/p 1/q
o) Ui ™)
{h>0}N{g<0} {h>0}n{g<0}
1/p 1/q
focomion®) Ui ™)}
{h<0}n{g>0} {h<0}n{g>0}
1/q 1/q
< lgllwax{ ([ ) () )
{h>0}n{g>0} {h<0}n{g<0}

1/q 1/q
oo ™) oo ™)
{h>0}N{g<0} {h<0}n{g>0}
1/q 1/q
<tall | ([ ) (f i) .
{r>0} {h<0}

This shows that

i< |(f, |hq)1/q+ (/. w)”‘l].

On the other hand, let h € L? and assume [, [h|? > [¢, gy [R]7.

Define | ) o )
q- T E >0
9(@) = { —c|hi=t z e {h <0},

)




BEST APPROXIMATION IN ONE-SIDED LP NORM 1731

where ¢ = 0 if A > 0 almost everywhere, otherwise choose ¢ > 0 such

that
[ter= [
{g>0} {g<0}

i =| [no|= [ wirsef a
{h>0} {h<0}
1/a 1/p
oo ™) ()
{h>0} {h>0}
1/q 1/p
) ()
{h<0} {h<0}
1/q 1/p
™) ()
{h>0} {g>0}
1/q 1/p
() ()
{h<0} {g<0}
1/q 1/q
~tal|( [ we) e (fme) .
{h>0} {h<0}

This shows that
1/q 1/q
etz ([ we) e (fwe) o
{h>0} {h<0}

2. Best approximation in the one-sided LP norm.

Then

Definition 6. Let LP be the space of all real-valued p integrable
functions with respect to p on K, and let V be a linear subspace of
LP. Let f(x) € LP. A function v € V is called a best approximant to
f from V in the one-sided LP norm, if

[1f =vllp <||f —ullp foralluelV.

This approximation in one-sided LP norm is different from the one
sided approximation in LP norm which studies approximation of a
function from above or below in LP norm.
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In order to establish a characterization theorem of the best approxi-
mation similar to the one in the regular L” norms, we need a charac-
terization theorem independent of norm.

Theorem 7 [4]. Let M be a subspace of a normed linear space X
and f € X\M. X* is the duel space of X. Then v € M is a best
approximant to f from M if and only if there exists H € X*, for which
H(g) =0 forallg € M, [||H||| =1, and H(f —v) = [|f — v]|.

Theorem 8. v € V is a best approzimant to f from V in the one-
sided LP (p > 1) norm if and only if there exist two constants cy > 0
and c_ > 0 such that cy +c_ >0, cy =0 if (f{f_v>0} f—oP)r <

If = llp, e =0 if (Ji5_ oy If = 0PV < [If = vllp, and for any
ueV,

c+/ If — o tu — c_/ |f —vP"tu=0.
{f—v>0} {f-v<0}

Proof. (=). Let v be a best approximant to f from V. By Theorem 5
and Theorem 7 there exists H € (L?)* with H(g) = [ hg and h € L
such that

1/q 1/q
el = ([ ) ([ )=
{h>0} {h<0}

Then

I =vllp= fG=om= [ gewpr [ (o
= /{fv>0}ﬂ{h>o}(f :;)h * /{fv<o}r1w/{h<o}(f ~oh
p q
= </{fv>0}f_v|p> /</{h>0}|hq> )
1/p 1/q
Uit =) U
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1/q 1/q
_ hq hq
<=l (o ) (o)

= ||f*v||p-

All above inequalities must be the equalities. This is only possible when
|h|? = c1|f — v|P almost everywhere, sgn (f — v) = sgn (k) > 0 almost
everywhere on {f —v > 0}, |h|? = ca|f — v|P almost everywhere, and
sgn (f —v) = sgn (h) < 0 almost everywhere on {f — v > 0}. Also, If
either

1/p 1/p
(/ val”> < (/ va”> —11f ol
{f—v<0} {f—v>0}
1/p 1/p
([ ur=ar) < ([ ar=or) T =0s =l
{f—v>0} {f—v<0}

then h(z) = 0 almost everywhere on {f < 0} or on {f > 0} respectively,
because otherwise the last < would be <. So one may let ¢; or ¢y be 0
in these cases. Thus,

oo Jalf@—v@Pt ze{f-v>0}
h(z) {_cz|f(:c)—v(x)lp‘1 ze{f-v=<0}

or

(«<). Define
c1/(e1+c2) _
hz) = 4 T@— @Al @IE" ze{f-v>0}
- —v(z)|P~t z)—v(z)||P~?!
e V@@ @@ g, <oy,

H(u)= [hu=0forallue V,|||H||| =1, and [(f —v)h =] — v||p.
By Theorem 7, v is a best approximant to f from V. u]

It is well known that the approximating set is a convex set in a normed
linear space, and is so for this norm.

Theorem 9. The set of all best approximants to f in the one-sided
LP norm s a convez set.
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Theorem 10. If V contains a function v > 0 almost everywhere,
then for any f and any of its best approrimants v in the one-sided LP
norm,

1/p 1/p
(/ If—vl”> 1 =l = (/ If—vl”> -
{f—v>0} {f—v<o0}

Proof. Let u € V such that u(x) > 0 almost everywhere, and let v be
a best approximant to f from V. Suppose

1/p 1/p
([ r=ok) " =tr=th> ([ ir-or)
{f—v>0} {f—v<0}

Then, for small € > 0,

/ \f—v—sulp</ 1 — .
{f—v—eu>0} {f—v>0}

On the other hand, let

1/p 1/p
5_</ f—v|p> —</ |f—vp>o> > 0.
{f—v>0} {f—-v<0}

There exists an M > 0 such that

p
/ |f_,U|P < <§> )
{u>M} 3

and there exists a 0 < ¢; < 1 such that when 0 < e < ey
(5 p
p < _
[l <(3)
(5 p
[ < (—) -
|F—vl<e} 3

and
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Then, for 0 < € < g9 = min{ey,e1/M}

/ IR e = o
{f—v—eu<0} {f—v<0} {0<f—v<eM}
O A
{u>M}

(5 p
</ va+2(),
{f—v<0} 3
and

1/p
(/ vaﬂ>
{f—v—eu<0}
1/p 1/p
<(/f o) (f eu)
{f—v—eu<0} {f—v—eu<0}

1/p K}
<< |f—v—su|p> + 5
{f—v—eu<0} 3

1/p
</ |f—vp> 46
{f-v<o0}
1/p
< —vlP .
N </{f—v>0}|f v‘ >

If = (w+eu)lly <[If =2l

for small € > 0. m]

A

Hence,

A similar argument leads to:

Theorem 11. If V contains a function u > 0 almost everywhere,
then for each function f which has at least one best approrimant from

V' in the one-sided LP norm, there exists a best approximant, v, such
that

1/p 1/p
([ r=ok)  =tr=ato= ([ ir-or) "
{f—v>0} {f—v<0}
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Theorem 12. Let f € LP be the space of all p integrable functions
on K, andv € V a subspace of LP, p > 1.

1) If”f*UHp = (f{f7v>0} |f*U‘p)1/p > (f{ffv<0} |f*U‘p)1/p; veV
is a best approzimant to f from V in the one-sided LP norm if and only
if v is a best approximant to f from V in LP norm on {f —v > 0}.

2) I 11f~lly = ([ gy L =0V > (fy sy [F =0V P, 0 V
1s a best approzimant to f from V in the one-sided LP norm if and only
if v is a best approzimant to f from V in LP norm on {f —v < 0}.

3) If|If — U||p = (f{ffv>0} If— U‘p)l/p = (f{f7v<0} |f — U‘p)l/p; and
v €V is a best approzimant to f from V in LP norm, then v is a best
approximant to f from V in the one-sided LP norm.

Proof. By replacing f by f — v, we may assume v = 0. For Case 1, 0
is the best approximant to f in the regular LP norm on {f > 0} if and
only if

/ |fP"'u=0 foranyueV
{>0}

which in turn is true if and only if 0 is the best approximant to f in
the one-sided LP norm by Theorem 7. Case 2 is similar to Case 1. For
Case 3, it can be easily seen by the definition of one-sided LP norm. O

Now, let us consider the uniqueness of the best approximation.

Definition 13. Let U be an n dimensional subspace of Cla,b]. U is
called a unicity space of Cla,b] in the one-sided LP norm if for every
function f € Cfa,b], the best approximant to f in the one-sided LP
norm is unique.

Theorem 14. Let U be a subspace of Cla,b]. If either U contains
a function u > 0 almost everywhere, or no nontrivial w € U vanishes
on an interval, then U is a unicity space in the one-sided LP norm for
p>1.
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Proof. Suppose f has two best approximants from V. Without loss
of generality, let v and —v be the two best approximants. Then 0 is
also a best approximant by Theorem 9, and

A lp = If +ollp = Il = vllp-

By the remark following Theorem 3, f 4+ v = ¢ (f — v) almost
everywhereon {f > 0} if || f||, = (f{f>0} |£|P)X/P. Thisleads tov = caf
and v = 0 on {f > 0}. If no nontrivial u € U vanishes on an interval,

it leads to v = 0. If U contains a function v > 0 almost everywhere, by
Theorem 8

1/p 1/p
_ P _ P\
171l = ( /{ L ) ( /{ o )

This also leads to v = 0. O

The following example shows that without the additional condition
in Theorem 13 the subspace U may not be a unicity space.

Example 1. Let [a,b] = [-2, 2],
r —2<x<0
ul(w):{ ,
0 0<x<2
and
0 —2<x<0
ug(z) = w(x—1) 0<z<1

alz—1)(z—-2) 1<z<2,
where a < 0 is determined by
0
/ jz(z — ) uz(w) = 0.
-2
Let U = span {uy,us}. Define

0 -2
f@) = {w(w—4) 0<
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Then cuy(z) is a best approximant to f from U in the one-sided L'
norm for any 0 < c¢ < 1.

It is easy to see that the above result holds for any one-sided LP norm
with a positive weight function w(z), i.e., if we define

1/p 1/p
— p p
171 maX{(/{f>0}w|f|> ,</{f<0}wf|> }

then the conclusions of the above theorems still hold.

Example 2. If Z(U) = {z|u(xz) = 0 for all w € U} contains an open
interval (¢, d), then U is not a unicity space for any one-sided LP norm

with any positive weight function w(z). Choose a nontrivial v € U.
Define f(z) = —|u(z)| for = € [a,b]\[c,d] and f(z) > 0 for x € [c,d]

such that
/[c d

)

w|fIP > 2/w|u|p+1.
]

Then all cu(z), —1 < ¢ < 1, are best approximants to f from U.

Finally, we consider the interpolation property of best approxima-
tions. In [5, 6], I studied the interpolation property of linear projec-
tions. The following result was proved.

Theorem 15. Let V = span{vy,va,... ,v,} be a subspace of Cla,b]
and a projection from Cla,b] onto V is defined by

P(f)Zi(/jMf)”i,

i=1
where hy, ... , h, are n linearly independent Borel measurable functions
satisfying f; hivj = 6;;. Then P(f) interpolates f at n or more points
(whether counting multiplicity or not) for any f € Cla,b] if and only if
V is a weak Chebyshev space defined below.

Definition 16. A function is said to have n sign changes on [a, b], if
there exists n + 1 points a < zg < 1 < --- < z,, < b such that

f(xi,]_)f(ilfi) < 07 i= 1727 B (2
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Let U be an n dimensional subspace of C[a,b]. If every u € U has at
most n — 1 sign changes, then U is called a weak Chebyshev space.

Using these results we have

Theorem 17. IfV is an n dimensional weak Chebyshev space and
a unicity space in best approrimation in the one-sided LP norm, then
the best approzimant to f interpolates f at n or more points for any

f e Cla,b].

Proof. Suppose there exists f which has only k (< n) zeros and 0
is its best approximant. Since V is a weak Chebyshev space, there
exists a nontrivial u V such that sgn(v)sgn(f) > 0. Then for small
¢ >0, ||f —cullp <||f|| which contradicts the uniqueness of the best
approximation. O

Theorem 18. Let V be an n dimensional subspace of Cla,b]. If
the best approximant to f in one-sided LP norm interpolates f at n or
more points for any f € Cla,b], then V is a weak Chebyshev space.

Proof. Suppose V is not a weak Chebyshev space. Let vy,vs,... ,v,
be a basis of V and f; v;v; = 0;;. Define the linear projection

P(f) = 2:; </abvif>vi.

Then, by Theorem 15, there exists an f € Cla,b] with P(f) =0 and f
has fewer than n zeros. Define

o= {lI170 eetrzo)
—c|f|¥@) e {f <0},

where ¢ > 0 is so chosen such that

1/p 1/p
ol = ([ taban) = ([ o)
{g>0} {g<0}
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g has the same number of zeros as f has. Let ¢; = 1 and ¢y = 1/|c[P™ L.
Then, fori=1,...n

01/ lg/P~ v; —02/ lgP~ " v; :/ fvi+/ foi
{g>0} {g<0} {f>0} {f<0}
= /f’Ui =0.

By Theorem 8, 0 is a best approximant to g which has fewer than n
ZEros. i

Under the uniqueness condition Theorems 17 and 18 show the equiv-
alence of U being a weak Chebyshev space and every best approximant
interpolating the function at n or more points. This uniqueness condi-
tion can not be dropped, but I suspect it could be replaced by ‘Z(U)
does not contain an open interval’. I cannot prove it now.
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