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QUOTIENT CATEGORIES AND RINGS OF QUOTIENTS12 

CAROL L. WALKER AND ELBERT A. WALKER 

A Serre class in an abelian category cA is a nonempty subclass <£ of 
<A closed under subobjects, quotient objects, and extensions. The 
importance of such classes stems from the fact that it is for such classes 
S that the quotient category cAIS is defined [4]. Quotient categories 
provide the natural categorical setting for certain considerations. 
(See, for example, [4] and [16].) 

In studying the categories cRlS, with <R the category of (left) R 
modules and <£ a Serre class of J?, the opposite ring R^ of the endo-
morphism ring of R as an object of <R\£ plays a fundamental role. 
The ring R^ has many properties reminiscent of "rings of quotients," 
and R± is examined from this point of view in §2. In particular, each 
of the various generalizations of rings of quotients known to the 
authors is an R^ for a suitable <£, and several examples are given. The 
modules M^ are also discussed, and it is indicated how these objects 
provide a reasonable generalization of rings and modules of quotients. 
This point of view unifies previous generalizations and places them 
in a natural categorical setting. §2 concludes with an examination of 
Rs in the case where R is a commutative Noetherian ring and S is the 
Serre class of modules with essential socles. 

In [3], Gabriel has investigated the quotient categories cRlS, where 
Jt is the category of all (left) modules over a ring R, and S is a Serre 
class closed under arbitrary infinite direct sums (a strongly complete 
Serre class). There is a canonical functor, called the localization 
functor, from <R to <R±, the category of all left modules over Rs. Every 
Rs module is an R module via a natural ring homomorphism <f> : R 
—» R^, cRs fi S (the class of Rs modules which belong to <£ when 
considered as R modules via $) is a Serre class of cR^, and in [3] , a 

Received by the editors November 5, 1970. 
AMS 1970 subject classifications. Primary 16A08; Secondary 18E35. 
irThe work on this paper was partially supported by NSF Grant GP-28379. 
2A version of this paper was submitted to another journal in January, 1964, 

but for various reasons was never published. Although certain of these results 
have subsequently been published by others, the Rocky Mountain Journal of 
Mathematics felt that, because of its overall merit and frequent references to it 
in the literature, this revised version of the paper should appear in its 
entirety —Editor. 

Copyright © 1972 Rocky Mountain Mathematics Consortium 

513 



514 C L . WALKER AND E. A. WALKER 

natural equivalence <R\S —> cRJ(cR^ C\ <£) is established. In particular, 
i f ^ OS = {0 }, cRlS is equivalent to Ji^.. A sufficient condition for this 
to happen is that S?(^) = {/ | RII Ez <£} have a cofinal set of finitely 
generated left ideals and that the localization functor be exact 
[3, Corollaire 2]. In §3, the converse is established (Theorem 3.2), 
and several other equivalent conditions given. It is further shown 
that <R\£ is equivalent to a full subcategory of ^ , and that this sub­
category is an exact subcategory if and only if the localization functor 
is exact (Theorem 3.13). 

If R is a commutative ring, a Serre class !B of Jl is bounded complete 
if it satisfies the condition: R/(0 : ß ) £ ß if and only if BGB. 
Quotient categories JlfB for bounded complete Serre classes !B 
provide a natural setting for the study of quasi-isomorphisms of 
abelian groups [ 16]. Two additional categories are associated with 
^?/!S, the category J / s with objects the objects of <R and with 
Hom^ s(A, B) = Horn ^m(R, HomR(A, B)), and the category Us with 
objects the objects of cR and with Horn D<£(A, B) = Rg ®R HomR(A, B). 
A natural equivalence JfB —» JifE is established in 3.15. There is a 
canonical functor D^ -^ J?l!B, and 3.16 together with 3.2 give several 
equivalent necessary and sufficient conditions for this functor to be 
an equivalence. An immediate corollary of these results is Theorem 
3.1 in [16]. 

Serre classes S of Ji that are closed under arbitrary direct sums are 
in natural one-one correspondence with certain filters of left ideals 
of R, as has been pointed out in [3]. In §1, this phenomenon is 
further investigated, and natural one-one correspondences between 
several kinds of classes of J? and filters of left ideals of R are estab­
lished. The basic reason for these correspondences is that certain 
kinds of classes of R-modules are uniquely determined by the cyclic 
modules they contain, hence uniquely determined by the set of left 
ideals I of R such that RII belongs to that class. The results of §1 
are of special value in §5, which studies concordant and harmonic 
functors. A concordant functor is a left-exact subfunctor of the identity 
functor of an abelian category <-#, and a harmonic functor is a right-
exact quotient functor of the identity functor of cA, Such functors are 
in natural one-one correspondence with certain subclasses of eft (5.10 
and 5.14). In particular, if J{ = <R for some ring R, concordant functors 
are in natural one-one correspondence with filters of left ideals of 
R (5.11), and harmonic functors are in natural one-one correspondence 
with the two-sided ideals of R (5.15). These functors are of interest 
because of the relative homological algebras to which they give rise 
(5.6,5.7). 
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§4 is devoted to the generalization of some of the results of [9]. 
If S is a Serre class of J?, a. module M £ ^ ? i s ^-injective if HomR(B, M) 
—> HomR(A, M) —> 0 is exact whenever 0 —> A —» B is exact and 
BIA G J>. Various concepts in [9] such as "quasi-injective" and 
"closed/' and theorems in [9] about these concepts are extended 
to their natural generalizations of quasi-^-injective and ^-closed. 
Results in [9] are obtained from those in §4 by setting S = <R. I f ? 
is a set of primes, a F-group is an abelian group, every element of 
which has order a product of powers of primes in P. If <P is the class of 
all F-groups, then letting R be the ring of integers and S = <P, the 
results of §4 also yield the principal results in [5]. 

1. Some classes of modules. Let R be a ring with identity and cR 
the category of all unitary left R-modules. This section is concerned 
with the characterization of certain important subclasses of Ji. 

1.1. DEFINITION. A Serre class of cR is a nonempty subclass S of <R 
such that if 

0 -» A - * B - * C - » 0 

is an exact sequence of R modules, then B G S if and only if A and 
C are in <£. Equivalently, S is a nonempty subclass of <R closed under 
submodules, homomorphic images and extensions. 

The importance of Serre classes stems from the fact that it is for 
such classes S that the quotient category <R\£ is defined [4]. It is a 
hopeless task to attempt to characterize all Serre classes for an 
arbitrary ring R. However, there are intimate relations between 
certain types of Serre classes and sets of ideals of R, as Gabriel has 
pointed out in [3]. In investigating this phenomenon further, it is 
profitable to begin by examining classes more general than Serre 
classes. 

1.2. DEFINITION. An additive class of cR is a nonempty subclass 
C of cR that is closed under submodules, homomorphic images and 
finite direct sums. An additive class C is complete if for any C Œ C 
and any index set /, if Q ~ C for all i £ / , then ^ e / Q ^ ^- (This 
sum will be written as ^ C.) An additive class C is strongly com­
plete if C is closed under arbitrary infinite direct sums. 

If R is commutative, it is easy to see that an additive class C is 
complete if and only if A®RCG d for all A £ ^ and CGC 
Another type of complete class which is of interest is the following. 

1.3. DEFINITION. A complete additive class is bounded if it is con­
tained in every complete additive class with the same cyclic modules. 

This terminology is motivated by the fact that nontrivial bounded 
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complete classes of abelian groups are just those complete classes 
whose members are bounded groups. Note that a bounded complete 
additive class is uniquely determined by the cyclic modules it con­
tains. Further, the following lemma asserts that the set of cyclic 
modules of any additive class is the set of cyclic modules of some 
bounded complete additive class. 

1.4. LEMMA. Let d be an additive class of J? and let db be the 
class consisting of those modules that are a submodule of a homo­
morphic image of a finite sum ^"=1 ^ where each Ai = ^ / . Q 
for some cyclic module Q G d, with 1{ arbitrary index sets. Then 
d and db contain the same cyclic modules and db is the smallest 
complete additive class containing all the cyclic modules in d. 

PROOF. It is clear that db and d contain the same cyclic modules, 
and it remains only to show that db is a complete additive class. 
Since a homomorphic image of a submodule of any module M is a 
submodule of a homomorphic image of M, db is closed under sub-
modules and homomorphic images. If B G db, then there is an exact 
sequence 

with B C A and with Â  = ^i« Q where Q is a cyclic module in d. 
For any set I, 

is exact and ^ / ^ ^ X ' ^ Now ^ j S is a module of the form 
described in the lemma, so that ^ j B G db. Similarly, if Bl9 B2 G db 

then BY 0 B2 G db. 

1.5. LEMMA: Let d be an additive class of J?, and let ds be the 
class consisting of those modules that are homomorphic images of 
modules of the form ^ A G A Q > with Cx a cyclic module in d. Then 
ds and d have the same cyclic modules and ds is a strongly complete 
additive class. 

PROOF. Clearly ds and d have the same cyclic modules and ds 

is closed under arbitrary direct sums and homomorphic images. 
Since every module is a homomorphic image of the (external) direct 
sum of the cyclic modules it contains, ds is closed under submodules. 

By 1.5, every additive class determines a strongly complete additive 
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class with the same cyclic modules. But a strongly complete additive 
class is uniquely determined by the cyclic modules it contains. This 
proves 

1.6. PROPOSITION. C —» Cs is a natural one-one correspondence 
between the hounded complete additive classes and the strongly 
complete additive classes of J?. 

Because of the significance of the set of cyclic modules which an 
additive class C contains (in particular, there being a unique bounded 
complete and a unique strongly complete additive class with the 
same set of cyclics as C)y it is natural to ask which sets of cyclic 
modules are the cyclic modules of an additive class. But every cyclic 
module of Jl is of the form RII for some left ideal I of R. Thus the 
question is which sets S3 of left ideals of R are such that {RII \ I G D} 
is the set of cyclic modules for some additive class C 

1.7. LEMMA. Let C he an additive class of J? and let S3(C) = 
{I \ RII G C}. Then 

(a) Every left ideal ofR containing an ideal in S3{ C) is in S3( C). 
(b) / , / G D(d) imply I H J E *?(£). 
(c) IG D(<2), rGR imply I : r E. S?(d) (where I:r= {xGR\ 

xr G I}). 

PROOF. Since C is closed under homomorphic images, (a) holds. 
The map RI(I D J) -H> (fl/I) 0 (RIJ) : x + (I D / ) -> (x + I, x + J) 
is a monomorphism, and (b) follows. The map RI (I : r) —> (Rr + 1)11 
given by x + (I : r) —» xr + J is an isomorphism and (c) follows. 

1.8. DEFINITION. A set D of left ideals of R satisfying (a), (b), and 
(c) above is a. filter of left ideals of R. 

Thus every additive class yields a filter of ideals of R, and every 
filter yields a set of cyclic modules. Such a set of cyclic modules is 
the set of cyclic modules of some additive class, as shown by the 
following lemma. The proof is immediate and thus omitted. 

1.9. LEMMA. Let S he a filter of left ideals of R, and let £( S) = 
{M G ^ ? | 0 ; m G S3- for each m G M}. Then Jì( S3) is a strongly 
complete additive class and {RII | J G D] is the set of cyclic modules 
cf£(V). 

The following theorem is announced by Gabriel in [3]. From the 
previous lemmas its proof is also immediate. 

1.10. THEOREM (GABRIEL). S -» S3(J>) is a natural one-one corre­
spondence between the strongly complete additive classes of Ji and 
the filters of left ideals ofR. The inverse correspondence is S3 -* <£( S3). 
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Because of 1.10 and the one-one correspondence between strongly 
complete additive classes and bounded complete additive classes 
(1.6), there is a one-one correspondence between bounded complete 
additive classes and filters of left ideals of R. To establish this cor­
respondence directly (that is, to get a correspondence for bounded 
complete additive classes similar to the correspondence <£ —> *$(<£) 
for strongly complete additive classes), it is convenient to introduce 
the concept weak annihilator. 

1.11. DEFINITION. Let M G J? and let I be a left ideal of R. An 
element m G M is weakly annihilated by 7 if there exist ru • • -, rn G R 
such that (f i r- i (I : n))m = 0. If every element of M is weakly 
annihilated by Z, then M is weakly annihilated by I and I is a weak 
annihilator of M. 

1.12. LEMMA. Let S? be a filter of left ideals of R and let ß ( &) = 
{M G cR I M is weakly annihilated by some I E 9 } . Then ß ( <?) is 
a bounded complete additive class of <R whose cyclic modules are 
the modules RII with I E 9 . 

PROOF. Clearly !B( Q) is closed under submodules and homomorphic 
images. For B1? B2 G ß ( 9 ) , let Z* be a weak annihilator of Bh 1{ G *?. 
For x G B1? t/ G B2 let rl5 • • *, rm and s1? • • -, sn G R be such that 
( H i l l (li : n))x = 0 and (f)i=i (h - %))y = 0. It may be assumed 
that m = n and r{ = s± Since (Zi : r{) fi (Z2 : r») = (IY H Z2):ri? then 
( f ì r . i (li : n)) n ( n r - i tf2 : '<)) = fìT-i (Ci n Z2) : r,), which annihi­
lates x + y. Hence Zx Pi Z2 weakly annihilates Bi © B2. If B G S ( 9) , 
a similar argument shows that if I weakly annihilates B then Z weakly 
annihilates j£ B for any index set A. 

Now let C be a complete additive class containing the cyclic 
modules of!E( <3), and let ß E ß ( ^9). There is an Z G 9̂ which weakly 
annihilates B. Now ZVZ G !B( D) since (Z : r)(r + I) = 0 for each 
r G R. For r1? • -, rn G R the maps 

R / ( H (/:n)) - î(B/(/:n)) 

withr + n ( I : n ) ^ { r + (Jrr,)}, 
i = l 

and 

R/(Z : r<) -H> RII with r + (/ : r<) -> r^ + I 

are monomorphisms. For any set A, the sum ]£A (R/Z) belongs to £ 
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since RII G ß ( D) (and hence is in C). For b G B, choose ru • • -, rn 

such that ( f i r . i (^ : u))b = 0 and let 4 = HT-i (I : n). Then the 
above remarks show that ^bGß(^lh) i s i n ^- B u t there is an epi-
morphism ^bGßi^lh) —• B since Zfofo = 0. Hence B G ^ , so that 
S ( 9 ) C a. 

Finally, if RIJ G B( <?) then there a r e K £ 9 and 5l9 • * -, sm G R 
such that ( r \ 2 i ( K : * ) ) ( l + J ) = 0, so that P l ^ i (K : *) C / . 
Since HT=i (K : S i ) G 9 then / G 9 . This completes the proof. 

This lemma and the fact that bounded complete additive classes 
are uniquely determined by their cyclic modules yields 

1.13. THEOREM. 9 —**B(D) is a natural one-one correspondence 
between the filters of left ideals of R and the bounded complete 
additive classes of <R. The inverse correspondence is OB -» 9(S) . 

Note that in the notation of 1.4 and 1.5, (S( D))8 = £( 9 ) and 
(<S(9))* = B ( 9 ) . 

If R is commutative the concept of weakly annihilate is equivalent 
to that of annihilate, so that in this case S ( 9 ) = {M G Jt \ IM = 0 
for some / G 9 } . 

There is a third type of additive class which is of interest, namely 
those additive classes that are the smallest additive class containing 
the cyclics in them. There is a one-one correspondence between filters 
and them too, and given a filter 9 , the class of modules that are sub-
modules of homomorphic images of modules of the form ^ £ = 1 (Rlh), 
Ik G 9 , is the smallest additive class containing the cyclics RII with 
I G 9 . There does not seem to be a way to describe these classes 
purely in terms of annihilators. In fact the example of the additive 
class of finite abelian groups defies description in this way. 

Let 9 be a filter of left ideals of R. In [3] Gabriel has stated neces­
sary and sufficient conditions on S3- such that <£( S3) is a Serre class. 
Here different (but equivalent, and perhaps simpler) such conditions 
will be given, and the corresponding problem for !B( S3) will be con­
sidered. 

A filter S3 is multiplicative if I, J G S3 implies IJ G S3 (where 
IJ is the left ideal of <R generated by the products xy with x G I and 

ye/). 
1.14. LEMMA. If C is a complete Serre class of cR, then S3(d) is a 

multiplicative filter. 

PROOF. L e t / , / G S3(d). The exact sequence 

0-+JIIJ^RIIJ^RIJ-*0 
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shows that IJ G 9(<2) if//// G C. To get / / / / G C, define, for each 

fj-.R^JIIJ-.r^rj+IJ. 

Then Ker J§ D Z so jÇ induces an epimorphism fj : ZÎ/Z —> 
(fi,- + / / ) / / / . Now fi/Z G £ so £ , e i (Rll) G £, and the (external) 
direct sum 2 j G / (R/ 4- / / ) / / / is in £. But there is a natural epi­
morphism S i e ; («/ + IJ)HJ "* //*/> whence/ / / / G £. 

1.15. LEMMA. Le£ D be a multiplicative filter and suppose R is 
commutative. Then$B( <?) is a bounded complete Serre class. 

PROOF. By 1.12 it suffices to show that if 

0 -» A -» B - • C -> 0 

is exact with A, C G®( <?) then B G»S( Q). Assuming A , C £ ß ( Q), 
there are ideals I, J Ç£ Q such that /A = 0 and JC = 0, fi being com­
mutative. But then (IJ)B = 0, whence BG!B( D). 

From 1.13,1.14 and 1.15 results 

1.16. THEOREM. Let R be commutative. Then D^>!B(*2) is a 
natural one-one correspondence between the multiplicative filters of 
left ideals of R and the bounded complete Serre classes of <R. The 
inverse of this correspondence is <B -» *?(ß). 

For noncommutative rings fi, necessary and sufficient conditions on 
*? are not known such that D —» !B( D) is one-one between those 
filters and bounded complete Serre classes of J?. The following 
proposition gives a necessary condition, however. 

1.17. PROPOSITION. If C is a complete Serre class, then I G O(C) 
if and only if there is a J E. Q(£) such that (Z + / ) / / is weakly 
annihilated by an ideal K G ^ ( ^ ) . 

PROOF. Since !B(D(d)) is the smallest complete additive class 
containing the cyclics fi/Z with / G D(C), S ( V(C)) C C. If (Z + / ) / / 
is weakly annihilated by K G D(<2) then (I + / ) / / £ B ( 9 ( ^ ) ) and 
hence in C. Also RI(I + / ) G C since / G 5?(£), so the exact se­
quence 

0 -* (Z + / ) / / -+RII-*RI(I + J)-+0 

yields fi/Z G C, and I G D(C). 
If Z G <?(£) l e t / = I, K = fi and the condition is satisfied. 
Call a filter 9 weakly complete if Z G ^ whenever there is a 

/ G S? such that (Z + / ) / / is weakly annihilated by some K G 9 . 
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Then it is easy to see that D weakly complete implies D is multi­
plicative. Furthermore, if R is commutative, it follows from 1.15 
and 1.17 that S? is weakly complete if and only if S? is multiplicative. 
Also 1.17 says that if C is a complete additive class then *?(£) is 
weakly complete. 

Call a filter D strongly complete if / G <D whenever there is a 
/ G S? such that I : j £ Q for allj G / . 

1.18. LEMMA. A filter D is strongly complete if and only if J>( D) 
is a strongly complete Serre class. 

PROOF. Suppose S? is strongly complete, and 

0 - * A - i £ 4 > C - > 0 

is exact with A, C G <£( S3-). For b G B, there is a / G 9 such that 
Jg(&) = 0 = g(Jb). Thus / b C /(A). Let 7 be the annihilator of b. 
Then I : j is the annihilator of jb for j G / , and since RI (I :j) — Rjb G 
<£( <?), then I : j G S(*£( <?)) = D. Now 7 : j G S? for all j G / implies 
7 G D. It follows that B G i ( 9 ) and that <=£( <?) is a strongly complete 
Serre class. 

Suppose £( D) is a strongly complete Serre class, that / G D and 
that / : j 6 9 for all J Ë / . Now RI(I :j) ^ (Rj + 1)11 via x + 
7 : j -* */ + 7, so that (Rj + 7)/7 G <£( &) for all j G / . Thus the 
external direct sum ^jej ((Rj + /)//) G <=£( 9) . An epimorphic image 
of this sum is (J + 7)/7, whence (J + 7)/7 G J>( Q). The exact sequence 

0 -+ (J + 7)/7 -* RII -> 7î/(/ + 7) -» 0 

yields 7?/7 G <£( S?) and / E 9 . 
From 1.10 and 1.18 follows 

1.19. THEOREM (GABRIEL). Q -+ J>(D) is a natural one-one corre­
spondence between the strongly complete filters of R and the strongly 
complete Serre classes of cR. 

When R is a commutative ring, the filters which arise in the fol­
lowing way will be of special interest. 

1.20. PROPOSITION. Let R be a commutative ring and P a prime 
ideal of R. Then *3P = { 7 C R | 7 ( J l P } is a strongly complete and 
multiplicative filter. 

PROOF. DP is clearly a filter, and is multiplicative. Suppose 
7 : j G Dp for all j G / , with / G DP. Let j G / with j $ P and 
xEI-.j with x $ P. Then xj G 7 but xj $ P, so that 7 (JI P. Thus 
7 G 3p, and ^?P is strongly complete. 
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Attention is now turned briefly to the case where R is Noetherian. 

1.21. LEMMA. Let Rbea ring and S a Serre class of' Jt. If &(<£) con­
tains a cofinal set of finitely generated ideals, then &(<£) is a multi­
plicative filter. 

PROOF. Let I, J G *?(<=£). There is a finitely generated K G ^(^>) 
with K C / . Let j l 9 • • -, j n generate K, and let L = K + IJ. Then 
L G Q(£), {ji + IJ}i generates LIIJ and the maps 

fi'.RII-» (Rji + ! / ) / ! / with * + / - » # + 7/ 

are epimorphisms. Hence there is an epimorphism ^"=1 (RII) —> 
L/7/. But 5ir=i (fl/I)G<£, whence L/7/G < .̂ The exact sequence 

0 -» IVI/ -+RIIJ -+R1L-+0 

shows that 7 / G <?(<£). 

1.22. PROPOSITION. If R is a commutative Noetherian ring then a 
filter D of R is multiplicative if and only if it is strongly complete. 

PROOF. If 9 is strongly complete, *? = *?(<£(*?)) is multiplicative 
by 1.21. 

Suppose S3 is multiplicative and 

0 - * A-4 B 4 C - * 0 

is exact with A, C £ ^ ( <?). For b G B, there is a / G ^ such that 
jg(h) = 0 = g(/b). Thus /fc C f(A). Let j A • • -, jnb generate Jb. 
There exist Ii9 • • • , I B £ 9 such that I^fe = 0. Thus (Hr=i *<)/& 
= 0. Now 7 = Cii=i h G 3 so / / G Q, whence ß £ i ( S?) and 
<£( D) is a strongly complete Serre class. Since *&(<£( S?)) = S?, ^ is 
strongly complete by 1.18. 

Of course one can give an easy direct (purely ring theoretic) proof 
of 1.22. 

1.23. COROLLARY. Let R be a commutative Noetherian ring. Then 
for any Serre class J> of J?, there is a bounded complete and a strongly 
complete Serre class with the same cyclic modules as J>. Further, a 
set S of cyclic modules is the set of cyclic modules of a Serre class of 
cR if and only if {I | RI I G S} is a multiplicative filter ofR. 

1.24. PROPOSITION. Let Rbe a commutative Noetherian ring and *D 
a strongly complete filter of ideals ofR. Then 

V= H VP and <£(<?)= PI £(*P) 
P prime; P $ D P prime; P $ D 

where DP = {I C R | 7 Cf P}. 
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PROOF. Let <P = {P | P is a prime ideal of R and P $ S3}. Clearly 
S3 C flpe*> S3P. Let J G P lpe^ S3P and let I = Qx H • • • fi Ç>n 

be a representation of / as the intersection of primary ideals. Now 
I C Pi = V Q so Fi E S3, i = 1, • • -, n, but for some integer k, 
P / Pi • • • Pi Pn* C Z so Z G S3 since P<* G S3 by 1.22. The equality 
<^(S3) = H p e ^ <=£( S3P) follows easily since both sides are strongly 
complete Serre classes, so are completely determined by the cyclics 
in them by 1.19. 

Of the filters of ideals in a ring, the maximal ones, namely the ultra-
filters, should be of some special significance. A characterization of 
such filters would seem to be worthwhile, but it is probably very 
difficult. For commutative Noetherian rings a characterization of the 
maximal multiplicative (equivalently, maximal strongly complete) 
filters follows. 

1.25. LEMMA. Let S? be a maximal multiplicative filter of a com­
mutative ring R. Then I (£ S3 if and only if there is a J G S3 and an 
integer n > 0 such that InJ = 0. 

PROOF. If for every n > 0 and / G S ? , InJ ^ 0, then the ideals 
containing an ideal of the form InJ form a multiplicative filter, include 
IlR= I and the ideals of 9 , and do not include 0. The other implica­
tion is obvious. 

1.26. LEMMA. Let S3 be a maximal multiplicative filter of the 
commutative ring R, and suppose P is a prime ideal of R such that 
P $ D. Then 

(a) Pisa minimal prime ideal of R. 
(b) 9 = {/ |zc|: F}. 

PROOF. Suppose Ç C P, Q prime. Then there is a / G S3 and an 
integer n > 0 such that PnJ = 0 C C . Since / Cf Q and Q is prime, 
P C Ç. Hence P = Ç and P is a minimal prime, proving (a). 

Note that S3 C {/ | / CJI P} since P <f S3. But J, / <f P implies 
/ / (f P. It is easily seen that {I \ I (f P} is a multiplicative filter, and 
(b) follows. 

1.27. LEMMA. Let P be a prime ideal of the commutative ring R. 
Suppose there is an ideal I (f P and an integer n > 0 such that 
PnI = 0. Then S3 = {/ | / Cf P} is a maximal multiplicative filter. 

PROOF. Clearly S3 is a proper multiplicative filter. Any bigger 
multiplicative filter would contain P and hence would contain PnI = 
0. Thus S3 is as asserted. 
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1.28. LEMMA. Let R be a commutative Noetherian ring and P 
a minimal prime ideal of R. Then there is an ideal I (f F and an 
integer n > 0 such that Pnl = 0. 

PROOF. The ideal P is an isolated prime of the 0 ideal. If P is the 
only minimal prime, then F is nilpotent and one may take I = R. 
Otherwise, let P = Pl? P2, ' ' *, Fn be the associated prime ideals of 
0. Now 0 = Ci PI • • • Pi Qn with Pi = VQi. There is an m > 0 
such that Pim C Q{ for all i. Hence Pl

mP2
m • • • Fn

m C P^ Pi F2
m D 

• • • n P n
m = 0 . Now if 1= F2

m • • • Pn
m C FX then PiCPl= P 

for some i > 1. Thus Z Cf F and FmZ = 0. 

1.29. THEOREM. Let R be a commutative Noetherian ring, and let 
F1? • - -, Pn be the minimal prime ideals of R. Then Pi —> Di = 
{111 (f Fj} is a one-one correspondence between the minimal primes 
ofR and the maximal multiplicative filters ofR. 

PROOF. If D is a maximal multiplicative filter of R and contains all 
the prime ideals of R then 0 = Fx

m • • • Fn
m for some m implies 

0 G 9 which is impossible. Thus there is a prime ideal F £jï ^?, it 
is minimal by 1.26(a), and 1.26(b) says that ^ = {I \ I CJI F}. Now 
1.27 and 1.28 complete the proof. 

2. Rings and modules of quotients. Rings of quotients, modules of 
quotients and the generalizations of these which have appeared nearly 
all have been or can be interpreted as direct limits of certain groups 
of homomorphisms. Most of these direct limits can be identified 
with endomorphism rings or homomorphism groups in an appropriate 
quotient category. Several examples will be given to illustrate this 
connection after a brief discussion of quotient categories and relevant 
maps. 

Let Ji denote the category of left R modules, and let <£ be a Serre 
class of cR. The ring of endomorphisms of R in the quotient category 
*/?/<£ is 

lim HomR(Z, R/S). 
—» 

RJI,S G Jb 

Let R^ denote the opposite ring of this ring of endomorphisms. 
There is a natural ring homomorphism HomR(R, R) —>- H o m ^ ( R , R), 
inducing for the opposite rings a ring homomorphism R -+ R^, which 
will be denoted throughout this paper by <f>. 

For M,NGJ?, 

H o m ^ ( N , M) = Hm HomR(N', MIM'). 
NIN'M' G^» 
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The elements of this group are equivalence classes of maps, and the 
equivalence class of a map / will be denoted by [ / ] . The 
natural bilinear map 

H o m ^ (R, R) X H o m ^ (R, M) -* Horn ^ (R, M) 

makes the group Horn ^ (R, M) into a right module over 
Horn V/^(R?R), and hence into a left module over R^. This left 
R^-module will be denoted by Ms. Via the ring homomorphism 
<f) : R —» Rs, Ms is also a left R-module. (In the case S is strongly 
complete, M^ coincides with MD for D= {IG R\ R/IG <£}, as 
defined in[ l , p. 159].) 

Homomorphisms M —» Ms are obtained as follows. For M G ^ , each 
m G M determines an R-homomorphism m : R —> M : r —» rra, and 
hence the element [m] of M^. The map $ M : M —» M^ : m —> [m] is 
an R-homomorphism, and for M = Ry <f>R = <f> as defined 
above. 

Let S be a multiplicative subset of the center of a ring R. Then 
V(S) = {/ C R 11 is a left ideal of <R and Rs C I for some s E S} 
is a strongly complete filter. Let S = J>( ^(S)). The ring of quotients 
Rs can be identified with the ring R^ under the map Rs -» R^ : r/x 
- * [ / ] , where f : Rx -* R/(0 : x)r by the rule f(yx) = yr + 
(0 : x)r. Under this identification, the usual map R -> Rs becomes 
<f>:R-»R^. 

The extended centralizer of a ring R over a module M as defined by 
R. E. Johnson in [6] can be identified with 

lim HomR(M',M) 

where < t̂* is the set of essential submodules of M. In particular, if 
R has zero left singular ideal the left regular quotient ring of R is 

lim HomR(Z, R) 

where cR* denotes the set of essential left ideals of R. Assume no 
nonzero elements of R or M are annihilated by an essential left ideal. 
Then J?* is a strongly complete filter and the extended centralizer of 
R over M is the ring of endomorphisms of M in the quotient category 
J?l£(cR*). In particular, the left regular quotient ring of R is R ^ * ) . 

The left maximal quotient ring of a ring R given by Y. Utumi [ 14] 
can be identified with 

lim HomR(I, R) 
/ E R * 
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where_KA is the set of left ideals I of R such that HomR(RII, R) = 0 
(with R denoting an injective envelope of R). 

G. D. Findlay and J. Lambek [2] discuss rational extensions of 
modules. A rational extension of a module M can be identified with a 
unique submodule of 

lim HomR(Z, M) 
lGM(R) 

where M(R) denotes the set of left ideals I of R for which 
HomR(RII9 M) = 0 (with M denoting an injective envelope of M). 
The direct limit itself yields a maximal rational extension of M. Now 
M(R) and R* = R(R) are strongly complete filters of left ideals, 
R ^R^ is the left maximal quotient ring of Y. Utumi [ 14], and 
M^(M(R)) is the maximal rational extension of M of G. D. Findlay 
and J. Lambek [2]. 

For any commutative ring R, a prime ideal F determines a strongly 
complete filter DP = {111 (f F}. This is the same filter as that 
determined by the multiplicative set R\P. F. Richman [13] defines a 
ring of quotients of an integral domain R to be any subring S of the field 
of quotients Q of R which contains R and which is flat as an R module. 
He has shown that such rings are necessarily of the form S = f \ RP 

for some set of prime ideals F of R. That such rings S are of the form 
R^ for suitable S is a consequence of the fact that RP = R^(DP) and 
2.1(b) below. 

2.1. THEOREM. Let R be an integral domain with field of quotients 
Q. Let <Sk(\ G A) be strongly complete Serre classes of J?, and set 
S = PIXGA^X- Then 

(a) R^= {qGÇ\IqC Rfor some I G V(<S)}, 
(b) R, = nA G AB^. 
PROOF. Since S is strongly complete, (a) follows from the facts that 

RJR G S and QÌRS has no nonzero submodules in <£. 
Since S C J>K for each A, Rs C R^x and thus Rs C HXGA RJ>X- ^ 

q G f \ e A ^ > the*1 f° r e a c n ^ there is an /> G ^ (^ x ) such that 
IKqCR. But 2 x e A (49) = (Ex E A 4)9 d fi and £ X 6 A JX G S. 
Thus g G R^, and (b) follows. 

Now if R is an integral domain and R C S C Q, S is a generalized 
quotient ring of R in the sense of Richman if and only if S = ß ^ ^ ) 
where V = f]p wime; SP*S ^P and RMD)4>(P) = RMD) for all primes 
P G 9 (see [13, Theorem 1]). (The Serre classes <£ for which 
R^4>(I) = R^ for all I G D are studied further in §3.) 

Let D= ^ ( ^ ) = {I£R\RIIG£} be the filter of left ideals 
associated with a Serre class <£, and for M G cR let 53M = {ac G M | 
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0 ; x G 9 } , It is easy to show that DM is a submodule of M, DM is 
generated by the set of submodules of M that belong to <£, and DM = 
{x G M I Rx G <£} = Ker</>M. (Some of this is included in [1, Exercise 
19b, p. 159], in the case <£ is strongly complete.) Note that, if S is 
not strongly complete, DM is not necessarily in <£. Every finitely 
generated submodule of DM does, however, belong to J>. An R 
module M will be called J>-free if DM = 0, or equivalently, if <j)M is 
a monomorphism. 

The kernel of <\>M is described above. The following two propositions 
concern the image and cokernel of <£M. 

2.2. PROPOSITION. If H o m ^ ( R , DM) = 0, then the image of <f>M 

is an essential R submodule ofM^. 

PROOF. Suppose Horn ^ ( R , DM) = 0. Let / : 7 -> MIM' 
represent a nonzero element of Ms. From the homomorphism 
HornA>IJ>(R, DM) -> Hom.v/JS(R, M) = M^, it follows that f(I) (f 
DMIM'. Thus there is an i G I with f(i) = m + M' , m $ DM = 
Ker 0M . Now *{/] = <*>(*)[/] = [ / ° ï ] , and fo'\x)=f{xi) 
= xm+ M' = m(x) + M' for x G R Thus i [ / ] = |râ] = 
<£M(W) 7̂  0, and it follows that <f>M(M) is essential in M^. 

The hypothesis of 2.2 is satisfied for all M G cR in many important 
cases. It is satisfied, for example, if S is strongly complete or if D{£) 
has a cofinal set of finitely generated ideals. 

2.3. PROPOSITION. ¥ or each M G cR, D(Coker<f>M) = Coker<J>M. 

PROOF. Let [/] G M^, f : I -> M/N with I G 9 =_?(<£) 
and N E i , Let i G I and f(i) = m + N. For r £ f i , /(t(r)) = 
f(ri) = rf(i) — rm + N = ra(r) + N, and since (if)(r) = f(i(r)), 
i[f] = TO [f] = [ $ = M = <l>M(m)Œ<f>M(M). Thus / [ / ] C 
<f>M(M), and / ( [ / ] + 0M(M)) = 0 with IG D implies [f] + 0M(M) 
G D(MJ<f>M(M)) = ^(Coker <£M). The proposition follows. 

Note that if S is strongly complete then Ker <f>M and Coker $ M are 
in J>, whence <f>M induces an isomorphism between M and M^ in the 
category JïlJ>. 

When <£ is strongly complete, Ms can be obtained by a different 
method. Let E be an injective envelope of M ' = Ml DM. By 2.2 it 
may be assumed that M^ C E. Then M /̂Af ' = D(EIM') [3, Proposi­
tion 4, p. 413]. Note that D(EIM^) = 0 in this case. 

Let M and A C B_be R modules. The set of left ideals M(R) = 
{I C R | HomR(R/f, M) = 0} is a strongly complete filter, and 
S G <S(M(R)) if and only if HomR(S, M) = 0. The symbol A ^ B(Af ) 
of [2] translates to BIA G <5(M(R)). G. D. Findlay and J. Lambek 
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call M rationally complete if every homomorphism A ^> M can be ex­
tended to a homomorphism B —> M, whenever B/A G <£ = S(M(R)). 
They show this to be equivalent to the property that M has no proper 
rational extension [2, Theorem 4.1], i.e., Extß^S, M) = 0 for all 
S E i . In light of the characterization of rational extensions men­
tioned earlier, this is equivalent to $M : M —> M^(M(R)) being an iso­
morphism. The following proposition shows that the modules Ms 

satisfy similar completeness properties when <£ is any strongly com­
plete Serre class, assuming that Ker $ M = 0. Note that in the setting 
above, </>M : M —» M^(M(R)) always has zero kernel. 

2.4. PROPOSITION. IfJiisa strongly complete Serre class in Jt, and 
M an R module, then 

(a) (i)-(iv) are equivalent. 
(i) ExtR

l(S, M) = 0 for all S G i . 
(ii) Hom(B, M) —> Hom(A? M) —» 0 is exact whenever A C B and 

BIA G S. 
(iii) Hom(R, M) -> Hom(7LM) - • 0 is exact for all I G D(<£). 
(iv) D(MIM) = 0, where M is an injective envelope ofM. 
(b) If M = A^ for some R module A then </>M : M —» M^ is an iso­

morphism and the conditions (i)-(iv) above hold for M. 
(c) If Ker<f>M = 0 and any of the conditions (i)-(iv) above hold, 

then <f>M is an isomorphism. 

PROOF. That (i) implies (ii) follows from the exact sequence 

Hom(B, M) -> Hom(A, M) -» Extl(BIA, M). 

Condition (iii) is a special case of (ii). Assume (iii) holds and let 
x G M such that x + M G D(MIM). Then 1 = { r £ R | a £ M } 
belongs to D, and the homomorphism / : I —» M : i —> ix can be 
extended to a homomorphism / : R —» M. Let m = / ( l ) . Then 
J(x — ra) = 0, and K(x — m) fi M = J(x — m) H M = 0, implying 
x — m = 0 since M is essential in M. Thus x G M and D(MIM) = 0. 

Assume (iv) holds. The exact sequence 

0 -+ M -+ M -+ MIM -» 0 

yields the exact sequence 

Hom(S, MIM) = 0 -H> Ext^S, M) -H> Ext^S, M) = 0 

soExt1(S,M) = O f o r S G ^ . 
Assume M = A^ with S strongly complete. Then D(AI DA) = 0 and 

AIDA an essential submodule of A^ imply DA^ = 0. Thus 
Ker (f>M = 0. Let E be an injective envelope of Al DA. Then 
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A / ^ A C A ^ C E so E is also an injective envelope of A^, i.e., 
E=M. Thus D(MIM)= <?(E/A,) = 0, and Cok <f>M C D(MIM) 
implies Cok(f>M = 0. Thus <f>M is an isomorphism, and since D(MIM) 
= 0, (i)-(iv) hold for M. 

Assume Ker<£M = 0 and (ii) holds for M. Since Cok<£M G S, the 
sequence 

Hom(M^, M) -* Hom(M, M) -> 0 

must be exact, implying Im<£M is a summand of Ms. Since it is also 
an essential submodule of M^, I m $ M must be equal to Ms, hence 
<j>M is an isomorphism. 

If <£ is not a strongly complete Serre class the modules Ms may not 
be complete in the sense described above. However certain homo-
morphisms can always be extended. 

2.5. PROPOSITION. Let <£ be any Serre class of J?. If I G D(£) and 
M G cR with f : I —> M an R-homomorphism, then there exists an 
R-homomorphism g : R —» Ms such that the diagram 

I *M 

g * 
R 2L—•Af^. 

commutes (with I -+ R the inclusion map). 

PROOF. The map g : R —» M^ : r —» r[f] is an R-homomorphism, 
and for i G I, g(t) = <M/(*))-

The following proposition describes the group of extensions of a 
module A by a cyclic RI I £ i as a subgroup of the cokernel of <f>A. 
For an R module M and a left ideal I, let M [I] denote the subgroup 
of M annihilated by J, i.e., M[I\ = {x G M | Ix = 0}. 

« 2.6. PROPOSITION. Le£ S be a Serre class of J? and AG. J? with 
DA = 0. Then for each I G D(S\ 

ExtR*(m, A ) - (A^A(A))[7] = (Coker4>A)[Z]. 

PROOF. In the commutative diagram 

0 -» HomR(K, A) -* HomR(7, A) -* Ex t^ f l / I , A) -> 0 

0 

$A 
A —> Horn ^ ( R , A) = A .̂ 
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with exact rows, 6 is a monomorphism, and it suffices to show that 
(Im e)l<t>A(A) = (AJ<I>A(A)}[I]. Let [f] Glm 0, f : I-* A For 
iEl^rGR, (fi)(r) = f(i(r)) = f(ri) = rf(i) = f(i)(r), so i[f] = [fi] 
= [ffl] = * A ( / ( 0 ) É MA). Thus I(Im 6) C *A(A). Now let x G A, 
with Ix C 0A(A) and define g : I —> A : i —» ^ A _ 1 ( ^ ) - Then for f G 7, 
*[g] = 0A(g(*)) = ^ s o ^([g] — x) = 0. Since ^(A^) = 0, this implies 
x = [g] = 0(g) and the proposition follows. 

2.7. THEOREM. Le£ ft be an integral domain and S a strongly com­
plete Serre class of cR. If ft is integrally closed then R^ is integrally 
closed. 

PROOF. Suppose xn + sn_lx
n~i + • • • + sYx + s0 = 0 with s{ G R^ 

and x G Ç (Q is the field of quotients of ft). There is an I G ^ ( ^ ) 
such that hi C ft for i = 0, • • -, n - 1, by 2.3. Let y G I. Then 
(y*)n + (*n-i!/)(!/*)n~I + ' ' * + siyn~{(yx) + !/n*o = ° with sn_ky

k 

G ft. Since ft is integrally closed, yx G ft, and hence Ix C ft. This 
means that x G ft^, and so ft^ is integrally closed. 

For an integral domain ft, let ft' be its integral closure. It is easy 
to see that for any strongly complete Serre class S of */?, (RJ) ' C (ft')^, 
though equality does not seem to hold in general. However, 
((RJi)

,h = (R'h, which by 2.7 is integrally closed. 
The socle of an ft module is the submodule generated by the simple 

submodules. If M is a maximal ideal in ft, the M-socle of an ft module 
is the submodule generated by the simple submodules isomorphic to 
RIM. If ft is a commutative Noetherian ring and S is the socle of an 
ft module A, then S decomposes uniquely into the direct sum ^ S M 

of its M-socles SM. Furthermore, S and SM have unique maximal 
essential extensions E and EM in A, and E = ^ EM [ 12]. Thus a 
natural definition of a "torsion" module over a commutative Noetherian 
ring is one whose socle is essential, and this class will now be examined. 

2.8. THEOREM. Let Rbe a commutative Noetherian ring and let Ü 
be the class of ft modules whose socles are essential. Then U is a 
strongly complete Serre class. Moreover U(U)= Cipe&Qp, where 
& is the set of prime ideals which are not maximal ideals, and is the 
smallest multiplicative {strongly complete) filter containing the maxi­
mal ideals of ft. 

PROOF. Observe that an ideal Z of ft contains a product of maximal 
ideals if and only if every prime ideal containing I is maximal. The 
set "D of such ideals is clearly 0 { QP \ P is prime and not maximal}, 
which is strongly complete (and multiplicative). Now T £ ^ ( 9 ) if 
and only if for t G T, 0 : t G D. Thus TG<£(V) if and only if T G U 
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[12, Theorem 1]. Hence D is a strongly complete Serre class, and 
D( U ) = D(<S( 9)) = D is as described in the theorem. 

2.9. COROLLARY. Let R be a commutative Noetherian ring, A an 
R module, At the maximum essential extension in A of the socle of A, 
E an injective envelope of A' = AIAt, and U the Serre class of left 
R modules with essential socles. Then 

A0IA' = {EIA')t, 

i.e., the cokernel of <f>A is the maximum essential extension in EIA ' 
of the socle of EIA '. 

2.10. COROLLARY. Let Rbe a commutative Noetherian domain with 
field of quotients Q, and let U be the Serre class of modules with 
essential socles. Then RDIRis the maximum essential extension of the 
socle ofQIR. 

Let R be a commutative Noetherian ring, M a maximal ideal of R, 
and OM the class of R modules whose M-socle is essential. Then O M 

is a strongly complete Serre class of cR and ^ ( ^ M ) = Opprime;? *M ^ P 
is the smallest multiplicative filter containing M. Statements anal­
ogous to the corollaries above, with *J replaced by O M, are also 
valid. Further, ADIA' = ^M((A')OJA')9 where M ranges over all 
maximal ideals of R and A ' = AJA^. In particular, if R is an integral 
domain with field of quotients Q, and RÖIR= ^MTMIR is the 
unique primary decomposition of (QIR)t, then TM is a subring of Ç 
and TM = ROM . 

3. Quotient categories. In significant cases, when <£ is a strongly 
complete Serre class in <R, the quotient category J^IS is equivalent to 
the category of all modules over the ring Rs [3, Corollaire 2, p. 414]. 
This phenomenon will be examined closer, and then attention will be 
turned to quotient categories cRl!B with !B bounded complete. First, 
however, some canonical functors are studied in a more general setting. 

Let <£ be any Serre class of Ji. The canonical exact functor from Ji 
to <RIS will be denoted by F. (See [3] or [16] for the missing defini­
tions. Also the terminology and notation of §2 will be used freely.) 
Let cRs denote the category of all left R^ modules. There is a canonical 
functor L'.cR-*<R± given by L(M) = M^ = Horn ^ (R, M). This 
functor is called the localizing functor, and is clearly covariant, addi­
tive and left exact. 

3.1. LEMMA. If J> is a Serre class of\R and 9(<5) had a cofinal set 
of finitely generated ideals, then L : <R —» <R± commutes with direct 
sums. 
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PROOF. Let [f] G ( £ M J , = H o m ^ ( R , £ MJ. Then 
/ : I —> (^Ma)IS where RI I, S G ^ , and it may be assumed that I 
is finitely generated. Hence there exist a l5 • • -, c^ such that / ( I ) C 
( E"«i M«< + SVS- N o w / educes maps fi: I -H> MaJ(Mai D S), 
and hence yields an element S»"=i ifii °f X« Hom^/^ (R, MJ 
= ^ a ( M j ^ . The map [/] —>^i[fi\ is the inverse of the 
natural map ^ a Horn ^m ( R, Ma) -> Horn ̂  ( R, ^ a MJ which 
always exists. 

There is another functor T : cR —» ^ which is of interest. The ring 
R^ is a right R module with xr = x<j>(r) for x G R^ and r G R, and for 
M E ^ ? , R^ ®R M is a left R module with r(x ® m) = (<f>(r)x) <8> ra. 
Let T(MJ = R^ <8>R M, and for f:M ^>W, T(f) = 1 <8> /. 
There is a natural transformation 0 : T —>• L given by 6M : R^ ®RM 
—> Ms where for x G R^, m G M, 0M(x ® m) = x$(ra) G M^. 

3.2. THEOREM. L#£ S be a Serre class of cR. The following are 
equivalent'. 

(a) The localization functor L is exact and *?(<S) has a cofinal set 
of finitely generated left ideals. 

(b) The natural transformation 6 : T —> Lis an equivalence. 
(c) R ^ ( / ) = R^ for all I G &(<£). 
(d) ^ PI ^ = 0. 

PROOF. Assume (a). By the lemma above, L commutes with direct 
sums. Since L is also exact, by [3, Proposition 1 bis, p. 404] L has an 
adjoint L* : ^ -* <A. Then for A G ^ , L*(A) « HomR(R, L*(A)) 
« Horn«^(L(R), A), and for M G *#, HomÄ (X(M), A) « 
HomR(M, L*(A)) « HomR(M, HomR^ (R^, A)) « HomR(R^ ®R M, A). 
The isomorphisms are all natural, whence L is equivalent to the 
functor M ^> R^ ®R M. This equivalence is in fact the transformation 
0. Thus (a) implies (b). 

Assume (b). Then (c) follows from the diagram 

0 
Î 

0 -» R,<f>(I) -> R, 

0 -+ Rs <8>R Z 4 ^. -+ 0 
Î 
0 

which commutes and has exact rows and columns. 
Let I be an ideal of R such that Rj;4>(I) = R^- There exist [fY], 

• • ; [/„] G R, and ilt • • ; » „ £ ! with £ * [/*]*&) = 1. For 
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some / G 9(<=S), fk:J -+RJS with S Ê i and j + S = ^kfk(j)ik 

for j G / . Thus / C ( 2 * Rifc) + S, implying £ * Ri, + S G 3(*5) 
and hence that ^k Rik G ^?(^S). In particular, (c) implies that 9(^S) 
has a cofinal set of finitely generated left ideals. Still assuming (c), 
let A £ ^ and [ j ] Ë A, = H o m ^ ( R , A), f:I-*AIA' with 
Rll, A'E.S. There is a sum £ * [/*]$&) = 1 with /fc : / - > R/S 
and 4 G /. For i G / and j G / , let /(*) = f(i) + A' and /fc(/) = 
fk(j) + S. Let S' be the submodule of / generated by IDS, Siu 

Si2, • • -, Sin. Then S' G S and the submodule A" of A with A"/A' = 
/ (S ' ) belongs to S. Let gfc : RJS - • A/A" be defined by gfc(r + S) = 
rf(t f c)+A" for rGR. Then [/fc] [/(»,)] = [gkfk] and 
Ö A ( S [ /J ®/(<fc)) = Sfc[/fc] [ /&)] = [2fcgfc/fc]- F o r j G / n i , 

( S gfc/fc )0') = Egfc(iO') + s) = 2/fc(/)M) + A" 
N k ' k k 

= f{l £(/)<*) + A" =/(/) +A", 

since ^kfk(j)h — j' + s f° r some s G S, and jŒI, j+sGI imply 
s G / O S and hence f(s) G A'. It follows that [/] = 
^Ai^klfk] ®/(**))• Thus (c) implies 0A is an epimorphism 

for A G */?. Let 0 -» A -» B -» C - • 0 be exact in <R. Now (a) follows 
from the commutative diagram 

R, ®R A-H> Rs ®R B-» R, ®H C - • 0 
^ >r 4< 

0—*-AA »-B^ *-Q 
V V V 

0 0 0 

which has exact rows and columns. Thus (c) implies (a). 
If cR± OS = 0, then the map Rll ->RJR^<f>(I) induced by 0 

must be zero for I G S(*5). Thus 0(1) = 1 G ft^</>(J), and (c) holds. 
Now cR± H J> is a Serre class of J?^. Thus it is not trivial if and only if 
it contains a nonzero cyclic RJJ. The R-homomorphism R —> RJJ 
induced by </> has kernel I G &'(£). Thus <f>(I) C / so that R ^ ( J) C J. 
Thus (c) implies (d). 

3.3. COROLLARY. If any of the equivalent conditions in 3.2 hold, 
then R^ is aflat R module. 

In view of the equivalent conditions in the theorem, in particular 
condition (c), and this corollary, the rings R^ do indeed behave as one 
expects a "ring of quotients" to behave. If S is a multiplicative set in 
the center of the ring R and S? is the filter of those left ideals which 
contain an ideal of the form Rs with s G S, then <£(&)= J> is a strongly 
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complete Serre class, and R^ is the usual ring of quotients of R with 
respect to the set S. The ring R^ satisfies the equivalent conditions of 
the theorem above, and condition (c) just expresses the fact that each 
element s G S has an inverse in R^. 

The homomorphism <j> : R -» R^ makes every R^ module into an 
R module. This operation composed with F yields a canonical exact 
functor E : cRs —» JtlS. The functorial diagram 

<R- - * * s 

is not necessarily commutative. Suppose for example that S is not 
strongly complete and that Q{ß) has a cofinal set of finitely generated 
ideals. Then there exists a family of R modules Ma G <£ with M = 
£ a M a $ < £ . Thus F(M) ^ 0, but L(M) = M^ = 0 by 2.1 so 
EL(M) = 0, and EL and F cannot be equivalent. However if S is 
strongly complete the diagram does commute as is shown in the 
following proposition. 

3.4. PROPOSITION. The junctors EL and F are equivalent if S is 
strongly complete. 

PROOF. Let f:M—>N be an R-homomorphism. For m G M, 

to,/(m) =Jm) = fin = L(f)(m) = L(/)<M™)-

Thus the diagram 

commutes. Now EL(f)F(<f>M) = [*M][L(/)] = [Uffail = [<M] 
= Ffaf). Define <i> : F-> EL by <DM = F(*M) = [*M]. Then 
the diagram 

F(M) — »• F(N) 

& M 1 * K 

EUf) 
EL(M) * EL(N) 
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commutes, and4> is a natural transformation of functors. If S is strong­
ly complete, then by §2, Ker<£M and Coker$M are in S for each M, 
whence4>M = [0M] is an isomorphism a n d * is an equivalence. 

When S is a strongly complete Serre class, the list of equivalent 
statements in 3.2 can be extended as follows. 

3.5. THEOREM. Let <£ be a strongly complete Serre class of J?. The 
following are equivalent. 

(a) The functor E is a natural equivalence between the categories 
cR^ and Jil<S. 

(b) R^4>(I) = Sforali I G 0(<£). 

PROOF. Clearly (a) implies J?s C\ S = 0, which by 3.2 implies (b). 
Again by 3.2, (b) implies the localization functor is exact and ^(J>) has 
a cofinal set of finitely generated ideals. By [3, Corollaire 2, p. 414], 
this implies (a). 

From its definition, the localization functor L is exact if and only if 
R is projective in <R\£. Also L may be exact without E being an 
equivalence, as shown by letting R =~J\K0 ^ anc^ ^ those ideals of R 
containing ^ K Z. In this example ]^jK Z is a projective ideal of R 
and {]£K Z} a cofinal subset of Q. Moreover ]£K Z is not finitely 
generated so E cannot be an equivalence by 3.5 and 3.2. It is easy to 
observe that whenever 3 is a filter containing a cofinal set of projec­
tive left ideals, fi is projective in <R\£ for S? = Q(J>). 

For S strongly complete, let S ' = J?^ D S. That is, S ' is the class 
of Rs modules that are in S when considered as R modules. Proposi­
tion 3, p. 413 in [3] asserts that the functor E induces an equivalence 
between the categories <RJ<£ ' and <#!<£. When Rs = R, this proposi­
tion yields no information. In fact, in the example in the previous 
paragraph, R^(9)= R, as can be easily checked. However, for S 
strongly complete, <R\£ is always equivalent to a subcategory of 
J?^ (as well as a subcategory of Ji itself), as will now be shown. Of 
course this subcategory will be Ji^ itself if and only if S ' = 0. Further, 
the significance of the localization functor being exact is readily seen 
in terms of this subcategory. 

3.6. LEMMA. Let S be a strongly complete Serre class of J?. Then 
H o m ^ ( A ^ , B J « HomR(A^, Bs\forall A,BGJ?. 

PROOF. Let A' C A^ with A J A' G S. Since S is strongly complete, 
HomR(A^/A', B J = 0 = ExtR

l(AJA', B J . Thus HomR(A3, B J -> 
HomR(A', B^), induced by the inclusion A' C A^, is an isomorphism. 
The lemma follows. 
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3.7. LEMMA. Let S be a strongly complete Serre class, and let 
A, ß £ cR^ such that <j>A : A —> A^ and 0R : B -» B^ are isomorphisms. 
Then 

HomR^(A, B) = HomR(A, £). 

PROOF. Let x G R^ and a G A, with x = [g], g : 7 —> R. Then 
# A ( Û ) = [g] [SJ_= [Sg] ,_and for i G I, 3g(t) = g(i)a_ = <t>{g(i))(a). 
Also <f>A(xa) = [xa], and zû(i) = i(xa) = (<f>(i)x)a = [gi]a = <£(g(i))a. 
Thus 0A is an fì^-homomorphism. Now let / 6 HomR(A, B), x = 
[g] G Rs with g : / ^ R , / G S(*S). Define / : As -+ B^ : <M<*)-> 
<f>B(f(a)). This clearly is an fì-homomorphism. Now f{x$A(a)) = 
f(0A(*g)) = **/(**) = [f(xa)]1^ndxf(<f>A(a)) = xfo,(/(a)) = [g] [/(a)] 
= [/(«)gJ • _ For * 6 / , A /(xa)(i) = «/(oca) = /(<(*a)) = /(g(i)a) = 
g(i)f(a) = /(fl)g(i). Thus^ xf = fx and / is an fl^-homomorphism. 
It follows that / = <l>B~lf<t>A is an R^-homomorphism and hence that 
Horn ^ (A, B) = HomR( A, B). 

Let ^ be the full subcategory of <R whose objects are those modules 
A such that <f>A : A —» A^ is an isomorphism. Assuming ^ is a strongly 
complete Serre class, the category (Ls is a full subcategory of Jt^ in 
view of 3.7. Also the isomorphisms in 3.6 and 3.7 are functorial, and 
<f>A : A —> A^ induces an isomorphism in /̂?/J>. These remarks estab­
lish 

3.8. THEOREM. If S is a strongly complete Serre class of J?, then 
cRlS is equivalent in a natural way to a full subcategory of *R, 
the canonical functor F : cR —» <R\S induces an equivalence between 
Cs and cRIS, and considering Cs as a subcategory of <RS, the functor 
E : cR^ -» <R\£ induces an equivalence between C^ and cRI<S. 

It is assumed that S is strongly complete until mentioned otherwise 
(after 3.14). 

It is perhaps more appropriate to consider Cs as a subcategory of 
cR^. Note that Cs = cR^, if and only if <R± f~1 S = 0, and that the 
categories cRj(cRs fi S) and C^ are equivalent. It is interesting to 
relate monomorphisms, epimorphisms, kernels, cokernels, etc., in 
ds and cR^. It is not true, for example, that an epimorphism in Cs is 
always an epimorphism in cRs. The significance of the exactness of 
the localization functor will become clear in these considerations. 
Using the exact sequence 

0 -H> HomR(AJA A) -» HomR(Ab., A) 

-> HomR(A, A) -> ExtR(AJA, A), 
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it is easy to see that 0.^ consists of those R modules A such that 
HomR(S, A) = 0 = ExtßHS, A) for all S Ë i . 

3.9. LEMMA. Let A, B £ ^ and / G H o m R ( A , B). Then Ker^ / 
G Cj;, and hence is a kernel off in C^. 

PROOF. Let K = Ker^ / . The diagram 

0 0 

Y t 
/ 

0 • K - A - • B 

Y 

0 • Kà. — 

is commutative with exact rows and columns. By the 5-lemma, <f>K is 
an isomorphism. The lemma follows readily. 

3.10. LEMMA. Let A,BG £ , , f G Horn ^ (A, B). Then B -» 
(B/Im^ f)j; is a cokernel in Cs off 

PROOF. Since the sequence A —» B —» Bllmf —» 0 is exact in **?, 
the sequence As —» B^ —• (B/Im/)_^ —> 0 is exact in <̂ ?/<£, and 
hence exact in ^ . 

3.11. PROPOSITION. A sequence A —» B -^ C in ds is exact in C^ if 
and only if Ker^ g = ( I m ^ / ) ^ 

PROOF. By 3.9 and 3.10, K e r ^ g = K e r ^ g and I m ^ . / = 
Ker^ (B -^ (B/ Im^/)J . Now 0 -> I m ^ / U B -* B/Im^/ -» 0 
exact in cR implies 0 -*> (Im^f)^ —> B^ —» (B/lm^f)^ is exact 
in ^?, whence Im ^ / = (Im^f)^. The proposition follows. 

From 3.11 follows readily 

3.12. COROLLARY. Let A, B, C G ^ . TTien 
(a) / : A —» B is a monomorphism in ds if and only if fis a 

monomorphism in cR (or ^ ) . 
(b) f : A -+ B is an epimorphism in d± if and only ifBIlm^ / G J>. 
(c) 0 —> A —» B —» C is exactf in ^ if and onZt/ if it is exact in J? 

<PA I <PB 

I \ 
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The fact that kernels and monomorphisms in Cs are kernels and 
monomorphisms respectively in cR^ (or <̂ ?) is a reflection of the left 
exactness of the localization functor L. Cokernels and epimorphisms 
in Cs may indeed not be cokernels and epimorphisms respectively in 
cR^. A subcategory C of a category 2^ is called an exact subcategory 
if the natural inclusion functor C —» !à is exact. In particular, if C 
and £> are abelian, a map in C will be epimorphism if and only if it is 
an epimorphism in £ò. 

3.13. THEOREM. C± is an exact subcategory of Ji^ (and hence of 
cR) if and only if the localization functor L: J? —> cRs is exact. 

PROOF. Let I : Cs —» J?^ be the inclusion functor. There is a functor 
L ' : cR —> d^ with IL' = L. Moreover, L' is an exact functor. Thus 
I exact implies L exact. Suppose I is not exact. Then by 3.12(c), 
there is a Cs epimorphism / : A —» B such that Im^f ^ (Im^, f)^ 
= B. The sequence 

0 -» Ker^-/ -> A -> Im,*/ -> 0 

is exact in ^? but 

0 -> (Ker, / ) ^ -* A, -» ( I m ^ / k -» 0 

is not exact in cRs. Hence L is not exact. 

3.14. COROLLARY. If the localization functor L: J? —> <#s is exact 
and Q(<£) had a cofinal set of finitely generated left ideals, then cRs 

is equivalent to a full exact subcategory of cR. 

PROOF. By 3.2, ^ D S = 0, whence Cs = ^ . Apply 3.13. 
Attention will now be turned to quotient categories JtpB, where 

ß is a bounded complete Serre class. Quotient categories of this 
type have important applications in the study of quasi-isomorphisms 
of torsion free abelian groups [ 16]. It seems that the concept of 
bounded complete Serre classes is natural only when R is commuta­
tive. In any case, R is assumed to be commutative in the considera­
tions of cRpB below. 

In the remainder of this section IB denotes a bounded complete 
Serre class of <R. There are two other categories naturally associated 
with J?ÜB. Let Us be the category with objects the R modules and 
with Hom^ s (A, B) = RB ®R HomR(A, B). Let JiB be the category 
with objects the R modules and with Hom^g (A, B) = 
Hom^^(K, HomR(A, B)) = (HomR(A, B))s. With the obvious defini­
tions of composition of maps, both Ut£ and JiB are additive categories. 
There are natural functors relating the categories cRl!B, Og a n d Ji<B, 
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and the main objective is to determine when these functors are equiva­
lences. 

Note that for [f] G Horn ^ ^ A , B), it may be assumed that 
/ : IA -» BIB[I\ for some 7 G &(ß)9 where B[7] = {b G B \ lb = 0}. 
Also HomR(A, B) [ 7] = HomR( A, B [ 7] ) for all ideals 7 of R. 

Let [f] G H o m ^ ( R , HomR(A, B)) with 

/ : 7 -* HomR(A, B)/HomR(A, B[I] ), 7 G S(B). 

Define fy: 7A -» B/B[7] by hf(ia) = f(i)(a) + B[7], where /(*) = 
/(<) + HomR(A, B[7] ). Now defining 77(A) = A, and H( [ / ] ) = 
[hf] yields an additive covariant functor 77 : J / s —» < ?̂/B. 

3.15. THEOREM. Le£ $B be a bounded complete Serre class in Jiy 

with cR commutative. Then the functor 77 : JiB —» JlfB is an equiva­
lence. In particular, J / s is an abelian category. 

PROOF. It suffices to show that 77 induces an isomorphism 

Horn jtm(R, HomR(A, B)) -» Horn^ /ß(A, B). 

Let [g] G Horn ^ ( A , B), g : 7A -H> B/B[7], 7 G Q(S). Define 
g : 7 - • HomR(A, B/B[7] ) by (g(i))(ö) = g(ia) for i G l, a G A The 
exact sequence 

0 -» HomR(A, B[I\)-> HomR(A, B) 

-* HomR(A, B/B[7] ) - * E x t ^ A , B[7] ) 

induces a natural monomorphism 

HomR(A, B)/HomR(A, B[7] ) -% HomR(A, B/B[7] ) 

with its cokemel annihilated by 7, since 7(ExtR*(A, B[7] )) = 0. Since 
B is a bounded complete Serre class, this cokemel is in B. Thus 
7' = g_ 1(a) is an ideal belonging to 9(B). The diagram 

HomR(A, B)/HomR(A, B[I\) ^ HomR (A, BIB[I\ ) 

V 
HomR(A, B)/HomR(A, B[7 '] ) 

can be filled in uniquely (where k is induced by the inclusion (7' Ç 7), 
and the correspondence [g] —» [kg] G Hom^m(R, HomR(A, B)) is 
an inverse of the homomorphism Hom^ / ß(B, HomR(A, B)) —> 
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Horn Mm (A, B) induced by H). This concludes the proof. 
One may prove directly that J/B is an abelian category, though it 

is quite laborious. For example, the proof of the existence of 
kernels proceeds as follows. Let [f] G Horn ̂ B (A, B) = 
Hom^ /g(K, HomR(A, B)) with / : I -* HomR(A, B)/HomR(A, B[I\ ), 
I G D(!B\ and /(i) = / ( t ) + HomR(A3B[7]) for i G /. Let K = 
MiG/Ker^/(f) with j : K—> A the inclusion map, and define kf: R 
-*HomH(K,A) by kf(l) = j . Then [fy] G Hom^ s (K, A) and it 
can be checked that K with [kf] is a kernel in J / s for [f]. 

A functor D : ^ —» J / ß is defined as follows. For [f] G ^ ? s 

and gGHom R (A, B) with / : Z - * f l / R [ 2 ] , I £ 9 ( S ) , let /(i) = 
/(i) + R [ I ] , and define gf : I -* HomR(A, B)/HomR( A, B) [ 7] by 
g/(0 = yifOg + HomR(A, B) [ Z], where (/(f)g)(a) = /(i)g(a). Let 
D ( A ) = A for AGUS and D ( [ / ] ® g ) = [ g / ] . Then D is an 
additive covariant functor. Also D composed with H yields a canoni­
cal functor Us —> cRfB. 

3.16. THEOREM. Let !B be a bounded complete Serre class of cR, 
with R a commutative ring. The following are equivalent. 

(a) B B 0 ( / ) = RzforalllG Q(B). 
(b) TTie canonical functor HD : C7ß —> cRI^E is an equivalence. 

PROOF. By 3.2, (a) is equivalent to the natural transformation 
6 : T —» L being an equivalence. One need only observe that the 
map Bg <8>R HomR(A, B) —» Horn V/E(B, HomR(A, B)) induced by the 
functor D is the same as the map 0Hom (A,B)- This together with 3.15 
shows that (a) is equivalent to (b). 

4. Injectives relative to Serre classes. The main purpose of this 
section is to generalize some of the results of [9]. Throughout, <£ 
will be a strongly complete Serre class of J?, and in the case J> = <R 
various results in [9] are obtained. Let F be a set of primes. A F-
group is an abelian group each element of which has order a product 
of powers of primes in P. Specializing S to the class of F-groups yields 
the principal results of [5]. 

4.1. DEFINITION. A module M G J? is ^-injective if for each exact 
sequence 

0 -H> A->B^>S - * 0 

of R modules with S G <S, the associated sequence 

0 -> HomR(S, M) -> HomR(B, M) -+ HomR(A, M) -» 0 

is exact. 
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According to Proposition 2.4, the following are equivalent. 
(a) M is J>-injective. 
(b) ExtR '(S, M) = 0 for all S G i . 
(c) For each I E <?(<£), the sequence HomR(R, M) —» HomR(7? M) 

—> 0 is exact. 
(d) D(MIM) = 0, where M is an injective envelope of M. 

As before, <D = ^ ( ^ ) denotes the set of ideals I of R such that JR/I G 
^ , and for M £ ^ 9 M = {m G M | (0 : m) G <?(<£)} = {m G M | 
Km G ^ } is the maximum submodule of M which belongs to S. It is 
interesting to note that S is closed under injective envelopes if and only 
if S G J> and S ^-injective implies S is injective. 

The module M obtained in 4.2 will play the role that the injective 
envelope of M plays in [9], and is an J>-injective envelope of M. 

4.2. PROPOSITION. Let M G cR and let M be an injective envelope 
of M. Let M be the (unique) largest submodule of M such that 
Ml M G <£. Then M is <£-injective and is (up to isomorphism) the 
unique smallest S-injective module containing M. 

Proposition 4.2 is proved by standard arguments. 
4.3. DEFINITION. Let M G J?. Then M is quasi-S-injective if 

HomR(M? M) —> HomR(IV, M) —»0 is exact for all submodules N of 
M such that MIN G <£. 

AA. THEOREM. Let M G cR and E = HomR(M, M). Then M is 
quasi-J>-injective if and only if M is an E submodule of M; that is, if 
and only if M is a fully invariant submodule of M. 

PROOF. Suppose M is an E submodule of M and N C M with 
MINES. Let / £ H o m R ( N , M ) . Since MIMES, MIN G S 
and M <£-injective imply there exists an extension f: M -* M 
of / Then f(M) C M and HomR(M, M)-> HomR(N, M) -» 0 is 
exact. 

Now suppose M is quasi-J>-injective and let / G HomR(M, M). 
Let N = M fi f~l(M). Then the monomorphism MIN -» Af/M 
induced by / implies MIN G <=S. Thus / : N —» M can be extended 
to g : M -» M, and since M is ^-injective and AÎ/M G <Sy g can be 
extended to g : M - > M. li N f M then (g - f)(M)Y 0, and 
M being essential in M, (g — f)(M) H M ^ 0. There are m, 
m ' G M with ( g - / ) ( m ) = m ' / 0 . Then f(m) = g(m) - m ' = 
g(ra) — m' E M implies m EN contradicting(g — f)(m) ^ 0. Thus 
N = M = M PI /"HM) and/ (M) C M so M is an E submodule of Ê. 

4.5. COROLLARY. Each M E J? has a unique (up to isomorphism) 
minimal quasi-S-injective essential extension (called the quasi-S-
injective envelope of M). 
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PROOF. The desired extension is the (E, ft) submodule of M 
generated by M. 

4.6. DEFINITION. Let MG J?. Then M* = {m G M | 0 : mG 3(<£) 
and 0 : m is essential in R} is the ^-singular submodule of M. 

It is easy to show that the set of ideals Qe = {I | / G *?(<£) and I 
is essential in R} is a filter. Moreover if ft* = 0, De is a strongly com­
plete filter. 

The following lemma is fairly well known. 

4.7. LEMMA. If N is an essential submodule of M, then N : m = 
0 : (m + N) = {r G ft | rra G IV} is an essential left ideal of ft for all 
m G M. Furthermore, ifN* = 0 £/ten M* = 0. 

4.8. PROPOSITION. Le£ M G ^ . TTien HomR(M, M) -> HomR(M, M) 
is an isomorphism if and only if M is quasi-<£-infective. If M* = 0 
then HomR(M, M ) —» HomR(M? M) is an isomorphism. 

PROOF. The first assertion follows from 4.4. Let M* = 0. Then 
HomR(M/M, M) = 0 by 4.7,^ and Ext«1 (M/M? M) = 0 since 
MIM G S. Thus HomR(M, M) -» HomR(M, M) is an isomor­
phism. 

Notice that by 4.8, if M* = 0 then M is quasi-^-injective if and only 
if HomR(M, M) is naturally isomorphic to HomR(M, M). 

4.9. PROPOSITION. If M* = 0 and MIN G S then N has a unique 
maximal essential extension in M. 

PROOF. Let L= {x G M \N : x is essential in ft}. Note that 
N : x G &(<£) for all x G M since MIN G ^ . Now if x, y G L? r E f i , 
then N : (x -\- y)D (N :x) D (N :y) which is essential and N : rx = 
(N :x) : r which is essential. Thus L is a submodule of M, and clearly 
L D N. Now if K is an essential extension of N in M, by 4.7 if k G K 
then (N : Jfc) is essential. Thus K C L . If 0 / x G L, M* = 0 implies 
(N : x)x / 0 whence / k f i l V / O , Thus N is essential in L. 

In [9], the notion of a closed submodule plays a fundamental role. 
This notion in the present context is given in 

4.10. DEFINITION. Let X/(M) denote the set of submodules N of 
M such that (MIN)* = 0. Such submodules are called S-closed in M. 
For a submodule N of M, the S-closure of N in M is the submodule 
Nc of M given by Nc/N = (MIN)*. 

It is easy to see that Nc is ^-closed in M. The lattice jßs
c(M) is of 

greatest interest when M* = 0. It is in this case, for example, when 
every submodule of M is essential in its ^-closure. Some basic proper­
ties of ^-closure are given in 
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4.11. PROPOSITION. Let M G cR with N, Ni9 Nay • • • submodules of 
M. Then 

(a) IfNa is <£-closed in M then (\ Na is S-closed in M. 
(b) Nc = H {C | M D C D N and C is ̂ -closed in M}. 
(c) Nc is the unique maximal essential extension of N + M* in M' , 

where M 'IN = D(MIN). 
(d ) (IVC)C = IVe. 
(e) (IV : m)c = IVe : ra/or m G M. 
(f) ( 0 5 = 1 ^ = 0 ? = ! ^ . 
(g) Le* M* = 0, m G M. T/ien Im = 0 implies Icm = 0. 
(h) Let Ibea left ideal of R. If M* = 0 then M(I) = M(IC), u^ere 

M(ï) denotes the elements of M weakly annihilated by I (see 1.11 for 
definition of weakly annihilate). 

(i) If C is S-closed in M then C : S is S-closed in Rfor any subset 
SofM. 

PROOF. There is a monomorphism M/(f\ lVJ--»II a(M/N a) . Since 
(n«(M/NJ)*Cn«(M/NJ*==0, it follows that (M/(P|aNa))* = 0 
and f\ Na is ^-closed in M. The proofs of (b) and (d) are almost 
immediate. 

Let M 7 N = D(MIN). It is easy to show that M 7 ( N + M*) = 
S(M/(N + M*)). Since (MIM*)* = 0, ( M ' / M * ) * = 0 and by 4.9, 
(IV -I- M*)IM* has a unique maximal essential extension L/M* in 
M 7M*. It follows that IV + M* is essential in L. Moreover LIM* = 
{x + M* G M7M* | ((IV + M*)IM*) : (x + M*) is essential in K}? 

so (M7(N + M*))* = L/(N + M*) and L = (IV + Af*)c. Now 
IVe C L, but N O IV + M* implies IVe = (N c) cD (N + M*)c = L 
so IVe = L, and since L contains any essential extension of N +' M * 
in M ' by 4.7, Nc = L is the maximum essential extension of IV + M* 
i n M ' . 

To prove (e), x G (IV : m)c if and only if there exists an essential 
ideal / , / G 3̂(<=>), with Jx G N : m if and only if xm G IVe if and only 
if xGNc:m. For (f), the inclusion (N?=i ty)c C PlUi tyc is 
clear (this does not even depend on the intersection being finite). Let 
x G H u i Nf. Then there exist essential ideals Ju • • -, Jr of *$(£) 
with /jjc C Ni. Now / = fii=i Ji is essential and in Q(<£), and /x C 
n?=i Ni implies x G ( H ï - i Ni)c. 

Suppose M * = 0 and Im = 0 for some ideal Z of R, m G M. Let 
r G Ie. Then / : r is essential and in ^(J>), and (/ : r)rm C Im = 0 
implies rm = 0. This proves (g). 

Suppose M* = 0 and let I be a left ideal of R. The inclusion 
/ C Ie implies M(I) D M(IC). Let x G M(I). This means there exist 
elements rl9 • • -, rn G R with (Ph=i (7 : r<))x = 0. Then 
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(H-Ui (/ : fi))cx = 0. But ( f l l - i (/ : r,))c = f > U (I : r,)c = 
fl1_i (Ie : fi), so x G M(ZC) and M(IC) = M(/). 

Let C be ^-closed in a module M, and S any subset of M. Since 
(M/C)* = 0, (C : S)(s + C) = 0 for s G S implies (C : S)c(s + C) = 0, 
and (i) follows. 

4.12. PROPOSITION. Le£ M foe quasi-S-injective. If N is S -closed in 
M and MIN G J> £/ien A7 is an absolute direct summand of M. In 
particular, N is quasi-S-injective. 

PROOF. Let A be a maximal submodule of M such that A D N = 0. 
There is a homomorphism / : A ffi IV —> M : (a + n) —» n for a G A, 
n G A7. Since M/(A © A7) G <£ and M is quasi-^-injective / can be 
extended to a map M -* M. Now for m G M, (A © N : m) G ^ e by 
4.7 so (N :/(m)) G 9C. Then (M/A7)* = 0 implies /(m) G N. 
Thus / : M —> N with /(n) = n for ail n G A7, implying M = 
N © Ker/. Moreover A C Kerf with A maximally disjoint from N 
implies A = Ker f so M = N © A. 

4.13. THEOREM. Le£ M foe quasi-J>-injective. If N and N' are <£-
closed in M and MIN G <£ then N + A/' i«S-closed in M. 

PROOF. By 4.12, (N + N ' ) c is quasi-^-injective. Also N + A7' is <£-
closed in M if and only if it is ^-closed in (N + N') c , so it may be 
assumed that (N + N ' ) c = M. Let A C N ' be maximal such that 
A Pi A7 = 0. By 4.12, M= N + B with B D A. Then B Pi A7' = A 
so A is J>-closed in M by 4.11(a). Moreover, B is quasi-^-injective, 
being a summand of M, so by 4.12, B = A ffi C for some C, and M = 
(A7 ffi A) ffi C implying N © A is ^-closed in M. Let x G IV -h N' 
and suppose fix H (N © A) = 0 with x f 0. Then N : x is in <?(<£) 
so it must not be essential, and there is a nonzero ideal I of fi with 
lCi(N:x) = 0. Now x = n + n ' with n G A7 and n ' G A 7 ' and 
n ' $ A. Thus (In' + A) Pi N ^ 0 and j n ' + a = n{ ^ 0 for some 
j G /, a G A, nv G A7. Since A Pi A7 = 0, in particular j ^ 0. But 
jx = jn "f 7*n ' = jn + nx — a G fix Pi (A ffi N) = 0, contradicting 
J Pi (A7 : x) = 0. Thus A ffi N is essential in A7 + A7'. Then since 
(N + Nf)l(N ffi A) is in <£, (N + N')/(N ffi A) = ((A7 + N'J/(N ffi A))* 
C (M/(N ffi A))* = 0, so A7 + N' = N ffi A is ^-closed in M. 

4.14. COROLLARY. Let M be quasi-cR-injective. If N is S-closed in 
M then N is quasi-S-injective. 

PROOF. Let SIN = V(MIN). Since S(M/S) = 0 it is easy to check 
that S is quasi-J>-inj ective. Now A7 is ^-closed in S with SIN G S so, 
by 4.12, N is quasi-^-injective. 
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4.15. COROLLARY. Let M be quasi-J?-injective. If'N and N" are S-
closed in M and (N + N')IN G<£ then N + N' is ^-closed in M. 

PROOF. Let SI(N+N')= V(MI(N + AT)). Then S is quasi-^-
injective, and the exact sequence 

0 -» (N + N')/N -+ S/N -» S/(N + AT) -» 0 

with (N +N')IN and S/(N + AT) in ^ implies S/N G S. Then by 
4.13, N + N' is «^-closed in S and hence in M. 

4.16. PROPOSITION. Let N be an S-closed submodule of an R module 
M and let k G HomR(M', M). Thenk~l(N) isS-chsedin M'. 

PROOF. Let x G (k-l(N))c. Then I = (k~l(N) : x) is essential in R 
and is in <?(«£). Hence 7fc(x) = fc(Jx) C k(k~l(N)) C N with N *5-
closed in M implies Jfc(x) E N, so x G &-!(iV). Thus k-{(N) = (k-l(N))c 

is ^-closed in M '. 
For an fi module M, let E(M) = HomR(M, M) and £^(M) = 

{IV | N is an £(M) submodule of M, 0 : N G S(<£) and IV = M[0 : N] } 
where M [7] = { m £ M | / m = 0}. The module M is called S-faithful 
if it is not annihilated by any nonzero ideal which belongs to S. 

4.17. THEOREM. Let M be an <£-faithful, <S-injective R module with 
M* = 0. Then £^{M) is lattice dual isomorphic to JLS

 C(R) D <?(<£) 
under the correspondence N —» 0 : N. 

PROOF. By 4.11(i), 0 : N is ^-closed in fi for any N C M , since 
M* = 0. Thus for N G £^(M)9 0 : N is in £S

C(R) fi <?(<£) = 'Sc(<5). 
Let 7 G <?C(<=S). Then M [J] is an E(M) submodule of M, and I C 
(0 : M [7] ) implies (0 : M [7] ) G S?(<5). It is easily checked that M [7] = 
M [ 0 : M [ 7 ] ] , hence M[7] G£^(M) . L e t / = 0 : M [ 7 ] and let B C / 
be maximal such that / H fi = 0. Assume B ^ 0. The mono-
morphism B —» fi/Z implies fi G ^ so there exists an x G M such that 
fix ̂  0. The map / : / 0 B -* M with / ( / ) = 0 and f(b) = bx 
for & G B can be extended to an fi-homomorphism f : R-*> M since 
fi/(7 0 B ) G ^ , Now y = / ( l ) satisfies by = fox for fo G fi and It/ = 
0. Thus By ^ 0, but y G M [ 7] implies Jy = 0 which is a contradic­
tion since fi C / . Thus fi = 0 and I is essential in / . Then I ^-closed 
and JII G S implies I = / = 0 : M [ 7]. The theorem follows. 

For an ideal 7 of R, M (I) denotes the submodule of M which is 
weakly annihilated by I (see 1.11). The module M is strongly S-
faithful if M T^ M(I) for all nonzero ideals 7 of fi such that 7 G S. 

4.18. THEOREM. Let M be a strongly <S-faithful, <S-injective R 
module with M* = 0, and let !B^{M) = {N | IV = M(7) /or some 
IG &(<£)}. Then B^(M) is lattice dual isomorphic to JLS

 c(fi) Pi D(<£). 
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PROOF. Suppose I, J E 0(J> ) are both ^-closed in B and M( Z) = M (J). 
Let B C / such that I Pi B = 0 and assume ß ^ 0. The mono-
morphism B —» R/J implies B G S so there exists an x E M with 
x $ M (B). The map F : Z 0 B -* M with /(f) = 0 and f(b) = 
fox for b E B can be extended to an K-homomorphism f : R -^ M, 
and letting t/ = / ( l ) , Zt/ = 0 and by = bx for b £ ß . Thus y E M(Z) 
= M(J) C M(B), so there exist ru • • -, rn G R with (f1f=i(B : n))y 
= 0. Let r0 = 1, then ( f i lU (B : r<))y = 0 with f l IU (B : r<) C B 
implying (Pli!=o (B : ri))x = 0. This contradiction establishes that 
B = 0. Now let aEI + J, a^O and suppose R o n i = 0 . Then 
a= i + j with i G I, j G / , and I :j E *?(<£) with Z J>-closed and 
j €JE Z implies I :j is not essential in R. Let K^O with K D (Z : j ) 
= 0. Then I H Kj = 0 but Kj / 0 with Kj C / contradicting what 
was proved earlier. Thus I is essential in Z + / , and then (Z + J)U E S 
and I ^-closed implies I = Z + / so J C Z. It follows that / = Z. 

Let Z G 3(<5). Clearly M(IC) C M(Z). Conversely if m E M(I) with 
(HlLi (I:r,))m = 0 then (Hf- i (* = n))<m = 0, and ( f i ^ i U : *i))c 

= fir= 1 (Z : TiY = f lUi (Zc : r{) so m G M(ZC). The theorem follows. 
Let Re = {r G R | (0 : r) is essential in B}. If Re = 0 then the set 

5? of ideals of R which are essential in R is a strongly complete filter 
of ideals. Letting J> = J>( D), R^ is an injective R module, in fact an 
injective envelope of B. (See [3, pp. 416-421].) 

4.19. THEOREM. Suppose Re = 0, and let Q be the filter of all 
essential ideals of R. The following are equivalent. 

(a) Rj;(s) is a semisimple ring. 
(b) There does not exist an infinite family of left ideals of R whose 

sum is direct. 
(c) Q has a cofinal set of finitely generated ideals. 
(d) RJ= R^ for all I E V. 

PROOF. The equivalence of (a) and (b) is in [3, Lemme 6, p. 418]. 
The equivalence of (b) and (c) is easily verified. 

Let a E Ry;. The homomorphism ä : R^ —> B̂ • : x —» xa induces an 
exact sequence 

0 -*K->R^ 4 > B ^ - > 0 . 

Now (RJKf » (R^af = 0 so K is ^-closed in Rs. This means K is 
a maximal essential extension of itself in B^, so since B^ is injective, 
K is a direct summand of B^. It follows that Rsa is an injective B 
module. Now let Z be a finitely generated and essential ideal of B, 
with generators a{, • • -, an. Then R^I = R^aY + • • • + Rsan is essen-
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tial in R^. The module R^ai © • • • ®Rsan is injective, and the exact 
sequence 

0 -» L - • R^a{ © • • • © R^an -+ RJ -> 0 

splits since L is <£-closed, implying RSI is injective. It follows that 
R^I = R^ and the equivalence of (c) and (d) follows. 

Additional properties equivalent to (a), (b), (c) and (d) are stated 
in Theorems 3.2 and 3.5. 

Two types of regular elements will be considered. Let B^(R) = 
{a G R | Ra G D(<£)} and D^R) = {a G R 10 : a G S}. The standard 
notions are realized when Re = 0 and D is the set of all essential ideals 
offì. 

4.20. PROPOSITION. BJi(R) and D^(R) are multiplicative sets. More-
over, a G D±(R)ifandonly if DR:a = DR. 

PROOF. Let a, b G B^R). The epimorphism RIRb -» RalRba : 
R+ Rb -+ ra + Rba implies RalRba G S. Then the exact sequence 

0 -+ RalRba -> RIRba -* RIRa -> 0 

implies RIRba G <£, so ba G ß^(R). 
Let a, b G D^(fl). The map (0 : afe) —» (0 : fo) with x —» xa yields 

an exact sequence 0 —* (0 : a) —> (0 : afo) —» (0 : fe) —» 0, implying 
(0 : ab) £<S, sooft G D^.(R). 

Since ^?R is a two-sided ideal, ^ R C DR : Ö for any a G R. Sup­
pose 0 : a £ i and let x E 9 f l ; ö , Then 0 : xa G S?(<£) and 
(0 : xu)/(0 : x) == (0 : a) G ^ implies 0 : x G <?(<£). Thus x G <?R. 
The converse follows from the inclusion 0 : a C DR: a. 

Let L^(R) = {r G R 10(r) is a unit in R^ }. 

4.21. THEOREM. US{R) = B^R) Pi D^R). 

PROOF. Let a G B^(R) D D^R) and define f : Ra -+ RJ(0 : a) 
by /(ra) = r + (0 : a). Then [/] G R^ and for r G R, 3/(ra) 
= a(r + (0 : a)) = ra + (0 : a), fa{r) = /(ra) = r + (0 : a). Thus 
[/]0(a) = [3/] = 1 = [fä] = 0(a) [ / ] implying« G U^R). 

Suppose b G t^.(R), and 0(fo)x = 1. Then 0(0 : fe) = 0(0 : &)0(&)x = 
0((O : b)b)x = 0 implying (0 : b) C 9 R so (0 : b) G ^ . Now x = [g] 
with g : /_-» R/ <3R for some / G &(<£), and for i G I with g(t) = 
n H- <3R, feg(i) = nfo + SR = i + SR. Thus I C Rb + DR implying 
Rb + 9 R G <?(<£) and hence Rfo G S(<5). This completes the proof. 

4.22. COROLLARY. If I H B^R) (1 DS(R) f 0 for each I G &(<S) 
then R^ = {<\>{b)~^(a) \aGR,bG fl^(R) f) D^(R)}. 
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PROOF. Let [ / ] £ R „ f-.I^RlDR with I Ë 9 ( < $ ) . Let 
bGin B^(R) fi DS(R\ and /(b) = a + <3R. Now ^(fo)-1 = [g] 
where g : Rb -+ RI DR : rb -> r + <3R, and <f>(b)-l<f>(a) = [g] |s] = 
[3g]. Then for r G R , äg(rfe) = ra + <3R = r/(fc) = f(rb) so 
[/] = [ßg] = <^(^)_10(a)- The other inclusion follows from 
4.21. 

This condition is equivalent to the conditions in [3, p. 415], that 
B^(R) H Dji(R) be a multiplicative set such that the ring of quotients 
with respect to that set exists. In particular, if the hypothesis of 4.22 
is satisfied, R^ is flat and the localization functor is exact and is iso­
morphic to the functor M —» R^ ®R M. 

In order to compare B^(R) and DS(R) some assumptions must be 
made. 

4.23. PROPOSITION. If the ascending chain condition holds for the 
set of ideals {(DR:a)\aG B^R)} then B .̂(B) C D^R). 

PROOF. Let a G £^(R), and let In= DR: an. Then Zx C Z2 C 
whence there exists an n such that Zn = Jn+1 = • • \ Now an G B^(ß) 
and <3R : an = <3R : a2n. If x G ( DR : an) Pi Ran then x = ran with 
ra2n G <3R, whence r G DR:a2n = DR: an and x = ran is in ^R. 
Thus ( DR : an) Pi Ran G S. But Ran G D(£) so R/Ran G S, and the 
exact sequence 

0 -> ( 9 R : an) H Ran -> <3R : an -» R/Ran 

implies <3R : an G <£. Since 0 : a C <3R : an, 0 : o £ i and a G D^(R). 
Reasonable conditions for the inclusion in 4.23 to be an equality 

seem to be elusive. In the special case Re = 0 and D is the filter of 
all essential ideals, the a.c.c. on X±C(R) will suffice. (See [9, Theorem 
3.4].) 

5. Concordant and harmonic functors. Let cfl- be an abelian cate­
gory and I the identity functor J{ —» Jr. A subfunctor of the identity 
functor J is a (covariant, additive) functor S : <A —> J\- together with 
a natural transformation a : S —» I such that aA : S(A) —» 1(A) = A 
is a monomorphism for all A G ^4. Dually, a quotient functor of 7 
is a functor Q : Jf —» ^4 together with a natural transformation 
ß : Z —» Q such that ßA : 1(A) —> Q(A) is an epimorphism for all 
A £ ^ . With a subfunctor (S, a) of Z there is associated a quotient 
functor (S*, a*) of Z via S*(A) = CokaA , aA* = cokaA, and with a 
quotient functor (Q,j3) there is associated a subfunctor (Q*,ß*) of Z via 
Ç*(A) = Kerj3A and 0A* = ker/3A. It is readily seen that S** = S 
and Ç** = Q. 
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5.1. DEFINITION. A functor S : <A —» eft is concordant if S is a left 
exact subfunctor of the identity functor. A functor Q : eft —» eft is 
harmonic if Ç is a right exact quotient functor of the identity functor. 

The purpose of this section is to show how concordant and har­
monic functors give rise in natural ways to relative homological 
algebras, and to characterize such functors in terms of certain sub­
classes of eft. In particular, it will be shown that if eft = <R for a ring 
ft, then concordant functors are in natural one-one correspondence 
with the filters of left ideals of ft, and harmonic functors are in natural 
one-one correspondence with the two-sided ideals of ft. Thus con­
cordant functors are intimately related to the strongly complete 
additive classes studied in §1. 

Two significant examples are the following. Let / be a left ideal of 
the ring ft. Let S(A) = A(/), the submodule of A consisting of elements 
which are weakly annihilated by / (see 1.11). Then S : J? —> J? is 
concordant. Let Q(A) = AlJ A. Then Ç is harmonic. 

5.2. PROPOSITION. Let S be a subfunctor of the identity. The fol­
lowing are equivalent. 

(a) S is concordant. 
(b) S* preserves monomorphisms. 
(c) If A is a subobject ofB then A Ci S(B) = S(A). 

PROOF. Let 0 -» A —» B —» C -* 0 be exact. Then the kernel of 
S(B) -> S(C) is A fi S(B), which is S(A) if and only if A/S(A) -+ 
B/S(B) is a monomorphism. The proposition follows. 

The terminology concordant is inspired by 5.2(c). Dually, one can 
show 

5.3. PROPOSITION. Let Ç be a quotient functor of the identity. The 
following are equivalent. 

(a) Q is harmonic. 
(b) Q* preserves epimorphisms. 
(c) If A is a subobject ofB, then Q*(BIA) = (Q*(B) + A)IA. 

5.4. DEFINITION. Let S be a subfunctor of the identity, and 0 —» A 
—» B —> C —» 0 be exact. This sequence is S-pure, or A is S-pure in B, 
if 0 -> S(A) -* S(B) -> S(C) -> 0 is exact. Similarly, if Ç is a quotient 
functor of the identity, then this sequence is Q-pure, or A is Ç)-pure in 
B, if 0 -> Q(A) -+ Q(B) -* Q(C) ^ 0 is exact. 

5.5. COROLLARY. Let S be concordant, Q harmonic, and let 
0 —• A —> B -» B/A —>0 be exact. Then A is S-pure in B if and only 
if A is S*-pure in B if and only if S(BIA) = (S(B) 4- A)IA, and A is 
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Ç-pure in B if and only if A is Q*-pure in B if and only if A C\Q*(B) = 
<?*(A). 

PROOF. If T = S or Q*, the sequence 

0 -> A PI T(B) -* T(B) -+ (T(B) + A)IA -> 0 

is always exact, using the natural isomorphism T(B)I(A D T(B)) ~ 
(T(B) + A)IA. 

The corollary follows, using 5.2 and 5.3. 
It is useful to note that if T is any subfunctor of the identity, and 

ACB, then T(A) C A f i T(B) and (T(B) + A)IA C T(BIA). 

5.6. THEOREM. Let S be concordant and Q harmonic. If A, B, 
CGJ}- with A C B C C, and T = S, S*, Q, or Q*y then 

(a) If a short exact sequence is T-pure, then any equivalent short 
exact sequence is T-pure. 

(b) If A is a direct summand ofB, then A is T-pure in B. 
(c) If Ais T-pure in C, then A is T-pure in B. 
(d) If A is T-pure in C and BIA is T-pure in CIA, then B is T-pure 

in C. 
(e) If Bis T-pure in C, then BIA is T-pure in CIA. 
(f) If A is T-pure in B and B is T-pure in C, then A is T-pure in C. 

PROOF. Since T is additive, (a) and (b) are immediate. Suppose 
T = S; that is, that T is concordant. 

(c) Suppose A is T-pure in C. Then 

T(BIA) = (BIA) fi T(CIA) = (BIA) D ((T(C) + A)IA) 

= (B H (T(C) + A))IA = ((B H T(C)) + A)IA 

= (T(B) + A)IA. 
(d) Suppose A is T-pure in C and BIA is T-pure in CIA. Then 

T(CIB) = T((CIA)I(BIA)) = (T(CIA) + (BIA))I(BIA) 

= (((T(C) + A)IA) + (BIA))I(BIA) 

= ((T(C) + B)IA)I(BIA) = (T(C) + B)IB. 

One may easily check that these natural isomorphisms imply T(CIB) 
= (T(C) + B)IB. 

(e) Suppose B is T-pure in C. Then 

T((CIA)I(BIA)) = T(CIB) = (T(C) + B)/B 

= ((T(C) + B)IA)I(BIA) 

= (((T(C) + A)IA) + (BIA))I(BIA) 

C (T(C/A) + (BIA))I(BIA)Q T((CIA)I(BIA)). 
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It follows that T((CIA)I(BIA)) = (T(CIA) + (BIA))I(BIA). 
(f) Suppose A is T-pure in B and B is T-pure in C. Write 

T(CIA) = DIA. By (e), BIA H T(CIA) = T(BIA) = (T(B) + A)IA, 
so that BC\D= T(B) + A. The natural projection CIA -+ CIB 
induces the diagram 

T(CIA) - • T(CIB) = (T(C) + B)IB 

II II 
DIA -> (D + B)/B 

so that D + ß = T(C) + B. Now, since T(C) C D we have D = 
D fi (T(C) + B) = (D PI B) + T(C) = T(C) + A, that is, T(CIA) = 
D /A= (T(C) + A)IA. 

If T is harmonic, (c)-(f) follow in a dual fashion. 
The properties expressed in 5.6 are simply a restatement of the 

axioms for a proper class [11, p. 368]. Consequently, for each pair A, 
B of objects of J\- and for each positive integer n is associated an 
abelian group Extr

n(A, B). The elements of E x t ^ A , B) are the usual 
equivalence classes of T-pure sequences of the form 0 —> B —» X —> 
A —> 0. Assuming that V is concordant or V* is harmonic, it is not 
difficult to show that 

Extv
l(A, B) = Ker (Ext'(A B) -» ExV(V(A), V*(B))). 

From [11, Theorem 5.1, p. 372] follows 

5.7. COROLLARY. Let S be concordant and Q harmonic. If T = S, 
S*, Q, or Q* and 0 - » A — » B ^ C — » O i s a T-pure exact sequence, 
then for any X £ 4 there exist exact sequences 

0 -» Hom^(X, A) -» Hom^(X, B) - • Hom^(X, C) 

-» Extr»(X, A) -» Extr^X, B) ^ ExtT
!(X, C) -* ExtT

2(X, A) -* • • • 

and 

0 -» Horn, (C, X) -> Horn^ (B, X) -» Hom^ (A, X) 

-* ExtT
l(C, X) - • ExtT '(B, X) -* E x t r ' ( 4 X) -» ExtT

2(C, X) -» • • -. 

For T concordant or T harmonic, those exact sequences 0 —» A -* 
B -* C -> 0 for which 0 -» T(A) - • T(B) -» T(C) ^ 0 is splitting 
exact form a proper class, that is, satisfy (a)-(f) of 5.6. However, the 
resulting relative homological algebras are special cases of those 
studied in [15]. Indeed, if T is a subfunctor of the identity such that 
T2 = T and CT = {A G <A \ T(A) = A}, then 0 -* T(A) -> T(B) -* 



552 C L . WALKER AND E. A. WALKER 

T(C) -» 0 is split exact f o r O - > A - > B - > C - > 0 exact if and only 
if this latter sequence is £T-pure in the sense of [ 15]. Dual statements 
hold for quotient functors of the identity. 

Attention is turned now to characterizing concordant and harmonic 
functors. Let S be concordant. As before, for A £ 4 S(A) is identified 
with the subobject aA : S(A) -> A of A. Let Cs denote the class of 
objects A E ^ such that S( A) = A. 

5.8. LEMMA. Let S and S ' be concordant. Then 
(a) S2 = S. 
(b) Cs is closed under subobjects, quotient objects and (finite) 

direct sums. 
(c) lfCs= £s,thenS = S'. 

PROOF. For A £ 4 S(A) C A and, by 5.2, S(A)=S(A)PlA = 
p/S(A)) = S2(A). Hence S2 = S. If B C A G <2S then S(B) = B f l S(A) 
- B H A = B, whence B G £ s . Also S(A/B) D (S(A) + B)/B = 
(A + B)/B = A/B, whence A/B G £ s . Since S is additive, 
S( Ax e A2) = Ai e A2 for A1? A2 G £ s , and (b) follows. 

Suppose Cs = ds.. For A G S, S(S(A)) = S(A) G ds, so that 
S(A) = S'(S(A)) C S'(A). By symmetry, S(A) = S'(A) and (c) follows. 

Suppose J\r has arbitrary infinite direct sums. As in §1 with cate­
gories of modules, a nonempty subclass CL of cA is called a strongly 
complete additive class if it is closed under subobjects, quotient objects, 
and arbitrary direct sums. For such a class Cy and A G <Ay A has a 
maximum subobject which is in C Define Se (A) to be this subobject. 

5.9. LEMMA. If C is a strongly complete additive class in the 
category J{ with infinite direct sums, then S c is concordant. 

PROOF. This follows readily from 5.2. 
Now 5.8 and 5.9 yield 

5.10. THEOREM. Let J{ be an abelian category with arbitrary in­
finite direct sums. Then S —» Cs is a natural one-one correspondence 
between the concordant functors on J{ and the strongly complete 
additive classes of eft. The inverse of this correspondence is £ -> S^ . 

From 1.10, follows 

5.11. COROLLARY. Let R be a ring. Then the concordant functors 
on J? are in natural one-one correspondence with the filters of left 
ideals of R. 

In a dual fashion, harmonic functors can be characterized. 
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5.12. LEMMA. Let Ç and Q' be harmonic, and £Q be the class of 
objects A £ ^ such that Q(A) = A. Then 

(a) Ç>*=Ç. 
(b) (LQ is closed under subobjects, quotient objects and finite direct 

products. 
(c) IfCQ= CQ,thenQ= Q'. 

PROOF. For A G <A, 

Ç2(A) = Ç>(A/Ç>*(A)) = (A/Ç*(A))/Ç*(A/Ç*(A)) 

= (A/Ç>*(A))/((Ç>*(A) + Ç*(A))/Ç*(A)) = AjQ*(A) = Ç>(A), 

using 5.3(c). Thus (a) holds. 
If A C B = Ç(B), Ç*(A) -* Ç)*(B) = 0 is a monomorphism, Ç* 

being a subfunctor of the identity, so that Q*(A) = 0 and Q(A) = A. 
Also 0 = Q*(B) -> Q*(BIA) -* 0 is exact by 5.3(b), so Ç*(B/A) = 0 
and Q(BIA) = B/A. If Ç(A,) = A,, then Ç(AX 0 A2) = Ç(AJ 0 Ç(A2). 
= Ax © A2, and (fo) follows. 

Suppose CQ = dQ., and A E ^ f , Then Ç*(A/Ç*(A)) = 0, so 
Ç'*(A/Ç*(A)) = (Ç'*(A) + Ç*(A))/Ç>*(A) = 0 whence Ç'*(A) 
C Ç*(A). By symmetry, Ç'*(A) = Ç*(A), and it follows that Ç = Ç ' . 

Let eft have infinite products. Call a nonempty subclass £ of eft a 
strongly complete multiplicative class if £ is closed under subobjects, 
quotient objects, and arbitrary products. For A G 4 any set {A^} 
of subobjects of A has an intersection in A, namely the kernel of the 
natural map A -*]\a (A/AJ. Define 

QC(A)= H {B\BG A a n d A / B G C). 

The following lemma is straightforward. 

5.13. LEMMA. If £ is a strongly complete multiplicative class in an 
abelian category eft having infinite products, then Qe is harmonic. 

The dual to 5.10 is 

5.14. THEOREM. Let eft be an abelian category with arbitrary prod­
ucts. Then Q - * CQ is a natural one-one correspondence between the 
harmonic functors on eft and the strongly complete multiplicative 
classes of eft. The inverse of this correspondence is C -* Qc . 

Strongly complete multiplicative classes in the category Ji of R 
modules are readily determined. Let C be such a subclass of <R. Then 
<?(£) is a filter of R a n d j ^ / e *{c) Rll G C The class C is a strongly 
complete additive class so by 1.10, d = <£( *?(£)). Hence there is an 
le G S(£) such that lc {1 + I } i e g ( c ) = 0, and / ^ is a smallest 
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element of Q(£). Since I : r G &(C) for all r G R, /^ is a two-sided 
ideal of R. The ideal lc determines V(C), for Q(£) = {7 11 is a left 
ideal of R and 7 D /^ }. If I is any two-sided ideal of R, then the 
class Cj of all A E J ? such that IA = 0 is a strongly complete multipli­
cative class of J{. Given a two-sided ideal I, ICj = I, and given a 
strongly complete multiplicative class Cy Cx = C. From these re­
marks one has 

5.15. PROPOSITION. Let Rbe a ring. Then I —> Cj is a natural one-
one correspondence between the set of two-sided ideals of R and the 
strongly complete multiplicative classes of <R. The inverse of this 
correspondence is C -» lc . 

5.16. THEOREM. Let Rbe a ring. Then Ç —> le is a natural one-
one correspondence between the harmonic functors on J? and the 
two-sided ideals of R. Furthermore, I c = Q*(R), and for AE. J?, 
Q(A) = A/Ç*(H)A Ç 

PROOF. The first assertion follows from 5.14 and 5.15, Since 
Q2 = Q, Q(R) = RIQ*(R) G CQ and la0 (RIQ*(R)) = 0. Thus lc0 C 
Ç*(R). But R1U0 G aQ so that Q*{RllcQ ) = (Ç*(R) + UQ )IU0 

= 0. Thus Ç*(R) = Icç . For A G «#, Ç*(A/Ç>*(A)) = 0. Thus 
AIQ*(A) G £Q and Ç>*(R)(A/Ç*(A)) = 0. Thus Q*(R)A C Ç*(A). 
Further, A/(Ç*(R)A) G dQ being annihilated by Ç*(R), so 

Ç*(A/Ç>*(R)A) = (Ç*(A) + Ç*(R)A)/Ç*(R)A = 0. 

Hence Ç*(A) C Ç*(R)A. Thus Ç*(A) = Q*(R)A and Ç(A) = 
AIQ*(A) = AJQ*(R)A. This concludes the proof. 
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