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RATIONAL APPROXIMANTS FOR INVERSE FUNCTIONS 
OF TWO VARIABLES 

C L . CRITCHFIELD AND J. L. GAMMEL 

ABSTRACT. A comparatively unknown method of finding the 
least root of an equation in one variable is generalized to de
riving approximations to inverse functions of two variables in 
terms of ratios of polynomials. Convergence in the case of one 
variable has been proved rigorously (Koenig's theorem). A 
method of derivation is presented that makes the generaliza
tion possible. Simple examples are given and in all cases tried 
the rational approximants are more useful and less arduous than 
inverse double series using the same information. 

1. Introduction. The work reported in this note grew out of a need 
to have available a convenient formalism for inverting functions of two 
variables. Let z and w be two functions of the independent variables 
x and y; the problem at hand is to find expressions for x(z, w) and 
y(z, w) from known z(x, y) and w(x, y). The latter are assumed to be 
analytic in the neighborhood of x = y = 0. Therefore each can be 
expressed as double series of positive powers of x and y and their 
products. Then x and y can be expressed also as double power series 
in z and w. By substituting the series for x and y with unknown co
efficients into those for z and w with known coefficients one arrives at 
identities from which the unknowns can be determined. However, the 
process is very arduous when carried out for more than a few terms. 
Moreover, experience with one variable indicates that approximation 
by ratios of polynomials is generally superior to summation of trun
cated series using the same information. It is with this in mind that 
we present a process for forming rational approximants to inverse 
functions of two variables. In addition the connection between this 
process and theory of locating roots of functions of one variable and 
to Padé approximants is noted. Finally, certain simple examples are 
presented. 

2. Inversion of Double Series by Rational Fractions. Let us absorb 
the constant terms into the dependent variables and write 

(i) z s z - f Éfln-k^-y = o, 
n=l fc=0 
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n 
(2) W=w- £ 5>»-M*n-y = 0. 

n = l fc=0 

We propose to derive two approximately linear equations from these. 
Consider the two polynomials of degree N 

N m 

(3) GN=1+ 2 2gm-i ,»* m -V, 

N m 

(4) HN= 2 S * m _ i > t x"-V, 
m = l £ = 0 

in which there is a total of N(N + 3) unknown coefficients, gifc and 
/ ^ . In order to fix the values of these we impose the condition 

GNZ + HtfW = z + (gi0z + hl0w - Ö10)X 

+ (goiz + ^oi1^ ~" aio)y + *2o -i- • • • + ß^ = o. 
By dropping the remainder we have a linear equation for x and y. The 
coefficients g10, g01, /i10 and h0l are calculated from the N(N + 3) 
simultaneous linear equations 

(6) ^v = E (aijg»-i,v-j+ hjK-i?-j) - *g^ - u>K = °> 
u 

where i and j are integers. In (6), g00 = 1 and h00 = 0 and any nega
tive subscript gives a null term. Moreover g^ and h^ vanish for 
/A + v > N. These equations are shown in tabular form in Table I 
for the case of N = 3. Each row is a vector and the eighteen equations 
are obtained by taking the ordinary scalar products of the top row with 
the other eighteen and setting them equal to zero. Obviously one 
needs to solve only for g10, g01, hl0 and h0l, and these are rational 
functions of z and w. 

In a similar way consider the double polynomials 

N m 

(7) P W = 1 + S E Pm-*,**m-V> 
m = l I =0 

N m 

(8) QN= S 2<7m-i.i*m-V» 
m = l £=0 

and choose the N(N + 3) coefficients p{j and qtj so that 

QNZ + FNW = u; + (p10u; + </10z - &i0)* 

+ (p0lw + </0i* - 601)!/ + x 2 ° + * * ' + * V = °-
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The values of p1 0 , p0 1 , qi0, and q0i are determined from the simul
taneous linear equations 

(io) K^ = X (hjPv-is-j + Oifo-ir-i) - up,» - zq>» = o, 
u 

using the same rules for subscripts and p00 = 1, q00 = 0. Table I can 
then be used after the following substitutions 

a%k ±3: bik, 

(11) gik^>Pik, 

hik-* 9ik-

In order to annihilate all terms in the product polynomials, (5) or 
(8), of degree n and less except for degree 1 and 0 one needs 
\(n + l)(n + 2) — 3 unknowns in the polynomials. Setting this equal 
to N(N + 3) and solving we get 

(12) n ' = ((SN2 + 24N + 25) M - 3)/2. 

Only rarely will n ' be integral for integral N. Asymptotically 
n —» (2) ll2N and we see that the remainders RN and ftN ' a r e of the 
order 

RN~ RN' - 0(x2 + t / 2 ) * ^ , N ^ oo. 

For any conceivable application only rather small values of N are of 
interest. The lowest four integral values of n ' in (12) are 

N= 3 , 8 , 25 , 54 

n ' = 5 , 12 , 36 , 77 

No.ofEq. = 18 , 88 , 700 , 3078 

The No. of Eq. refers to the number of simultaneous equations in each 
of(6)and(10). 

In practice one may not know all terms up to given degree so that 
the matching process might be quite different. Also, it may happen 
that the x dependence is more important than the y dependence in one 
or both z and w in the sense that 

n . -vn—k*.k *•<•*> n ^n—k—U.k+1 
Qn-k,kX II - ^ an-k-l, k+lx If > 

for all k and for n = int n ' . Then one might use the left over' un
knowns to annihilate the higher powers of x in terms of degree n + 1. 
In the following section we consider a least squares treatment in the 
case N = 1. 
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3. Completion of Equations Using Least Squares. When N = 1 
we have 

Gx = 1 + g10x + goiy and H1 = h10x + h01y; 

these four coefficients can be chosen to annihilate the quadratic terms 
in Q{L + H{W and satisfy one additional condition. The three equa
tions from (6) are 

«20 + «lOglO + ^10^10 = 0, 

(13) an + tfiogoi + bl0h0l + «oigio + b0lh10 = 0, 

«02 + «oigoi + b0lh01 = 0, 

and the term of degree three in G{L + Hi W is 

T = - («30 + «2ogio + 6 2 0 / i 1 0 ) x 3 

- (a21 + a20goi + 620/*0i + «ligio + bnhl0)x
2y 

- (al2 + flngoi + 6 n V + «o2gio + b02h10)xy2 

- («03 + «02goi + b02h0l)y
3. 

Let us average T2 over a unit circle in the (x? y) plane. 

T2 = (a30 + a2ogio + 620/*i0)2^ + («03 + «02goi + ^02^01) V 

+ [(«21 + «2ogoi + b20hoi + flngio + ^îi^io)2 

+ 2(a30 + a2ogio + 620/*io)(«i2 + «ngoi 

+ bnh0l + a02gio + W h o ) ] *4y2 

+ [(«12 + «ngoi + &iA>i + «02gio + b02hl0)
2 

+ 2(a03 + a02goi + 6o2^oi)(«i2 + «ngoi 

-h bnh0l + a02gio + &o2Äio)]«V-

(13) we find 

d ^ i o _ _ «10 d/ l0 1 _ ^ flpi 

dglO &10 ' d g l 0 &10 

dgoi = 

a gio 

6QI 

and we use these relations to minimize r2 with respect to g10. This 
then gives us a fourth equation. Let 

a= a20bl0 - al0b20, ä = «02601 ~ «oi602> 

ß = («20 + «02)610 ~ «10(620 + 6 0 2 ) + «11601 ~ «01611, 

ß= («20 + «02)^01 - «01(620 + 602) + «11610 - «10611. 
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Then the fourth equation becomes 

4(a30a + a03a) + (a30 + al2)ß + (a21 + a03)ß 

+ [4a20a + («20 + 002)0 + anß]g10 

(13a) + [4b20a + (fe20 + b02)ß + b1}ß] hì0 

+ [4a02ä + (a20 + a02)ß + an/3]g01 

+ [4fo02ö + (b20 + foo2)0 + bnß]h0i = 0. 

Eqs. (13) and (13a) then serve to determine the g's and lis. An 
analogous set of equations for the p's and q's is obtained by making 
the substitutions indicated in (11). It is to be noted that these trans
formations merely change the sign for a,ß, ä and ß. In fact the 
éliminant for the transformed set of equations is simply the negative 
ofthat for the g's and lis. 

The use of least squares to determine left-over' unknowns can be 
generalized in an obvious way. 

4. Relationship to Theory of One Variable. The process described 
above for making equations in two variables approximately linear is 
obviously related to the formation of the [1/N] entry in the Padé 
table for functions of one variable [1]. Moreover the inversion of a 
function f(x) so as to obtain x(f) is equivalent to finding roots of 

(14) f(x) = / 

where on the left-hand side / is a function of x and on the right-
hand side it is an independent variable. The treatment of one variable 
is well established and rigorous [2]. Our treatment of two variables 
corresponds to finding the least root from the ratio of two Hankel 
determinants, HinlHin+l. The use of such determinants for finding 
roots dates back to 1860 [3]. Their derivation through multiplica
tion by polynomials to make an equation approximately linear 
appeared in 1935 [4]. 

In effect the Hankel determinants which are required are gen
erated as coefficients in the power series expansion of: 

For simplicity let us suppose this expansion to be meromorphic 
within a finite circle about the origin and that all poles are distinct. 
Koenig's theorem [2] then states that as fc—» <»? CkICk+i approaches 
the least root of f(x). Our extension to two variables is by analogy 
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and it presumably can be generalized to n variables. The test of its 
usefulness is purely pragmatic and some examples are given in the 
following section. 

5. Some Particular Examples. In order to illustrate the method and 
test its usefulness we have selected for the function z the simplest of 
(infinite) double power series 

(15) z = — i - - 1 = x + y + x2 + xy + 
(1 - x)(l -y) * * 

For w we consider functions whose characteristics make the same 
angle with those of z at all points in the X — Y plane. It is easily 
shown that all such functions are power series in 

(16) u; = ^ — x + ^ — J / + -j(x2-y2)- yxxy 

and we choose w to be the quadratic polynomial itself. In (16), k is 
the cotangent of the angle between characteristics. 

The numerical study is made as follows: a coordinate pair (x, y) is 
selected and values of z and w computed from the exact formulas, 
these values are then used in the approximation methods to compute 
values x ' and y '. We then calculate 

(17) P= ( 
( » - * T + (y -y ' ) 2 V / 2 

x2 + y2 I 

Contours in the X — Y plane for constant values of p are then drawn 
in order to compare various cases. Three types of comparisons are 
presented. 

In Fig. 1 the contours for p = .01 are shown for the methods 
described above with N = 3 (where coefficients through degree five 
in the products are zero) and N = 1 (where quadratic terms are zero 
and cubic terms minimized by least squares). The circles in each case 
are drawn tangent to the nearest point of the contours. The area of 
the circle is a measure of the usefulness of the approximation. In this 
sense the N = 3 approximation is 8 times as useful as that with N = 1. 
The calculations were made with A = .75. 

In Fig. 2 the contour for IV = 1 and p = 0.1 is compared with that 
obtained when the series are inverted and summed through third 
degree in z and w. The area of usefulness as defined above is 2.5 
greater for the rational approximant. These calculations were made 
f o r \ = 1. 

In Fig. 3 we plot the radius of the area of usefulness rA (i.e., for 
p = 0.1) as a function of the angle a between characteristics. Again 
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the curve labelled N = 1 is that for the corresponding rational approxi-
mant in which least squares are applied and that labeled SERIES is 
the sum of the inverted double series through terms of degree three. 

The authors wish to thank Mary Menzel for her assistance on the 
computations. They are indebted also to Professor Householder for 
helpful discussions. 
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Figure 1. Contours for 1% accuracy and À = 0.75. Curves labelled N = 1 and 
N = 3 are for the corresponding rational approximants. 
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Figure 2. Contours for 10% accuracy (p = 0.1). Curve labelled N = 1 is for the 
corresponding rational approximant and that labelled SERIES is for inverted 
double series of degree three. Circles are tangent at nearest point in each case. 
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N = l 

Figure 3. Radii of circles inscribed in contours for p = 0.1 as a function of a, the 
angle between characteristics. 



TABLE I 

Coefficients for 18 Linear Equations 
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