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INTRODUCTION TO DIFFERENTIAL EQUATIONS
WITH MOVING SINGULARITIES

H. GINGOLD

Consider the differential system

(1) { y' = F(t e, y,x)
e'd(t,e)x’ = G(t,€,y,x)
with the following hypothesis that we will call H.
H — (i) y is an m dimensional column vector and x is an n dimen-
sional column vector. F(t, €, y, x), G(t, €, y, x) are continuously dif-
ferentiable vector functions in the domain D, where

D={0=t=10=e=¢p, (€ >0),(Jy| + |x]) < =},

(ii) h= 0 (h need not be an integer) and ¢(¢, €) is a continuously
differentiable scalar function in D,

(iii) ¢(t, €) >0 for 0=t =1, 0 < e < €, (¢, 0) - $(0, €) FZ 0.
If h = 0 we demand that ¢(0, 0) = 0 and

lim ' dn
e—0" 0 ¢(7),€)

= + o uniformly

for
0<é6=t=1

In the case when h > 0 and ¢(t,€) = 1, we recognize the singular
perturbation systems, in case h = 0 and ¢(t, €) = (¢ + €)™, we have by
letting € = 0, the familiar singular systems of mathematical physics.
We call (1) a differential equation with moving singularities since the
location of the zeros of ¢(¢, €) may depend on €. For example,

!

(2) 2 yl’ = yg
€2+ ey’ = +y,° — yy,
i’ =y
(3) o
(t+e€) Yo' = Y T Yy,
yi' =yt 2y,

(4) , .
ey, = 4y, + (2 + €)y,

are special types of differential equations with moving singularities.
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Why consider these equations?

(i) It leads to a unified approach to singular differential equations
which apparently seem to have different features.

(ii) By transforming the interval [0, n] via the mobius transforma-
tion x = §(t — n)/(t — én), 8 > 1 onto [0,1], where n —» +», we
transform singular perturbation problems on the infinite interval into
problems associated with the moving singularities equation on the finite
interval [0, 1].

(iii) We claim that singular perturbation methods may be applied
successfully to differential equations with moving singularities; thus
obtaining a new and better insight into singular differential equations.
In particular, indispensable new information concerning singular per-
turbation problems is obtained.

We mention some proven theorems.

THeOREM 1. Let the linear system
(5) { y' = A(t,e)y + B(t,e)x
ehd(t,e)x’ = C(t,e)y + D(t, €)x

satisfy H where y, x are m, n dimensional vectors, respectively. A, B, C,
D are matrices of appropriate orders. Let the eigenvalues of D be
A1 *°* A, such that

Ren, <a<0,i=1, -k 1<k<n,
Re; >B8>0,j=k+ 1, -, n

The eigenvalues \; - - * X, may depend on t and € and a, B, are con-
stants. Then there exists an invertible transforming matrix,

1l — e"p(t, €)S
(6) R(t.e) = [ -T I, + €'¢(t,€)TS ]

the entries of which belong to C'[0,1] (for every € > 0) and to
C([0,a] X [0,€,]), (€, > 0), where a=1 in case h> 0, and 0 < a
=1 incaseh = 0. Herein,

I,,, is the m dimensional identity matrix,
S isan m X n matrix,
T is an n X m matrix.
The transformation (6) takes the system (5) into,
u' = [A— BT]u,
ehg(t,e)w = [D + €"¢(t,e)TB w,
where, (1) = R(t,€) ().
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A discussion of this result may be found in [2]. A result of a simi-
lar character holds in the complex plane when the coefficient matrix
is an analytic function of t and €. This result is discussed in [3].

A discussion of the next theorem may be found in [1] and [4].

THEOREM 2. Assume the following system (which is easily observed
to be equivalent to an nth order differential equation).

[ (yl’\ (yz \

’

Yo Ys

(7) )

(ns)  n )
L e"¢(t,e)x1 f= _a<t>€)xl + f(ta €, yla y2, TS y(m—Z))

to satisfy hypothesis H, and (a(t,€) = k > 0, where k is a constant and
flt. €.y, Y2, - * *, Yum—g)) is a scalar function). Let

®) §100,€), 93(0,€), * **, Ym0, €), 1,(0, €)
be (m — 1) preassigned continuous functions of € in [0, ,],
x,1(0,€) € C(0,€e9], and x,(0,e) = O(e™"),r> 0,ase—> 0+,
Then:
(i) there exists a solution of (7), (8) on [0, a), 0 < a = 1 such that

limx,(¢, €)
e—0
exists uniformly on0 < § = t = a;
(ii) if x,(0,€) = O(1) ase — 0%, then “lim, ¢y, (t,€),v=0,1, - --
(m — 2), exist uniformly on 0 = t = a"; and,
(iil) lime,orx(t, €) exists uniformly on 0= t=1 iff

a(0> 0) xl(07 0) = f(Oa 07 yl(oa 0)7 y2(0> 0)7 T, y(m—Z)(07 O))

This type of theorem is radically different from the usual theorems
in singular perturbations in the following respects.

(i) We neither assume the existence of a solution to the reduced
problem nor to the full one.

(ii) The reduced equation is not necessarily algebraic, and its dimen-
sions may not decrease.

(iii) It shows that the expectation for a boundary layer for y,(t, €),
Ys(t,€), * * *, Ym—-2)(t,€) may be false. Moreover we are able to formu-
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late necessary and sufficient conditions on the initial values in order
to get uniform convergence on [0, a], even for lim,_,¢+x,(t, €).

(iv) We are rewarded by this type of theorem since we obtain new
information concerning

existence,
uniqueness, and
asymptotic behaviour,

of solutions of the singular differential equation

&(t, 0)y™ + a(t, 0)y™-D = f(£,0,y,y", - - -, y®=2),

at the singular point ¢ = 0. This provides us with a tool to prove that
for singularly perturbed equations

E(y(m) + a(t)y(m—l) 4+ -+ am_"+l<t>y(m—n+l))’

+ ¢(t,€)y™ + a(t, e)y™V = f(te,y,y’, - - -, y"2)

with turning points at ¢ = 0 (recall that ¢(0, 0) = 0), the reduced prob-
lem has a solution. This is a sufficient condition to “linearize” the non-
linear equation.
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