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A CRITERION OF OSCILLATION FOR 
GENERALIZED DIFFERENTIAL EQUATIONS* 

WILLIAM T. REID 

1. Introduction. For a second order ordinary linear differential 
equation 

(1.1) [r(t)u'(t)]' + q(t)u(t) = 09 

with real-valued coefficient functions r, q continuous and r(t) positive 
on a non-compact interval I = [a, °° ) the well-known Wintner-
Leighton criterion, (see Wintner [12], and Leighton [4]), states 
that (1.1) is oscillatory on arbitrary subintervals [c, o° ) of I whenever 

(i.2a) r j ^ = l i m r -£ . - . , 
Ja r(s) Ja r(s) 

and 

(1.2b) I q(s) ds = lim,.^* | q(s) ds = oo . 
Ja Ja 

The present paper presents an extension of this criterion for general­
ized matrix differential equations of the type previously considered by 
the author [6, 9]. In particular, this extended criterion implies 
for self-adjoint systems of difference equations a result, which in the 
case of a scalar self-adjoint difference equation yields a generalization 
of a theorem on oscillation established by McCarthy [5], and answers 
a question raised by that author. 

Matrix notation is used throughout; in particular, matrices of one 
column are called vectors, and for a vector (t/J, (a = 1, • • -, n), the 
norm | y | is given by (|t/i|2 + • • • + |t/n|

2)1/2- Then X n identity matrix 
is denoted by En, or merely by E when there is no ambiguity, and 0 is 
used indiscriminately for the zero matrix of any dimensions; the con­
jugate transpose of a matrix M is designated by M*. The relations 
M a N, (M > N), are used to signify that M and N are hermitian 
matrices of the same dimensions and M — N is a non-negative, 
(positive), definite matrix. A matrix function is called continuous, 
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integrable, absolutely continuous, etc., when each element of the 
matrix possesses the specified property. If a matrix function M(i) is 
locally absolutely continuous on an interval J, then M f(t) signifies the 
matrix of derivatives at values where these derivatives exist, and zero 
elsewhere. Similarly, if M(t) is Lebesgue integrable on a compact 
subinterval [a, b] of I then $b

a M(t) dt denotes the matrix of integrals 
of respective elements of M(t). If M(t) and N(t) are matrix functions 
which have a common domain of existence, and M(t) and N(t) are 
equal almost everywhere (Lebesgue) on this domain, we write simply 
M(t) = N(t). 

2. The basic oscillation theorem. Consider a generalized vector dif­
ferential system 

(2.1) -dv(t) - [dS(t)]u(t) = 0, u'(t) - B(t)v(t) = 0, 

in n-dimensional vector functions u, v with coefficient matrix functions 
satisfying the following hypothesis on a given non-compact interval 
I = [a, b), where — oo < Û < 6 § O O ; 

( $ ) B and S are hermitian n X n matrix functions, with 
B locally of class X °° and S locally of bounded varia­
tion, while B(t) ^ Ofor t G I. 

For basic properties of such systems, and the relation of such systems 
to ordinary differential systems to which (2.1) reduces when S(t) is 
locally absolutely continuous, the reader is referred to [6] and [9] 
of the Bibliography. In particular, two values tx and t2 of I are called 
(mutually) conjugate with respect to (2.1) if there exists a solution 
(u; v) of this system with u ^ O o n the subinterval with endpoints tY 

and t2, while u(tij = 0 = u(t2). Such a system is said to be discon-
jugate on a subinterval 70 °f I provided no two distinct points of Z0 

are conjugate. On the non-compact interval I = [a, b) the system is 
said to be oscillatory near b, (oscillatory for large t if b = °° ), in case 
(2.1) is not disconjugate on an arbitrary non-degenerate subinterval 
[c,fc)ofZ. 

In view of the assumption that B(t) ^ 0 and B is locally of class 
i " on /, the smallest eigenvalue kmn[B(t)] of B(t) is a nonnegative, 
real-valued function that is locally of class J?00 on J, (see, for example, 
[10; Theorem 3.1]). The basic oscillation result to be established 
is as follows. 

THEOREM 2.1. If hypothesis ( $ ) holds, then (2.1) is oscillatory near 
b whenever the following two conditions are satisfied: 
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(2.2) 

(i) \(t) = kMin[B(t)] w such that fb
ak(s)ds = 

l i nv^ JJ k(s) ds = oo ; 

(ii) there exists an n-dimensional vector f such 
that |£| = 1, and i*S(t)Ç -* oo as t-> b. 

For r, q continuous real-valued functions on [a, °° ) with r positive, 
the result of the above theorem for n = 1, B(t) = Ur(t), and S(t) = 
J* q(s) ds, reduces to the Wintner-Leighton criterion for the scalar 
ordinary differential equation (1.1). 

If hypothesis ( $ ) holds, and there is a subinterval (c, b) on which 
(2.1) is disconjugate, then there exists an hermitian matrix function 
N(t) and an hermitian constant matrix X such that for s E (c, b), 

(2.3) N(t) - P N(r)B(r)N(r) dr = S(t) + X, fG (c, fo). 

This result is of the form of conclusion (iii) of Theorem 5.1 of [9], 
with the substitutions N(t) = - W(t\ S(t) = -M(t), X = - ¥ , but is 
not a direct consequence of the cited result of [9] as the latter deals 
with a compact interval. The stated result may be proved by the same 
method as that presented for conclusion (iii) of Theorem 5.1 of [9], 
however, with the modification that one now refers to Theorem 5.3 of 
the author's earlier paper [8], rather than to Theorem 5.1 of [8]. 
In this connection, it is to be emphasized that the results of § 5 of [8] 
do not involve any assumption of normality on subintervals, so that for 
the existence of N(t) and X satisfying (2.3) no such assumption is 
needed. 

Now if |£| = 1, and f *S(t)€ - • oo as t -> b, then also £*[S(t) + 
X]£ -* °° as £—• b, and as B(£) = 0 on / equation (2.3) implies that 
£*N(£)£—» oo as t —> b. Also, since N(t) and B(t) are hermitian we 
have £*N(r)B(r)N(r)i;^ k(r)t;*N2(r)l Moreover, by the Schwarz in­
equality, it follows that f*N2(r)£ = [f*fl [£*2tf2(r)fl S |f*N(r)f|2. 
Consequently, whenever conditions (2.2) are satisfied, and N(t), X are 
as in (2.3), there exists a value s E (c, b) such that 6(t) = g*N(t)£ 
satisfies the conditions 

(i) 0(t)>0fort E [s,b)9 
(2.4) 

(ii) 6{t) - J] k(r) 02(r) dr-> oo as t-> b. 

However, these conditions are incompatible with the assumption that 
Jl A(r) dr —> oo as f-> i , Indeed, if M > 0 and T E (s, b)is such that 
0(*) - ÎÎ X(r) 02(r) dr ^ M for * E [T, 6), then 

A(t) 62(t) [M+ f k(r) 62(r) dA ~2^ k(t\ for t E [T, fc), 
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and integration yields the inequality M_1 è JJ X(r) dr, for t G [T, fc), 
contrary to (2.2i). Consequendy, whenever ( $ ) and conditions 
(2.2i, ii) hold the system (2.1) fails to be disconjugate on subintervals 
of / of the form (c, b); that is, (2.1) is oscillatory near b. 

If (2.1) is identically normal, and S(t) is locally absolutely con­
tinuous with derivative S'(t) = C(t) almost everywhere on 7, then in 
case C(t) ^ O o n a subinterval (c, b) of 7 it follows from Theorem 3.3 
of [7] that the conclusion of Theorem 2.1 remains valid when (2.2i) 
is replaced by the weaker condition 

(2.50) £* I J B(s) ds I £•-» » as £-» b, for arbitrary non-zero vectors £ 

which, in view of the non-negative definite character of B(t), is equiva­
lent to the condition 

(2.5) ÀMin [ £ B(s) <&] -^ oo as *-> b. 

For a discussion of various related criteria, the reader is referred to 
the papers [1, 2] of Ahlbrandt. It is to be remarked, however, that 
it is not known whether or not the result of Theorem 2.1 remains valid 
whenever (2.2i) is replaced by (2.5) and no additional conditions are 
imposed. 

3. Criteria for related systems. Now consider a self-adjoint gen­
eralized differential system of the form 

-dvx(t)+ [C^u^t) 

(3.1) - ASitjv^t)] dt - [dSxft)] t#!(*) = 0, 

fix'(f) - A ^ W ) - Bi(t)vi(t) = 0, 

wherein the nX n matrix functions Al9 BY, Cl7 Sx satisfy on 7 = 
[a, b) the following hypothesis. 

($i) A1? Bh Cx are locally of class J!°°, with Bl9 Cx her-
mitian and Bi(t) ^ 0 almost everywhere on I, while 
Sj is locally of bounded variation on this interval. 

A system (3.1) is reducible to the form (2.1) under various sub­
stitutions. In particular, if Y^t) is a fundamental matrix solution of 
the ordinary differential equation Yl'(t) — A1(f)Y1(f) = 0, then under 
the substitution 

(3.2) u1(t)= YUM*), »i(«) = *i *- KtMt), 
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the system (3.1) is reduced to (2.1) with 

B(t)=Y1-\t)B1(t)Y1 *-»(*), 
(3-3) 

S(t)= P YfisndSMU') - J ' Y1*(s)C(s)Yl(s)ds, 
J to J to 

(see, for example, [9, § 2] ). 
For a system (3.1) with 

(3.4) Sx(t) = M(t) + Mx(t\ 

where M and Mx are hermitian matrix functions that are locally of 
bounded variation on I, and the system 

- dvx(t) + [C^u^t) 

(3.5) - AS^v^fydt - [dM&fiu^t) = 0, 

ux'(t) - Ax(t)ux(t) - B ^ f t ) = 0, 

is disconjugate on a subinterval (c, b) of Z, let (C/i(£); V^f)) be a con­
joined basis of (3.5) with Ui(t) non-singular on (c, b). Under the sub­
stitution 

(3.6) ux(t) = Ux(t)u(t), vi(t) = Vx(t)u(t) + Ux*-\t)v(t\ 

the system (3.1) reduces on (c, b) to the form (2.1) with 

(3.7) m = c/rmwüi*-1*'). s(#)= f ^»wtdMwi^w. 
For hermitian ordinary differential systems appearing as the accessory 
system for variational problems of Lagrange or Bolza type this trans­
formation is essentially the classical Clebsch transformation, (see [11, 
Lemma 4.2 and Corollary of Chapter VII], and also [9, Lemma 5.1] ). 

Moreover, in view of the equivalence of (3.5) to an ordinary dif­
ferential system as in [9, § 2] , and the results on principal solutions 
of self-adjoint ordinary differential systems presented in [11, §3 of 
Chapter VII], it follows that if (3.5) is identically normal on I then 
B(t) defined by (3.7) is such that for c < s < t < b the hermitian 
matrix function &(t9 $\UX) = /J B(r) dr is positive definite and 
@~l(t, s\ Ux)—> 0 as t—> b9 which is equivalent to (2.50) or (2.5). 

4. Self-adjoint systems of difference equations. Now for a given 
non-compact interval I = [a, b) let {tj}, (j = 0,1, • • •), be a sequence of 
values satisfying 
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(4.1) a = t0 < tx < • • • < tj < tj+l < • • -, lim ôo*,- = b, 

and let Rj, Sp (J = 0,1, • • •), be hermitian n X n matrices with each 
Rf positive definite. Consider a system (2.1) wherein for j = 0, 1, 
we have 

(4.2) B(t) s fl.-i, S(t) = Sp for t G (tp tJ+1). 

For definiteness, one may also suppose 

S(tj+1) = \[Sj+SH1], (j = 0,1, • • •)• 

As presented in [6, § 6 ] , if (u; v) is a solution of (2.1) on 7 then on 
this interval u(t) is a continuous vector function that is linear on each 
subinterval [tp tj+i], and for 

K,+l = S i+1 - Sp Au(tj) = u(tj+1) - u(tj), 
(4.̂ 3) 

Atj = tJ+1 - tj 

the sequence {u(tj)} satisfies the self-adjoint system of difference 
equations 

(44) ^+1^T~ ^ ^ f - + Ki+MtJ+i) = o,(j=o,i, • • •). 

Conversely, if on I the vector function u(t) is continuous, linear on 
each subinterval [tp tj+l], and satisfies (4.4), then a solution of (2.1) is 
given by u = u(t), v = v(t) with 

v(to) = flo^f^ -[S(*o) - S0] «(*„), 

v(t)=Rj-^-fort(=(tj,tj+1), 

v(tj+1) = Ri—^- -[S(tj+1) - Sj]u(tj+l), (j = 0,1, • • •)• 

For a direct treatment of real self-adjoint systems (4.4), with the 
derivation of certain central oscillation and comparison theorems, the 
reader is referred to Harris [3]. 

Since for tG(tptj+1) we have XMin[B(f)] = l/AMax[fl/]> a direct 
application of Theorem 2.1 .yields the following result. 

THEOREM 4.1. If I = [a, b), and tp Rj, Sp (j = 0,1, • • •), are as sped-
fied above, then (4.4) is oscillatory near b when the following condi­
tions are satisfied: 
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(i) 2%o(A$)/ÀM«[Hj] = °°> 

(ii) there exists a vector f with \£\ = 1 and X *=o £*Kj+i£ 
= l i m m ^ « 5 2 ^ = 1 ^ . + 1 f = oo. 

For n = 1, a = 0, b = °° >%= j, (j — 0, 1, • • •), and ry, ̂  real values 
with each ij positive, this criterion states that the real self-adjoint dif­
ference equation 

(4.5) rj+l bu(tj+l) - rj Au(tj) + kj+lu(tj+i) = 0, (j = 0,1, • •), 

is oscillatory near oo whenever 

(4.6) (i) X %0 llrj = oo, (Ü) 2 - _ 0 kj+ ! = oo. 

This condition generalizes the result of McCarthy [5] , whose 
criterion for the oscillation of (4.5) near infinity involved (4.6ii) and the 
boundedness of the positive sequence {r,}, and who stated [5, p. 
204] that he did not know whether the boundedness of {fj} could be 
replaced by the divergence of the series X j=o !/*> 

Added in proof. Subsequent to the submission of the present paper 
the author received from Don B. Hilton and Roger T. Lewis a copy 
of a manuscript entitled Spectral Analysis of Order Difference Equa-
tionSy wherein they also obtain the above stated generalization of the 
result of McCarthy [5]. 
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