
ROCKY MOUNTAIN 
JOURNAL OF MATHEMATICS 
Volume 7, Number 4, Fall 1977 

ON IDEALS HAVING ONLY SMALL PRIME FACTORS 

D. G. HAZLEWOOD 

1. Introduction. Let K be a fixed algebraic number field of degree 
n, with discriminant A and regulator R. Let rx and 2r2 denote the 
number of real and complex conjugates, respectively, o> the number of 
roots of unity, r = rx + r2 — 1 the maximum number of independent 
nontrivial units, 

dk = 

and 

(1.1) X = 

iff! + 1 ^ k^ rx + r2, 

>*i+2tv 

"UilAl 1/2 

Let O denote the ring of integers in K, a an integral ideal in O, p a 
prime ideal in O, h the number of ideal classes, and Na the norm of a. 
For real numbers x ê 1, t i~ 0, and an ideal t of O, f ̂  (0), we denote by 
i/r(x*j x; f) the number of integral ideals a of O with Na = x\ (<t, f ) = 
(1), and if £ is a prime ideal dividing a, then Np ^§ x. 

J. B. Friedlander [1] and J. R. Gillett [2] derived essentially the 
following estimate for i/*(x', x; f ) with t fixed and f = (1): 

(1.2) * (x«, *; f ) = hkZ^ty + O ( j ^ ) 

where Zi(t) is the well-known Dickman function satisfying the dif
ferential-difference equation 

(1.3) tZl'(t)= - Z x ( * - 1 ) 

with initial condition Zx(t) = 1 for 0 = t = 1 and the constant implied 
by the use of the O-notation depends not only on the field K, but also 
on the parameter t. 

The object of this report is to establish an asymptotic estimate for 
i/f(xf, x; Î) generalizing (1.2) where the O-constant is independent of x, t, 
and Î and depends only on the field K unless otherwise indicated. 

Also, as a consequence of the theory, we derive an asymptotic esti-
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mate for 4>(x*, x; I), the number of integral ideals a in O with Na = x\ 
(a, t ) = (1), and if p is a prime ideal dividing a, then Np > x. 

Before stating the main theorem, we define the following functions. 
The function q(a) defined on the ideals of O is a generalization of the 
Möbius function given by 

'1 if a = (1) 

0 ifp2/a 

[ ( - 1 ) * ifa = Px •• - ^ f t ^ t y f o r i ^ j . 

For M a natural number with 0=m=M and r = 0 or 1, the function 
fr(m; t), derived in Section 4, is given by 

(1-4) <j(«) = { 

(1.5) t«« I) = 2 3 f J <-!)• C )dog Nb>- {Sa^+JCW»)] 

where 

f o(tt) if r = 0 
(1.6) 9 , (a)= J 
and l | 9 ( a ) | i f f = l , 

(1.7) Q(fc)=(-l)^)-i{l- Ì o ^ } 

where Tm(K) is a generalization of Euler's constant for the algebraic 
number field K defined by 

(1.8) M«) = M { X » - ^ } 

As proved at the end of Section 4, we point out that 

(1.9) &(ro; t ) = Om(log 2Nf (log log 3NÏ)m + 1). 

Finally, we define HX(JC; Î) by 

(1.10) Hx(x; I) = (w(Nf) + l)exp(-C(logx)1/2) 

where v(m) denotes the number of distinct prime factors of the rational 
integer m, n is the degree of K, and C = a(4n1 /2)_1 for an absolute 
constant a > 0. 

THEOREM 1. If f is an arbitrary integral ideal of O, f ̂  (0), x = 1, 
£ = 0 are real numbers, and M is an even integer, then 
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*(x*,x;l) = hkx' { S ^ ZiW 
1 tit p 

,x (-l)mZ1<'"+ 

'0 m! (logx) 
(1.11) 

+ OM>< (x< { ^ ( x j f X l o g x ) ^ 

+ 2nKN,)x-2€/(n + l)(1 + ^(f)) + ^ ( M ; f) * ^ J ) 
(Iogx)Ä 

uniformly in x, t, and t for t outside the intervals (y,y + e) where 
y = 1, 2, • • % M + 1, e is an arbitrary positive real number, n is the 
degree ofK, and Ax and A2 are absolute constants. 

We remark that this asymptotic formula is valid only for té 
(logx)1/2 due to the behavior of Zx(t). We will consider other ranges 
for H n a later work. 

An immediate corollary to Theorem 1 gives a better view of the 
leading term. 

COROLLARY. IfOété (logx)1/2 then 

Mi n b 

(1.12) 

+ oJxtU^H^xJXlogx)** 

+ 2-(Nf)JC-2€/(n+.l)(1 + Zl(t) + ^ (0 ; f) p ^ | i 

uniformly in x, t, and I for t outside the interval (1,1 + c) for arbitrary 
€ > 0 . 

The particular interest of (1.12) is that if 2 < t, then € can be chosen 
larger than 1 so that ifv(Nl) <sC (2/n(n + 1)) log x, the last term of the 
O-term of (1.12) is dominant to yield 

(1.13) »" 
Nb 

+ ojx* log 2NI log log 3Nf Y^- ) 
tZ^t) 

log 

Specifically, if f = (1) and 2 < t^ (log x)l'2, then 
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(1.14) *(*', x; t) = hkx*Zx{t) + Oe(x< f*@ ) 
\ log* / 

to improve (1.2). 

For the function &(x\ x; f ), we obtain the following asymptotic esti
mate using Lemma 3.2. 

THEOREM 2. If t is an integral ideal ofO,lj^ (0), x = U = 0 , then 

(1.15) 4>{x\ x; I) = J* Z2 '(u)xM du + 0(X**A 1H 1(X ; f)(log x)Aa) 

uniformly in x, t, and t for absolute constants Ax and A2 where Z2(t) is 
de Bruijn s function satisfying the equation 

(1.16) tZ2'(t)= Z2(t- 1) 

with initial condition Z2(t) = lfor 0 ^ t = 1. 

2. The General Question. After the manner of B. V. Levin and A. S. 
Fainleib [6] and [3], [4], we let x ^ 1 and fix 

(2.1) 0 = B0 < Bi < < Bfc_i < Bk = + oo 

for some natural number k. We say that an ideal a belongs to 3Km for 
1 ^ m ^ k if either a = (1) or if all the prime ideal factors of a have 
norms greater than xBm~l but not exceeding xBm. Thus any integral 
ideal a can be uniquely expressed in the form 

(2.2) a = a1'---afc, amG3»m, l ^ m ^ f c . 

We let fmy l ^ m ^ k, denote completely multiplicative functions. 
Then for ti= 0, we define 

(2.3) mf(x<) = 2 /(Afe) = 2 /KAto,) • • -/fc(Nafc). 

l * 

If A: = 2, Bi = 1, and 

f 1 if Na = 1 
(2.4) ftNa) = 4 

v 0 otherwise, 

fl if (a, F) = (1) 
(2.5) f2(Na)= 1 . 

10 otherwise, 

t h e n m / ^ ) = ty(x',x;f). 
Of course, the object is now to estimate the sum m/(x*). To do this, 

we define for each function^, the function Xfm by the following rule: 
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(2.6) /m(Ntt) log Na = X fm(Nb)Xfm h i ) . 

Since the functions ^ are completely multiplicative, X/m can be char
acterized as follows: 

(2.7) X / m (Na)={ 
log N*f(Na) if a = pr 

Obviously, there must be some restriction on the functions fm in 
order to estimate m/(xf). We shall study the behavior of mf(xt) for two 
classes of functions fm. For x è O , j / è Û the first class is determined by 
the conditional existence of the following functions: 

(2.8) LfJx,y)= S X /m(ND0= llogNpfUW) 
Mr^x Npr^x 
Np^y Npû-y 

and 

(2-9) I L » = n (i+ ii/«w)i). 
The alternate class of functions will be determined by conditions on 

the functions: 

*-*/>,</) = 2 x/jN^w-

(2.10) 
= S IogN«fm(Njf))N>-

and 

(2.11) n * » n=(i+ Î\MW)\M-'). 

Now we define a class of functions (I as those functions/m, 1 ê m ^ 
fc satisfying the following requirements: 

(2.12) Lfjx, y) = rm log(min(x, t/)) + Dm + hjx, y) 

where rm is a complex number, Dm is an absolute constant, and hm(x, y) 
= 0(H(x) + H(y)), H(x) is a nonincreasing, nonnegative function; and 

(2.13) f i / » = 0(logAn.x) 

where A™ is an absolute constant. 
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Similarly, we define the class of functions fl* with equivalent condi
tions on L\ (x, y) andf[*/m(x). 

The condition (2.13) will be necessary only if the functions fm have 
negative values. 

We are now ready to state the basic general result necessary to 
estimate my(x'). The proof is omitted since it is similar to the proof of 
Lemma 4 of [4]. 

FUNDAMENTAL LEMMA. Suppose the completely multiplicative 
functionsfm, l â m g l : , satisfy (2.12) and (2.13). Then m^x*) as de
fined by (2.3) satisfies the following equation: 

tmAx*) — I mf(x
u) du = V rm / * mf(x

u) du 
J0 J~, J t~Bm m = l 

Di 
log x 

(2.14) 

mjix') 

Na^x 

-h-(^xB- )} 
To conclude this section on the general question, we shall also state a 
result that is proved in Levin and Fainleib [6] : 
(Lemma 1.2.1 of [6] ) Let R(t, x) be a complex valued function of real 
variables t and x, integrable with respect to t; let a and bi9 • • *, bm be 
complex numbers, CY è 0, and 0^ B0< Bx< • • • < Bm < + «>. 
Suppose further that R(t, x) = 0 for t ^ 0 and that 

ft ^ r*—BS_I 
tfl(t, x) - (a + 1) R(u, x) du + ^ 6, R(w, x) du 

(2.15) 
S = l 

= 0(^0 
uniformly in x. If 

(2.16) 
f "|R(u,x)|du = 0(1) 
Jo 
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uniformly in x, where 17 is a positive constant, then there exists a con
stant C2 > 0 such that for all t § 17 

(2.17) R(t, x) = 0(«cr») 

uniformly in x. 

3. The General Case with k = 2. For all our further considerations, 
wefixk = 2 and Bi = 1. Further we let g be a completely multiplica
tive function, I 7̂  (0) an ideal of O, and define the completely multipli
cative function G by the following rule: 

f g(Ntt) if (a, f) = (1) 
(3.1) G(Na) = < ^ ' ) . 

v. 0 otherwise. 

We shall now prove our first asymptotic estimate for the special case 
of m/ix*) defined in Section 2. 

LEMMA 3.1. Let G be a function defined by (3.1) where g is in ft 
with H(x) = e x p ( - A(log x)fl), A > 0, a > 0. Ifx ^ 1 and t § 0, tfien 

(3.2) S G(Nû) = 2 g(Na) = Z 0 + 0(^iH(x; f)(logx)A*) 
Na^x* Na^x* \ 

D|a^ND>x D|a=>ND>x 
(a,f)=(l) 

uniformly in x, t, and I where Ax and A2 are absolute constants, 

(3.3) H(x; f) = (w(N!) + l)exp(-A/2(logx)«), 

and Z(t) satisfies the equation 

(3.4) tZ'(t) = rZ(t- 1) 

a?i£n initial condition Z(t) = 1 for 0 ^ £ ^ 1. 

PROOF. Let / i be defined by (2.4) and/ 2 = G. It is a straight forward 
argument similar to the proof of Lemma 2 of [4] that the conditions of 
the Fundamental Lemma are satisfied with 

p\a=*Np>x 

i.e., 

Lfl(x,y)=l 

and 

(3.5) Lf2 (*, y) = T log min(x, t/) + D(f ) + h(x, y; f ) 

where 
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(3.6) D(f) = D - n *«W) 
Pit r = l 

and 

(3.7)Ä(*,y;f) = Ä(*,y)+ £ Xg(W) + 2 k^W) - 2 A*W)-
*|f 0|f D|f 

W > * N*>y W > x 

m>y 

In particular, 

(3.8) Ä(x, y; f) = 0((nKN!) + l)exp(-A/2(logmin(x, y))a). 

Hence 

tWfix*) — flV(*M) du = T rrif(xu) du 

- * ( £ • * « ) } 
sinceri = Di = 0 andr 2 = r, D2 = D(f). 

Now G satisfies (2.13) so that 

2 |G(Na)| = 0 ( ^ l o g % ) . 

Thus (3.9) becomes 

tm^x1) — mf(xu) du — T ™>f{xu) du 
(3.10) ° ° 

= 0(^H(x;f)( logx)A-1) 

uniformly in x, t, and t. 

Now we let R(t, x; F) be a function such that 

(3.11) mf(x*) = Z(t) + R(t, x; t)H(x; f )(log x)A~l 

and substitute into (3.10) to get 

tZ(t) - j* Ufi) du-7 J*"1 Ufi) du + tR(t, x; t)H(x; t)(log x)^1 

- j l R(u,x;t)H(x;l)(logx)A-ldu 
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- T J* 1 R(u, x; l)H(x; I)(log x)A~l du 

= O ^ H ^ f K l o g ^ - 1 ) . 

Hence 

(3.12) tR(t, x; I) - J ' R(u, x; I) du - r £ _ 1 R(u, x; I) du = O(^) 

uniformly in x, £, and f. 
We also note that if t = 1, then So\R(u, x; t)\ du = O(l). Thus, 

using the Levin and Fainleib result at the end of Section 2, there exists 
a constant Ax > 0 such that R(t,x;t) = 0(tAl) uniformly in x, t, and t, 
so that (3.11) implies (3.2) to prove Lemma 3.1. 

Using Abel's summation on (3.2) we can prove the following lemma 
where g is in ft*. In particular, if g(Na) = 1, we shall see in Section 4 
that T = 1 and H(x) = exp(-a/(2n1/2)(log x)112) so that (3.13) implies 
(1.15) to prove Theorem 2. 

LEMMA 3.2, Let G be a function defined by (3.1) where g is in ft* 
with H(x) = e x p ( - A(logx)a\ A > 0, a > 0. If x^ I and t^ 0, then 

p\a=>Np>x p\a=>Np>x 

(3.13) 

G(Na) = 2 g(Na) 

\a=>N\»x 
(a,f)=(l) 

= J* Z'(w)jcwdw+ 0(^A 1H(x;f)( logx)A î) 

uniformly in x, t, and f. 

Now we let 

(3.14) S(x<;f) = S GiN«)= 2 g(Na) 

(M)=( l ) 

and let/i = G and/ 2 be defined by (2.4). Then 

(3.15) mf(x<) = 2 G(Na)= S g(Na). 

(a,F)=(l) 

The object of the next lemma is to write (3.15) in terms of (3.14) so 
that we will need only a good estimate for (3.14) to get one for (3.15). 
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LEMMA 3.3. Let G be a junction defined by (3.1) where g is in £1 
with H(x) = exp( - A(logx)a), A > 0, a > 0. Ifx^l and t è 0, then 

2 G(Na)= £ g(Na) 

P\a =>Nfêx Ï>|Û =>Np^x 
(a,!)=(l) 

(3.16) = S(tf; f) + P Z'(* - u)S(x"; f) du 
JO 

4- 0(fA3H(x;f)(logx)A4) 

uniformly in x, t, and t where Z(t) satisfies the equation 

(3.17) tZ'(t)= -rZ(t- 1) 

with initial condition Z(t) = Ifor 0 ^ t^ 1 and A3 and A4 are absolute 
constants. 

PROOF. NOW recall from (3.15) that 

"*/(*')= J S fiW*i)M**2) = 2 g(w»). 

(a,!)=(l) 

We define functions/! a n d / 2 by the relations 

(3.18) S fm(Nb)fm(Nalb) = ^(Na), m = 1,2. 

It is easy to see that (3.18) implies t h a t / i *s defined by (2.4) and 
/ 2 = / i . Hence by Lemma 3.1 

(3.19) rrif(j*) = ±(t) + 0(tA'H(x; t)(log x)^i) 

where 

(3.20) tZ'{t) = rl{t- 1) 

with initial condition 2(t) = 1 for 0 ê £ ^ 1. 
Now using essentially the same argument as used in the proof of 

Theorem 1 of [3] and the fact that 

(3.21) P Z'(t - u)t'(u) du + Z'(t) +£'(*) = 0, 
J 0 

we prove that 

Six*; t) = rrifix*) - J* Z'( t - ti)S(x«; f) + 0(tA*H(x; l)(logx>A4) 

which is (3.16) to prove Lemma 3.3. 
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Again using Abel's summation, we prove Lemma 3.4 where g is in 
ft*. This functional equation (3.22) will be the initial step toward 
proving Theorem 1. 

LEMMA 3.4. Let G be a function defined by (3.1) where g is in ft* 
with H(x) = e x p ( - A(log x)«), A > 0, a > 0. If x ê 1 and t ^ 0, then 

2 G(Na) = S g(Na) 
Na^x* Na^x* 

p\a=>Np^x P\û=*Np^x 
(û,!)=(l) 

(3.22) = S(x*; Î) + P x'""Z' (t - u)S(xu; l) du 
J 0 

+ 0(xH^H(x;f)(iogx)A4) 

uniformly in x, t, and I where Z(t) satisfies (3.17), and A3 and A4 are 
absolute constants. 

4. The Proof of Theorem 1. If we define the function g = 1 in 
(3.1), then 

(4.1) +(**,*;!)= S G(Na)= S 1-
Na^x1 Na^x1 

p\a=*Np^x p\a=>Np^x 
(a,F)=(l) 

From Theorem 190 of Landau [5], 

(4.2) ]£ log Np = x + O ( x exp ( - a\n ̂ ( log x) ̂  ) ) 

where a > 0 is an absolute constant and n is the degree of K Thus it 
is easy to see that 

(4.3) 2 J^Mjy» = logx 4- D + O (exp ( - a ß n ^ l o g x ) 1 ' 2 ) ) 

where D is an absolute constant. 
Hence with g = 1 

(4.4) Lg*(x, y) = log(min(x, y)) + Dx + h^x, y) 

where Di is an absolute constant and 

(4.5) Mx,«/) = 0(H1(x) + H1(t/)) 

where 

(4.6) Hx(x) = exp ( - a/(2n!'2)(log x)U2 ) . 
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Further, we note that 

(4.7) nv(*)= n (1+ i, w ) = oQogx). 
Np^x X r = l ' 

Therefore the conditions of Lemma 3.4 are satisfied with g = 1 so 
that 

*(**, x; t) = S^x*; t) + J* ^ -"Zi '(* - ^ ( x " ; f ) <2tt 
(4.8) ° 

+ 0(^A iH1(x;f)(logx)^2) 

uniformly in x, t, and f where Ax and A2 are absolute constants, 
Hx(x; t) is given by (1.10), ZY{t) by (1.3), and 

(4.9) W;!)- S 1. 
(<*,') = (1) 

As stated previously, a good estimate for S1(jc
t; f ) will yield a good 

estimate for ifr(xf, x; t). For the estimate for S1(x
t; f ) we define the 

following functions: 

(4.10) Sl(x)= 2 1 
Na^x 

and 

(4.11) fli(x) = ( Ä A x ) - 1 ^ - S^x)} 

where h is the number of ideal classes of K and A is the constant given 
by (1.1). 

From Theorem 210 of Landau [5], 

(4.12) Rx(x) = 0(x-2^+ 1>) 

where n is the degree of K 
Using the function q given by (1.4), we see that 

W ; *) = S qWSiWNb) 
bit 

- » * • { 2 $ - S $*.<*»)}• 
We define 

(4.13) fli(^;ï)= S ^ - f l i ^ / N b ) 
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so that 

(4.14) S ^ ; I) = hkx< { £ ^ - MA I) } . 

Substituting (4.14) in (4.8) we then use basically the same argument 
beginning with (7.7) of [3] to show that 

*(*,*; !) = **** {X ^-Z^) 

m=o rn\ (logx)»+1 Ji u " J 
(4.15) 

+ OM,«( X ' I ^ I H ^ X ; f)(logx)At + 2«W> x-
2"<»+1>(l + Z^t)) 

(logx)M + 1 Jl M J / ' 

To conclude the proof of Theorem 1 we must show 

, . , „ , , , . , f- (logtt)mRi(u; f) , 
(4.16) &(*»; f ) = — a - i — - •' d« 

J 1 M 

which in turn implies that 

(4.17) jtwo-r w w * 8 * ' d». 
J 1 M 

To accomplish this, we use the following argument. Using (4.13) we 
see that 

(4.18) I"00 (logtt)mRi(t*;f) J u _ ^ qr(») f- ( l ogu^Rx^/Nb)^ 
J 1 M Ĵ Nb J 1 W 

and changing the variable of integration the right hand side of (4.18) is 
equal to 

(4.19) I ^ S ( m )dog N b ) ~ f " (l0SM)^l(M) du. 
fîï M> /To V * /V 6 ; J l/N» M 

Breaking the integral in (4.19) into two parts we have 

(4.20) r (lQg«)*Ri(") du_(-iy(\ogmy+i + r-Oogu^u) dM 
' J 1/M» M S + 1 J 1 U 
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By Abel's summation for s a nonnegative integer, 

~ (log Afa)* hk(ìogx)s + ì . ,. v „ / x 

J 1 M J 1 W 

and using (4.12) we have for an arbitrary constant € > 0 

. f00 (log t^'Ä^ti) , ^, x 

J x X 

. f00 (loguVR^u) _ ^ , x 

shk * du = Os(x~€), 
J x U 

and 

/iA(logx)sK1(x)=0(x-€). 

Hence for s fixed, we see that 

(4.21) 

l im f y ( Ä _ fa(log«),+1 1 
*_»«, I N ^ Afa *+1 J 

J 1 M J 1 W 

but from this and (1.8) we see that 

^/TXV 7 f* ( l 0 g ^ ) S _ 1 ß l ( w ) , 

J 1 W 
(4.22) 

- * / r (log ti^R^ti) 

u 
du. 

If we extend the definition (1.7) to C_i(K) = — 1, we can se^ from 
(4.22) that 

(423) (-1)! p QoguTRM du _ { l _ £ L&\ 
s\ J i u I „^0 ml J 

so that C,(K) as defined by (1.7) is equal to 

(4.24) <=£ f " W f l ^ > du. 
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Using (4.24) and (4.20) in (4.18) we have (4.16). 
Finally we shall prove (1.9) that 

£(m; f ) = O J l o g 2N«og log 3N!)«+1). 

To do this we define the function 

(4.25) ^ ) = | ' - ' ° g N » ( N ^ % ) 

for any complex number z, r = 0 or 1, and qr defined by (1.6). Then for 
any natural number m, there exists integers amj, l S j = m + 1 with 
ami = 1 such that 

m+i a , 

(4.26) W) = 2 (-log *»)-*(» 2 ^ r+^y 

where hr
(m)(z) denotes the m-th derivative of hr(z) with respect to z. 

This is seen by a straightforward argument using induction on m. 
Now we consider the function 

(4.27) gr(z) = 2 q&)Nb-' = Ü (1 + <7r(b)Mr*). 

Taking the logarithmic derivative 

(4.28) ë/(z) = hr(z)gr(z) 

with 

(4.29) gr'(z) = £ </r(b)M>-*(-log M>). 

Hf 

Using Leibnitz's rule we have 

l * f flog»»" 
(4.30) b" 

- Ë ( " \ ) ( S ^(logNb)» ) ( - ! ) - * / — 1 
and 

(4.31) / " v 

Hence from (4.28), (4.30), and (4.31) we see that 

(4.32) S ^ ( k g M ) m = Om(grd)(log log 3Nf)"•+») 
tir M 

>(1) 
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where 

(4.33) g r( l) = 0(log2Nf). 

Therefore writing £r(m; t) as 

(4.34) 
^ 2 *§ <*»>• 

we see that £(ra; F) is Om(log 2Nt(log log 32Vf )m+1) to prove (1.9). 
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