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1. Introduction. In a recent paper [3], a detailed mathematical analysis 
for the implicit integro-differential equation 

(I) 6t- Ad = de°+ (( r - \)lr) (1/vol 0) f etdy 
Jo 

was given. Equation (I) is the model for the induction period for the 
thermal explosion process of a compressible reactive gas in a bounded 
container. 

In particular in [3], it was shown that the solution of (I) is always 
dominated by the solution of the explicit integro-differential equation 

(E) ut- Au = de» -f (ir - l)/vol Q) Ö f e"dy 

on their common interval of existence, if Q = ^ , a ball in Rn. 
The purpose of this paper is to analyse initial-boundary value problems 

for a class of explicit integro-differential equations (see IBVP (l)-(2)) 
which include (E) (see IBVP (13)—(14)) as a special case. 

2. Known existence results. Consider the scalar integro-partial differential 
equation 

(1) ut - Au =f(t, u) + J g(t, u)dx 

with the initial-boundary conditions 

u(x, t) = u0(x)9 (x9t)eQ x {0}, 

u(x, t) = 0, (x, t) e dû x [0, oo), 
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where Q is a bounded domain in Rw,/, g are continuous on [0, oo) x Rw, 
locally Lipschitz with respect to w, are convex functions of u, f(t, 0) > 0, 
g(t, 0) > 0, and g is increasing in u. 

We use the following three theorems. 

THEOREM 1. If uQeL2(Q), supx(=ou0(x) < oo, then IBVP (l)-(2) has a 
unique classical solution on 0 x [0, a), where either a = -\-oo or a < + oo 
and 

lim sup u(x9 t) = +00. 

THEOREM 2. 7/" uQ(x) = 0 /or x e 5, fAe« /Ae solution u(x, t) of IBVP 
(l)-(2) is nonnegative and nondecreasing as a function of t on Q x [0, a), 
providedf g are independent oft, and / ' , g' are Lipschitz continuous. 

THEOREM 3. If Q = & = {x: \\x\\ < 1} c Rw and w0W = Ofor xe^i, 
then the solution u(x, t) is radially symmetric in xfor each t e [0, a). 

Theorems 1 and 3 can be proven as in [3], as can Theorem 2 for Q = ^ . 
But Theorem 2 also holds for arbitrary Q, using known comparison 
techniques [7]. 

3. Extending Kaplan's theorem. In order to obtain more precise infor­
mation concerning the blow-up time a for the solution of IBVP (l)-(2), 
we utilize the following extensions of known comparison theorems. The 
first theorem is an easy extension of the classical Nagumo-Westphal 
Theorem. Let IIT = Q x (0, T) and rT = (dQ x [0, T]) U (Q x {0}). 

THEOREM 4. Let u, ve C2tl(nT) satisfy 

vt - Av è AU v) + f g(t, v)dy, 
Jo 

ut- Aug* f(t, u) + f g(t, u)dy 
Jo 

with v(x, t) ^ u(x, t) on rT. Then v(x, t) ^ u(x, t) on IIT. 

As a corollary, we have the following result. 

COROLLARY. If ß(t) is the solution of 

y=f(t9y) + (yolQ)g(t9y), 
( 3 ) y(0) =y0^ sup u(x) on [0, T\ 

o 
and ifu(x, t) is the solution Ö / I B V P (l)-(2) then ß(t) ^ u(x, t) on [0, T) 
andò > J. 

The next theorem extends a result of Kaplan [4] to the class of integro-
partial differential equations considered here. 
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THEOREM 5. Let M0W = 0 and let u(x, t) be the nonnegative solution of 
IBVP 0M2) onQ x [0, T). Let 0 (0 satisfy 

$ = f{t, <j>) - \x<j> + (vol Q)g(t, <j,lM), 

0(0) = 0 

on [0, T) where X\ is the first eigenvalue of 

- âcj) = ty9 xeO, 
c[) = 0, xedQ 

and M = (vol û)sup0(/)i(x), (fii(x) ^ 0 is the eigenfunction of (5) associated 
with Ai normalized by \Q(jj\(x)dx = 1. Then s u p ^ u(x> 0 à <j>(t\ t e [0, T). 

PROOF. Define v(0 = (u(x, t), (pi(x)} = \Q u(x, t)(])i{x)dx. Multiply (1) 
by <f>i(x) and integrate over Q. Then we have 

vt = I Au<hi{x)dx 4- ( d>i(x)f(t, u(x, t))dx 
(6) J° J° 

Inspecting each of the three integrals on the right hand side, we have 

I </>i(x) âudx = I ua<j)\(x)dx + I ((/>i(x)(iSu/dn) — u(d<f>ildx)dx 

(7) = f ul-h^dx + 0 

= -AiV(0 

by Stokes' Theorem; 

£&(*)/(', «yx è/(*, Jo0i(*)«(*. ')<&) 
= / ( ' ,v) 

by Jensen's inequality since / i s convex in w and (J)\(x) has mass 1 ; and 

(9) = volo j g(f, w)(l/volO)t/x 

^ vol ögU, J (w(x,0/vol Q)dx\ 

again by Jensen's inequality. 
Furthermore, since g is increasing in its second argument and M = 

vol Q sup£ <fi(x), 
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1 (w(x, t)/vol Q)dx = (sup </>i(x)/M) I u(x, t) dx 

( 1 0 ) ^ (1/M) f ^(JC)W(JC, f >& 

= v(0/M. 

From (9) and (10), we have 

L^HX**'* w)^]^ = vo1 ° ^ V(0/M). 
Thus, v(0 satisfies the differential inequality 

(11) v'(0 ^ / ( / , v) - Aiv(/) + vol 0 g(/, v/Af), 

with initial condition 

(12) v(0) = 0. 

Since 0(0 satisfies (4) on [0, J ) , 0(0 ^ v(f ) on [0, T). But v(0 = 
J0^I(JC)W(X, t)dx ^ supxeö w(;c, r), and the conclusion 

0(0 ^ sup u(x9 0 on [0, T) 

then follows. 

4. Conclusions for an important special case. The particular initial 
boundary problem which is of special interest in our previous analyses 
of the thermal behavior of a reactive gas in a bounded container Q is the 
following: 

(13) ut - Au = Òe» + (( r - l)/vol Q) ö f e»dy9 II 
J Q 

(14) u(x, o = o, r. 
By the results of the two previous sections, we can immediately make 

the following observations. 
By Theorem 1 and 2, IB VP (13)—(14) has a unique classical solution 

u(x, 0 which is nonnegative and nondecreasing as a function of t on 
0 x [0, a) where either a = + oo or a < +oo and \\n\t^a- supxe^

 u(x> 0 
= +00. 

By Theorem 4, since /3(0 = ln(l — 7-<?0_1> the solution of the IVP: 
v' = edv, v(0) = 0, is an upper solution relative to IBVP(13)-(14), ß(t) ^ 
u(x, 0 on Q x [0, l/r<?) and a ^ 1 / ^ for any r ^ 1, 5 > 0. 

Again by Theorem 4, if ${x) is any solution of the steady state inequality 

-Aè à de* + ( ( r - l)/volß)<? f eWx, 
(15) Jö 

# 0 = 0, 



COMPARISON TECHNIQUES AND THE METHOD OF LINES 727 

then 0(x) ^ u(x, t) on Q x [0, oo). If Q = @ = {x: \\x\\ < 1} c R«, 
then^x) = 1 — || x||2 is a solution of (15) provided 

5 g (2«/e)(l/(cr + (1 - c))) = Ò 

where 

<r s C v o l O ^ f é?HW,ï<&< 1. 
Jo 

These observations can be summarized as follows. 

THEOREM 6. (a) For any ö > 0, y ^ 1, f/œ solution u{x, t) o/IBVP(13)-
(14) exist on Q x [0, a) where a > \jyô and 0 g w(x, 0 g ln{\ - ^ O - 1 

o n Û x [0, \jrS). 
(b)IfQ = <% a R»andifd ^ (2n/e)(ll(cy + (1 - c))), fAew the solution 

u(x, t) o/IBVP (13)-(14) exists on Q x [0, oo) andO g w(x, 0 g <jj{x) g 1 
/or (x, t)eQ x [0, oo). 

We now can use Theorem 5 to determine a range of parameter values 
for ö and y which will force o < oo and hence forces the solution u(x, t) of 
(13)—(14) to become unbounded in finite time. Recall that Xi is the first 
eigenvalue of (5), ^i(x) ^ 0 is the eigenfunction of (5) associated with Ai, 
$Q<f>i(x)dx = 1, and M = volo sup^^ (jj\{x). 

THEOREM 7. (a) The solution <j>{t) of 

( 1 6 ) #0) = 0 

exists on [0, T) where 

T = f°°</z/(&>z - Xxz + ( r - 1)^ 2 / M ) , 

(b) r < oo if and only if <?[ez + (r - l)ez/M] > ^z for all z > 0, 
(c) i / T < oo , l im^ T -^ (0 = +00. 
The above theorem is easily proven since the IVP (16) is autonomous. 

COROLLARY. The solution u(x9 t) o/IBVP(13)-(14) exists on Q x [0, a) 
where l/yd <o ^T= ft dzj{öez - Xxz + (y - l)de*'*). 

In order to determine the range of values of y, 5 for which T is finite, 
observe that the limiting case occurs when d[ez + (y — l)ez/M] ^ lxz 
for all z > 0 and ô[ez* + (7- - l)ez°/M] = Aiz0 for some z0. We note that 
if (7-- 1)/Mis small, then z0 = 1 - 77,97 > 0 small, and hence the critical 
value ö for ö is approximately 

(17) d = Xilie + (7- - l)e1/M). 
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Thus for ö > 5, the solution u(x, t) of IBVP(13)-(14) blows up in finite 
time G < T. 

For the standard container geometries, we can make the following 
comparison. Let Q be an infinite slab S of half-width 1 in R3 (or equi­
valently a bounded interval in R1), an infinite right circular cylinder C of 
radius 1 in R3 (or, equivalently, a bounded circle in R2), or a ball B of 
radius 1 in R3. Let ö be the critical value defined by (17), and let ÖCRIT 

be the numerically computed critical value for (13)—(14). Then, for y = 1.4, 
we have : 

ö= 2n 
VCRIT e[cr + (1 - c)] 

S .562 .65 .71 

C 1.175 1.53 1.73 

B 1.777 2.61 3.03 

5. Convergence of method of lines. In this section, we prove that the 
method of lines as developed by Walter [8] can be used to construct 
solutions to approximating systems of ordinary differential equations 
which converge to the solution u(x, t) of IBVP (13)—(14). We choose to 
give the proof for the special case with Q = S and n = 1. The method 
of proof extends to IBVP (l)-(2) with Q = a <=• Rw. 

Consider 

(is) et = exx + ò<* + ((r - m)d^^dx, 

0(x, 0) = 0, 
(19) 

fl(-1,0 = 0(1,0 = 0. 

Since the initial-boundary conditions are not compatible with (18) at 
the corner points (0, — 1) and (0, +1), we replace the boundary values 
by an approximating initial-boundary function which is compatible with 
(18) on the parabolic boundary. Let rj(t) denote such a boundary function. 
We see that TJ must satisfy 

(20) ^(0) = 0 and TJ\0) = <?r. 

For a given e > 0, let rje{t) be a C°°-smooth function satisfying 

(21) ^(0) = 0, 77XO) = r 5 , \Vt(t)\£e, f e [0,oo). 

Consider the approximating IBVP: 
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9, = 6XX + öe» + (ir - l)/2) Ô j 1 eßdx 

(P.) d(x, 0) = 0 

6(-i,t) = e(i,t) = Ve(t). 

Next we replace é in (P£) by the function g#(0), where 

[é, e^N, 
8N{0) - [e», O > N. 

Then the reaction terms in the right hand side of (18) are uniformly 
Lipschitz in 0 for all 0 e R. In the following, we suppress the subscript N. 

Consider 

Ot = dxx + og(0) + ((r-l)l2)d^_ig(0)dx 

(P£) 0(x, 0) = 0 

0 ( - l , 0 = 0(1 ,0 = ^ ( 0 . 

We will first apply the methods of lines of (P£). Approximate (P£) by the 
following system of m — 1 first order ordinary differential equations 

d ^ „ y f t i - ^ r + yg-i + fee«+(r
T^)5A g g(vf), 

vf(0) = 0, k = 1, . . . , m - 1, /i = 2/m 

and define vg*(0, ^m(0 by the boundary values 

vff(0 = v-(0 = %(/)• 

Denote the solution of (Pw) by vm = (v[f, . . . , vj£). Let 0(x, 0 be the solu­
tion of (P£) and let 0,(0 = ö ( - 1 + fcA, 0, * = 0, 1, . . . , m. Let 0™ denote 
the m + 1 vector dm = (0O, 0l9 . . . , 0m). For o> e Rm+\ define 

||<o|| = max M. 
i=0,..., m 

We will first prove that if / = [0, a] is a common f-interval of existence 
for the solutions of (P£) and (Pm), m = 1, 2, . . . , then ||0m - vm\\ -+ 0 
uniformly for / e [0, a] as m -> oo. The superscript m will be dropped in 
the next discussion. 

Define 

flU z, r,) = r, + 5g(z,) + (-212^-)*A | ] g ( ^ ) 

where z is an w + 1 vector. Then 
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f(t,z,rt) - f(t, z, ft) ^ (r, - ft) + ÖL\z{ - z,| + (r - l)3L\\z - z\\ 

= a>{t, \Zi - z,|, \\z - z||, r, - ft), 

where L is the Lipschitz constant for g and co(t, q, p, r) = r + öLp + 
(r - i)5L<7. 

Let </20* = (0k+1 - 20k 4- d^W and 7(0) = A E?=i g(ßt). 
We first prove an error estimation theorem similar to Theorem III 

([8], p. 278). 

THEOREM 8. Assume there exist continuous functions a(t), ß(t) on [0, a] 
such that 

IM**, t) - d2dk(t)\ < a(t), 
l s 6(x, t)dx - I(6(t)) 
-l 

< m 
Let p(t) be a continuously differentiable function on [0, a] satisfying p' > 
o)(t, p, ß(t), a(t)), p(0) > 0, where œ is defined on J x {(p, q, r): q ^ 0, 
r ^ 0}, / = [0, a]. Then 

IWO - vf (01 = \0{xk, t) - vf(t)\ < p(t) for te[0,a],k = 0, ...,m. 

PROOF. Let wk = Of + p. We will show that vf(t) g w*(0 for all 
k = 0, . . . , m and t e [0, a]. The fact that vf(t) ^ 0f(O - p(t) follows 
similarly. 

w; = m + p' 
> #**(**, 0 + <5g(0(**, o) 

+ ((r - O^J^gCÔ)^ + w(t,p(t),ß(t),a(t)) 

^ flu e + p, d20f) = /,(*, w, d20f). 

Since the system of ordinary differential equations is quasimonotone, by 
standard comparison results we will have the desired conclusion if we 
can show/Ä(f, w, d20f) ^ fk(t, w, d2wk) for k = 1, . . . , m - 1. Note that 
they are in fact equal for k = 2, . . . , m — 2. Thus we need only check the 
ends k = 1 and k = m — 1. For A: = 1, we have 

</2Wl = ( W 2 + % _ 2Wl)/A
2 = (02 + p + % - 2(Wl + p)/A2 

= <*20i - (p//*2) < </20i. 

Similarly, d20m-i > d2wm_1. Hence, the desired inequality holds and the 
theorem is proven. 

COROLLARY. If J = [0, a] is the common t-interval of existence for the 
solutions0(x,t)andvm(t)of(Pe) and (Pm), respectively, then \\dm - vw|| -* 0 
uniformly for t e [0, a] as m -> oo. 
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PROOF. By the theorem, the difference between the solution vm(t) of 
(Pm) and the solution 0m(t) of (Pe) is bounded by the solution p{t) of 

p' = a(t) + ( r - l)5Lß(t) + M,p 4- €l9 p(0) = fil. 

Since this is true for each $i > 0 we have p(t) as a bound where p solves 

p' = cc(t) + (r - l)dLß(t) + ÒLp, p(0) = 0. 

But a(t), ß(t) -> 0 in f as m -» oo. Thus p(t) -» 0 as m -• 0 and we have 
convergence. 

Let (P0) denote the following IB VP: 

0< = 0*x + fe(0) + ((r - 0/2)5 £ ^ > f c , 

(P0) 0(x9 0) = 0, 

0 ( - l , f ) = 0 = 0(1,0. 

We next show that the solutions of (Pe) converge to the solutions of (P0) 
as e -> 0. 

THEOREM 9. Lef 0£(*> 0 be the solution of (Pe) and let 0(x, t) be the 
solution of(P0). Then 0e -• 0 uniformly on compact subsets ofQ x J, where 
J is a common t-interval of existence. 

PROOF. Let K = Lôy + 1. Let p(t) = eeKt be the solution of p = Kp 
p(0) = e, and set w = 0 + p. Note that w(x, t) ;> e à 0e(x, 0 for all (x, t) 
on the parabolic boundary. We wish to prove: w(x, t) ^ 0£(x, t) for (x, 
t)eD x J. Set f(t, u9 uxx) = uxx + <?g(w) + ((7- - l)/2)- 5 J ^ g(w)^. Then 
w,(x, f ) = 0* + p' = / ( ' , 0, 0**) + Lp ^ /(*, w, w„). By Theorem 4, 
H>(jt, 0 ^ 0e(x, t). Similarly, 0(x, t) - pit) S 0£(*, t). Since p(t) -• 0 uni­
formly on compact subintervals as e -> 0, we have that 0£(x, 0 converges 
to d(x, t) on compact subsets of Q x / . 

Finally, we will show that the system of ordinary differential equations 
which approximates the IBVP (P0) has a solution which converges uni­
formly to the solution 0(x, t) of (P0) as the mesh size tends to zero. Con­
sider 

m 

dzjdt = d*zt + ôg^) + ((r - 1)12) hÔ S g(zt), 

(If) z*(0) = 0,fc = 1, . . „ m - 1, 

z0(0 s 0, zm(0 = 0. 

THEOREM 10. Let dix, t) be the solution o/IBVP (P0) onQ x [0, a) and 
let zm(t) be the solution of(P$) on [0, a), then 
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\\0™(t) - z»>(t)\\ = max|of(0 - zf(t)\ -> 0 

as m -* oo uniformly on compact subsets of[Q, a). 

PROOF. Let p(t) = 2eeKt where K = Lyô + 1 and e > 0 is given by the 
boundary function j)e(t) for (Pm). Set wk = z*(f) + p(f) for fc = 1, . . . , m. 
We will show wk(t) > vk(t) for each k and for each t e [0, a). Similarly, 
vk(t) > zk{t) — p(t) where vm(t) is the solution of (Pm). Since 

< = z'k(t) + p'(0 

= </2z, + ôg(Zk) + ^ L L ^ w g £(z.) + 2/^*< 

> </2H>* + dg(wk) + (lJYl-)hô g *(*,). 

since the right hand side is quasimonotone, and since wk(0) ^ zk(0) for 
A: = 1, . . . , m — 1, we have that wk(t) > zk{t) for t e [0, a) and k = 1, 
. . . , m — 1. To see that this last inequality holds for k = 1 and & = 
m — 1, observe that d 2 ^ < d ^ since 

<P*i = (*2 + P - 2(Z! + p) + %(0)/*2 = (z2 - 2Z0/Ä2 - (p - 77£(0)/Ä2 

<rf2Z! 

and similarly d2wm^ < d2zM_1. 
Hence, ||vm(?) - zm(0ll < 2 e ^ a n d \\vm(t) - zm0)ll -+ 0 uniformly for 

t e [0, a) as e -> 0. 
Let 0e(x, 0 be the solution of (P£). Then 

\\0(xh t) - z,(/)|| ^ ||0(xÄ, 0 - 0 £ fe Oil 

+ \\6£(xk, t) - V,(0ll + IMO - Z,(0||. 

Each term on the right hand side tends to zero uniformly on compact 
subsets of [0, a) as e -> 0 and m -> oo. 

COROLLARY. 77ze method of lines converges uniformly to the solution 
u(x, t) o/IBVP (18)-(19) on compact subsets ofQ x [0, a). 

PROOF. Since N in the definition of g(0) is arbitrary and the solution 
d(x, t) of (P0) agrees with the solution u{x, t) of IBVP (18)-(19) for 
\0(x, t)\ < N, the conclusion is immediate. 

In [3], we proved that the solution u{x, t) of the initial boundary value 
problem 

u - au = Òe + ((r - l)/volfl) f {Au + öe)dy, II, 
(22) J o 

w(x, o = o, r 
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satisfies x(x> 0 ^ u(*> 0 ^ 0(x, t) for all x e û and all t ^ 0 on the 
common /-interval of existence for ^, w, 0 for any ö > 0, y ^ 1 where 
0(x, 0 is the solution of IBVP (13)—(14) and #(*, f) is the solution of 
IBVP: 

( 2 3 ) It - 4f = &*> # 

#*, o = o, r. 
By the results of this section, we know that the method of lines con­

verges to the solution % for IBVP(23) and to the solution 0 of IBVP 
(13)—(14). We have not however succeeded in proving that the method of 
lines converges for IBVP (22). The table below gives a comparison of 
blow-up times for the three problems in the one-dimensional case where 
Q = S = (—1,1) and y = 1.4. In each case, the numerical computation 
employed the method of lines using a grid of 31 points on [— 1, 1]. 

Ô 

.91 
1.00 
2.00 
2.47 

20.0 
50.0 

U 
1.755 
1.401 
0.454 
0.347 
0.037 
0.0147 

'. 
6.123 
2.732 
0.528 
0.390 
0.038 
0.0148 
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