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EXISTENCE AND UNIQUENESS OF SOLUTIONS OF RIGHT 
FOCAL POINT BOUNDARY VALUE PROBLEMS FOR 

THIRD AND FOURTH ORDER EQUATIONS 

JOHNNY HENDERSON 

1. Introduction. In this paper we consider the existence and uniqueness 
of solutions of right focal point boundary value problems for third and 
fourth order equations. To relate this to earlier results concerning right 
focal point boundary value problems, we shall first formulate such prob­
lems for equations of arbitrary order; thus, we shall be concerned with 
solutions of the equation 

0 ) y{n) = / ( * , > ' , / , . . . , / - 1 ) ) , 

satisfying boundary conditions of the form yu~l\xt) = yh 1 g / g «, 
where a < xx ^ x2 ^ • • • ^ xn < b. Such a problem is called a right 
focal point boundary value problem for (1) on (a, b). To be more precise, 
we give the definition, as it appears in [6, 7], of a right (mh . . . , wr)-focal 
point boundary value problem for (1) on (a, b). 

DEFINITION. Let 2 g r g n and let mh 1 ^ /' g /*, be positive integers 
such that £{_i mt = n. Let s0 = 0 and for 1 2 k 2 r, let sk = £J= 1 m{. 
A boundary value problem for (1) with boundary conditions 

y«\xk) = yik,sk_l^i^sk- 1, 1 gk£r, 

where a < x1 < • • • < xr < b, is called a right(/W!, . . . , wr)-focal point 
boundary value problem for (1) on (a, b). 

In addition to [6, 7], for results related to this type of boundary value 
Problem, see for example Muldowney [13, 14], Nehari [15], Elias [2, 3], 
Jackson [10], and Peterson [16. 17]. Commas appear in the notation (mh 

• • •, mr\ instead of semicolons, to distinguish this concept from a similar 
but different concept used by Peterson [18]. 

Now if (1) is linear, the uniqueness of solutions of a particular right 
("*i, . . . , /wr)-focal point boundary value problem implies the existence 
°f solutions of the same type problem for any assignment of yik. In [7], 
a type of "uniqueness implies existence" result for right focal point bound-
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ary value problems is established for nonlinear equations. More speci­
fically, in [7], we prove the following theorem. 

THEOREM 1.1. Assume that with respect to (1) the following conditions 
are satisfied: 
(A) f(x, ylt y2, . . ., >'„) is continuous on (a, b) x R", 
(B) Solutions of initial value problems for (1) are unique, 
(C) Solutions of initial value problems for (1) extend to {a, b), 
(Di) Each right (1, 1, . . . , \)-focal point boundary value problem for (1) 

on (a, b) has at most one solution, and 
(E) / / {yk(x)} is a sequence of solutions of (I) and [c, d] is a compact 

subinterval of (a, b) such that {yk(x)} is uniformly bounded on [c, d], 
then there exists a subsequence {yk(x)} such that {y^M} converges 
uniformly on [c, d],for each 0 ^ / ^ n - 1. 

Then all right (mh ..., mr)~focalpoint boundary value problems, 2 ^ r ^ n, 
for (1) on (a, b) have unique solutions. 

Theorem 1.1 is analogous to a uniqueness implies existence result for 
A>point boundary value problems due to Hartman [4, 5] and Klaasen [12]. 
Moreover, for fc-point boundary value problems, consideration has been 
given to converse questions. In particular, Jackson [9] proved that for 
the nonlinear third order equation 

(2) y'" =f(*,y,y',y"\ 

if conditions (A) and (C) are satisfied and if all 2-point boundary value 
problems for (2) on (a, b) have at most one solution, then all 3-point and 
all 2-point boundary value problems for (2) on (a, b) have solutions which 
are unique. 

Then in [8], Henderson and Jackson proved a theorem which gives 
sufficient conditions under which the existence of solutions of all 2-point 
boundary value problems for (1) on {a, b) implies the existence of solu­
tions of all &-point boundary value problems for (1) on {a, b), for each 
2 S k ^ n. In particular, the following theorm was proven. 

THEOREM 1.2. If(\) satisfies (A), (B), (C) and (E), if all 2-point boundary 
value problems for (1) on (a, b) have solutions, and if all (n - 1)-point 
boundary value problems for (I) on (a, b) have at most one solution, then all 
k-point boundary value problems, 2 g k g n, for (I) on (a, b) have solutions 
which are unique. 

In §2 of this paper, we prove the corresponding theorem of Jackson [9] 
for right focal point boundary value problems for (2). Then in §3, we prove 
the analogue of Theorem 1.2 for right focal point boundary value prob­
lems for the fourth order equation 
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(3) y™ = f(x,y,y>,y",y'"). 

Although, the complete analogue of Theorem 1.2 for equations of arbi­
trary order is not obtained here, some generalizations of the result 
established for (3) are given in §4. 

Moreover, sufficient conditions are given under which the compact­
ness condition (E) is valid for the respective equations (2) and (3). 

2. The third order equation. Using techniques similar to those employed 
by Jackson [9], we obtain a converse to Theorem 1.1 for the third order 
equation 

(2) y"' = /(•*> y, y\ y"Y 

We will assume at time at times all or some of the conditions, (A), (B) 
and (C) are satisfied with respect to (2). In addition, we will have need 
of the condition: 
(D2) Each right (mh /r?2)-focal point boundary value problem for (2) on 

(a, b) has at most one solution. 

THEOREM 2.1. Assume that equation (2) satisfies conditions (A), (B), (C), 
and (D2). Then (2) satisfies condition (D^; that is, each right (1,1, \)-focal 
point boundary value problem for (2) on (a, b) has at most one solution. 

PROOF. Assume the hypotheses of the Theorem are satisfied, but assume 
that the conclusion is false. Then there are points a < x{ < x2 < x3 < b 
and distinct solutions ><;t) and z(x) of (2) satisfying j , ( ' - 1 ) 0O = z(,'-1)(*,-), 
' = 1, 2, 3. As a consequence of (D2), we may assume that y'(xi) > 
2'(*i). Further, we may assume that yU)(x) — zU)(x) # 0 in (*,-, xi+l), for 
' = 1,2. From this and (D2), it follows that y'(x) > z'(x) on [xh x2) and 
y"(x) < z"(x) on [x2, x3). Consequently y\x) < z'(x) on (x2, x3]. 

Now let ye(x), for e > 0, denote the solution of (2) which satisfies 
ypixj = J>(I)(*IX 1 = 0 , 1, and y"Xxx) = y"(x{) + e. One can then 
establish from condition (D2) and continuous dependence of solutions on 
initial conditions that, for each e > 0, there exists an interval [x2(e), 
*3(e)] <= (x2, x3) such that y'e(x) > z\x) on [xh x2(e)), y'(x2(s)) = z\x2{e)\ 
y\x) < y'£(x) < z\x) on {x2{e), x3(e)l ^(x3(e)) = z"(xz(e)), and y"(x) < 
y'Xx) < z'(x) on [x2(e), x3(e)). Furthermore, the intervals are nested in 
that [x2(e2), x3(e2)] c ( JC^I ) , ^ ( ^ I ) ) , whenever 0 < el < e2. Such intervals 
are obtained by simply choosing x2(e) to be the first zero of y'e(x) - z'{x) 
in (xh x3) and then choosing x3(e) to be the first zero of y"s(x) - z"{x) 
'n (x2(e\ JC3). 

Then there is a point x0 in f]f=1 [x2(k\ x3(k)], and the sequences 
{^*(^o)}£i and {yKxo)}^ are bounded since y'(x0) < y'k(x0) < z'(x0) 
and y"(x0) < yl(x0) < z"(x0), for all A: ^ 1. Moreover, from (D2), for 
each k ^ \ , y'\x) < y"k{x) on [xh b) and thus, y{i){x) < y{f{x) on 
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(xh b\ i = 0, 1, and both y'k(x) - y'(x) and yk(x) - y(x) are increasing on 
[*!, b). Since {^(xo)} *S a bounded sequence, it follows that there is an 
M > 0 such that \y'k(x)\ g M, for all jeefo, xQ] and all /: ^ 1. Further­
more, ^(JCO = y(xx), for all /: ^ 1; thus 

b*(*0)i ^ r°i^)i*+w^i)i 

for all A: ^ 1. In particular, we now have that the sequences {yk}(xo)}?=i> 
i — 0, 1, 2, are bounded sequences. It follows that there is a subsequence 
{yk(x)} such that {yi'}(x)} converges uniformly on each compact subinter-
val of (a, b). for each / = 0, 1,2. This is contradictory to the fact that 
ylj(xi) = y"(x\) + kjr-• +oo. Hence our assumption concerning the 
existence of distinct solutions z(x) and y(x) is false, and the proof is 
complete. 

Although we did not have to make use of the compactness condition 
(E) in the proof of Theorem 2.1, it nevertheless is satisfied under the con­
ditions of the Theorem. The proof proceeds much like the one given in 
[11]. We state then without proof the following theorem. 

THEOREM 2.2. Assume that with respect to (2), conditions (A), (C), and 
(D2) are satisfied. If[c, d] is a compact subinterval of (a, b) and if {yk{x)} 
is a sequence of solutions of (2) such that \yk(x)\ g M on [c, d\ for some 
M > 0 and all k ^ 1, then there is a subsequence {yk (x)} such that {y(k](x)} 
converges uniformly on [c, d\for each i = 0, 1, 2. 

In view of Theorem 1.1, and as a consequence of Theorem 2.1, our 
analogue of Jackson's [9] converse theorem for right focal point boundary 
value problems for (2) is immediate. 

THEOREM 2.3. Assume that (2) satisfies conditions (A), (B), (C), and(D2)-
Then all right (mh m2)-and all right (1, 1, \)-focal point boundary value 
problems for (2) on (a, b) have solutions which are unique. 

3. The fourth order equation. In this section we prove the analogue of 
Theorem 1.2 for right focal point boundary value problems for fourth 
order equations. Hence, we will now be concerned with solutions of 

(3) yU) =f(*,y, / , / , / " ) . 

With respect to (3), we will have need of hypotheses (A), (B), and (C). 
Moreover, the following condition will be required at times. 
(D3) Each right (mh w2, w3)-focal point boundary value problem for (3) 

on (a, b) has at most one solution. 
In some of the proofs in this section reference is made to the continuous 
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dependence of solutions of (3) on boundary conditions. Verification of 
this dependence relies on (B), uniqueness of solutions of a particular type 
of boundary value problem, and the Brouwer Invariance of Domain 
Theorem [1, p. 156]. Typical arguments verifying this dependence can be 
found in for example, [6] or [8]. 

THEOREM 3.1. Assume that equation (3) satisfies (A), (B), and (D3). Then 
all right (1, 3)- and all right (2, 2)-focal point boundary value problems for 
(3) on (a, b) have at most one solution. 

PROOF. We deal first with uniqueness of solutions of right (1, 3)-focal 
point problems for (3). Assume in this case that the conclusion is false. 
Then there exist distinct solutions y(x) and z(x) of (3) and points a < xY < 
x2 < b such that z(xx) = yixj and z{i)(x2) = yU)(x2), I = 1, 2, 3. Let 
(or, GT) £ (a, b) be the common interval of existence of y(x) and z(x). 
Let XQ and x3 be arbitrary but fixed points with o r < x0 < X\ < x2 < x3 

< x < w^. As a consequence of (D3) and Rolle's Theorem z(x) - y(x) 
has a simple zero at x = xh and moreover, we may assume that z'"(x) > 
y'"(x) on (x2, co+). Given 3 > 0, let ud(x) be the solution of the initial value 
problem for (3) satisfying u{

d
i\x2) = zU)(x2), i = 0, 1, 2, and u'8"(x2) = 

z'"(*2) - d. Solutions of (3) depend continuously upon initial conditions, 
and so for 5 sufficiently small there exist tx e (x0, x2) and t2 e (x2, x3) such 
that ud(ti) = y(t{) and u8(t2) = y'"(t2). However, we also have uf(x2) = 
yU)(x2), i = 1, 2, which is contradictory to(D3). This disposes of the case 
concerning the uniqueness of solutions of each right (1, 3)-focal point 
problem. 

We now deal with the right (2, 2)-focal point problem for (3). Assume 
again that the conclusion of the Theorem is false. Then there are distinct 
solutions y(x) and z(x) of (3) and points a < xx < x2 < b such that 
z'»(xx) = >'(')(^1), i = 0, 1, z{i)(x2) = y{i)(x2\ i = 2, 3, Let (or,a;+)and 
*o> x3 be as above. There are two cases to consider. 

Case 1. y(x) - z(x) has a zero of order 2 at x = xv From this and (D3), 
we may assume that y"(x) > z"(x) on [xh x2). Consequently yU)(x) > 
z{i\x) on (xh x2], for / = 0, 1. Now given 5 > 0, let ud(x) be the solu­
tion of the initial value problem for (3) satisfying ud(x2) = y(x2) - 5, and 
uP(x2) = yU)(x2\ i = 1, 2, 3. Uniqueness of solutions of right (1, 3)-
focal point problems for (3) implies that u8(x) < y(x) on any common 
interval of existence to the left of x2. Again solutions of (3) depend con­
tinuously upon initial conditions, and so it follows that, for 8 sufficiently 
small, there exist JC0 < tx < jq < t2 < x2 such that u8(tt) = z(tt), i = 
h 2. Since uf{x2) = z™(x2), i = 2, 3, it follows from Rolle's Theorem 
that (D3) is contradicted. This disposes of Case 1. 

Case 2. y(x) - z(x) has a zero of order 3 at x = xh (thus, it is also true 
that y"(x{) = z"(xi)). Assume /"(*i) > z'"(*i)- Again as a consequence of 
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(D3), we may assume that y"(x) > z"(x) on (x{, x2). There are two further 
subcases. 

Subcase 2a. Assume y"\x) < z'"{x) on (x2, co+). Then y"(x) < z"(x) on 
(JC2, o)+) and consequently, y"(x) — z"(x) changes sign at x = x2. In this 
case, given 3 > 0, let ud(x) be the solution of the initial value problem for 
(3) with initial conditions w£}(*i) = yU)(xi), i = 0, 1, 3, and u"8(x{) = 
y (* i ) ~~ 8- Again by (B), for d sufficiently small, there exist x{ < t\ < 
t2 < x3 such that us(t{) = z ^ ) and ud\t2) = z"{t2). However, in this 
consideration uf{x{) — zli)(xi), i = 0, 1, znd by repeated applications of 
Rolle's Theorem, we obtain a contradiction to the uniqueness of solutions 
of right (2, 1, l)-focal point boundary value problems for (3). 

Subcase 2b. Assume /"(*) > z'"(x) on (x2, co+). Then y"(x) > z"(x) 
on (x2, co+), and hence y"(x) — z"(x) does not change sign at x = x2. 
It follows that y"(x) — z"(x) attains a positive maximum at some point 
cQ e (xb x2), and thus, there are points r0 < tx < x2 < t2 < x3 such that 
ym(ti) < z'"(ti) and y'"(t2) > z'"(t2), (recall y"\x) > z'"(x) on (x2, or)). 
Now for each 8 > 0, we let ud(x) be the solution of the initial value prob­
lem for (3) such that u{f(xx) = yul(xi), i = 0, 1, 3, and u5(x{) = y"(x{) -
5. Again using continuous dependence of solutions of (3) upon initial 
conditions, we conclude that there exist xx < t3 < t\ < t± < t2 such that 
^(/3) = z(t3) and Ug(t±) = z"\t^. Since uf{xx) = z^(xx), i = 0, 1, Rolle's 
Theorem leads to a contradiction of (D3). 

This shows that case 2 is also impossible and thus the conclusion con­
cerning uniqueness of solutions of right (2, 2)-focal point boundary value 
problems for (3) is valid. 

We now give conditions sufficient for the validity of hypothesis (Dj) 
with respect to equation (3). 

THEOREM 3.2. If equation (3) satisfies conditions (A), (B), (C), and (D3), 
and if all right (mh m2)-focal point boundary value problems for (3) on 
(a, b) have solutions, then all right (1, 1, 1, \)focal point boundary value 
problems for (3) on (a, b) have at most one solution. 

PROOF. As a consequence of the hypotheses and Theorem 3.1, all right 
(1, 3)- and all right (2, 2)-focal point problems for (3) have unique solu­
tions on (a, b). 

Now assume that the conclusion of the Theorem is false. Let y(x) and 
z(x) be distinct solutions of (3) such that, for some a < xx < x2 < x3 < 
x4 < b, yu~l){xt) = z(<-1}(x,), i = 1, 2, 3, 4. Because of (D3), JC,- is a simple 
zero of y -^Oc) - zu~1)(x\ for / = 1, 2, 3. We may assume without 
loss of generality that y{i)(x) - zU)(x) ^ 0 in (xt, xi+l), for i = 1, 2, 3. 
Moreover, let's assume the case where y'(x{) < z'(xi). It follows that 
y"{x2) > z"(x2\ y'"{x3) < z'"(x3), that / ( * ) < z'(x) on [xh x2\ y"(x) > 
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z"(x) on [x2, x3), and that y'"(x) < z'"(x) on [x3, *4). Notice here that this 
last inequality implies y"(x) < z"(x) on (x3, xA]. 

The argument now proceeds much like the one presented in Theorem 
2.1. Let ye(x), for e > 0, denote the solution of (3) which satisfies the right 
(1, 3)-focal point boundary conditions ye(x{) = y(xi), yi{)(x2) = yU)(x2), 
i = 1,2, and y'§(x2) = y'"(x2) -f $. From (B), uniqueness of solutions of 
right (1, 3)-focal point problems, and an application of the Brouwer 
Invariance of Domain Theorem, one can conclude that solutions of right 
(1, 3)-focal point problems depend continuously upon this type of boun­
dary condition. From this and the fact that right (1,1, 2)-focal point boun­
dary value problems have at most one solution, one can establish that, 
for each e > 0, there is an interval [x3(e), xA(e)] a (x3, xA) such that 
y'Xx) > z"{x) on [x2, x3(e)\ y"(x3(e)) = z"(x3(e)\ y"(x) < y"£(x) < z"(x) 
on (x3(e), xA(e)l y'^x^e)) = z"\x^{e)\ and y'"(x) < y'^(x) < z'"{x) on 
[•*3(sh x^e)). Again, the intervals are nested in that [x3(£2), xA(£2)] a 
(xz(£i), x^)), whenever, 0 < e\ < e2. 

Then there is a point x0 in f]^ [x3(k), x4(k)], and the sequences 
{y'k(xo)}?=i and {y'k(x0)}%L ! are bounded. Arguing as in Theorem 2.1, 
the sequence {yk(x0)}^=l is also bounded. Then there exists a subsequence 
of positive integers {kj}f=1 a {k}^=1, and there exist a b a2, a 3 e R such 
t h a t , ^ ( j f 0 ) - , a , , / = 1 ,2 ,3 . 

Now let u(x) denote the solution of the right (1, 3)-focal point boundary 
value problem for (3) such that u(xx) = y(xx), and uU)(x0) = ait i = 
1, 2, 3. [t follows from the continuous dependence on boundary conditions 
of solutions of right (1, 3)-focal point problems that {y^]{x)} converges 
uniformly to u{i)(x) on each compact subinterval of (a, b), for / = 0, 1, 
2, 3. This contradicts the fact that y'^(x2) -* + 00, and hence our initial 
assumption concerning the existence of distinct solutions y(x) and z(x) 
is false. The conclusion of the Theorem follows. 

In [8], it is mentioned that the compactness condition (E) holds under 
the other hypotheses of Theorem 1.2 for fourth order equations. The 
corresponding statement is true here for right focal point boundary value 
problems for (3) as the next two results show. 

LEMMA 3.3. Assume the hypotheses of Theorem 3.2. Then all right 
(2, 1, 1)-focal point boundary value problems for (3) on (a, b) have unique 
solutions. 

PROOF. Uniqueness of any such solution is from (D3). Let a < Xi < 
x2 < x3 < b and y{ € R, / = 1, 2, 3, 4, be given. As a consequence of the 
hypotheses and Theorem 3.1, there exists a unique solution, z(x) of the 
right (2, 2)-focal point boundary value problem for (3) such that 



494 J. HENDERSON 

z"(x3) = 0, 

and z'"(x3) = y± 

Define S(z) = { j W b W is a solution of (3) with y(x{) = z(*i), / (* i ) = 
z'(*i), and /"(*3) = z'"(x3)}. Then let 5 = { / ' f e ) l ) W 6 5 ( 4 5 is a 
nonempty set since z"(x2) e S. 

S is also an open set. To see this, let s e S and let ys(x) e S(z) where 
y"s(x2) = s. It follows from (B), (D3) and the Brouwer Invariance of 
Domain Theorem that there is a do > 0 such that \x;- - tj\ < do fory = 1, 
2, 3, \ytl)(xi) - c,| < J0, for 1 = 1, 2, |/;(*2) - c3| < d0 and |^"(x3) -
c4| < <50 imply that there is a solution w(x) of (1) satisfying 

wc«-i)(/ l) = c . s / = 1? 2 , 

" " ( ' 2 ) = C3> 

and w'"(/3) = c4. 

In particular, (5 — 3Q, S + do) £ S and hence 5 is an open set. 
We claim moreover that S is also a closed subset of the reals. Assume 

that this is not the case. Then S has a limit point r0 $ S, and there is a 
strictly monotone sequence {rn} c S which converges to r0. We will deal 
with the case where rn t r0 since the argument for the other case is similar. 
From the manner in which 5 is defined, it follows that there is a sequence 
of solutions {y„(x)} a S(z) such that y"„{x2) = /*„, for n ^ 1. (D3) and 
the uniqueness results of Theorem 3.1 concerning right (2, 2)-focal point 
problems imply that y"n{x) < y"n^\(x) on (xh xs]. 

We claim now that {>£(•*)} is not bounded above on any compact sub-
interval of (xh x3]. Assume that this claim is also false. Then there exists 
[c, d] c (xh x3] and M > 0 such that \y"n(x)\ g A/, for all x e [c, d] and 
all n g 1. Consequently, for each n ^ 1, there exists xn e (c, d) such that 
|>C(*»)I g 2M/(d - c). Then there is a subsequence {w*}£Li £ {n}%L\, 
xQ G [c, </], and a1? a2 e R such that x„k -* x0, J^C**,) -> a b and j ^ f o j -
Qf2. 

Now let v(x) be the solution of the right (2, 2)-focal point boundary 
value problem for (3) with boundary conditions v(,)(*i) = zc,)(*i), f = 0,1, 
v"(*o) = och and v'"(x0) = a2. From the hypotheses, uniqueness of 
solutions of right (2, 2)-focal point problems, and the Brouwer Invariance 
of Domain Theorem, we conclude that {y^x)} converges uniformly to 
vU)(x) on each compact subinterval of (0, b), for / = 0, 1,2, 3. This implies 
however that v"(x2) = r0 and v'"(x3) = z"\xz\ which in turn yields the 
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contradiction, r0 s S. Thus the claim {y^(x)} is not bounded above on any 
compact subinterval of (xh x3] is valid. 

Returning now to our argument that 5 is also closed, let u(x) be the 
solution of the right (2, 2)-focal point problem for (3) given by uU)(x1) = 
z{i)(xx), / = 0, 1, u"(x2) = rQ, and u'"(x2) = 0. Due to the monotoneity 
and unboundedness conditions of {>£(*)} on (xh x3] and due to the fact 
that u"(x2) = r0 > yl(x2) for n ^ 1, it follows that there exist points 
Xi < ti < x2 < t2 < x3 and n0 ^ 1 such that >£0(f,-) = u"{tt), i = 1, 2. 
Hence there is a third point tx < t3 < t2 such that y'^(t3) = u"'(t3). 
Furthermore, it is also the case here that y$(xi) = yu)(xi), / = 0, 1, but 
this is a contradiction to (D3). 

Consequently, it must be the case that S is also closed and due to the 
connectedness of the real line, it follows that S = R. Thus, by choosing 
r = y3e S, the Lemma is proven. 

THEOREM 3.4. If we assume the hypotheses of Theorem 3.2, then condition 
(E) with respect to (3) is satisfied. 

PROOF. Assume the hypotheses of the Theorem, and suppose there is a 
sequence of solutions {yk(x)} of (3), a compact subinterval [c, d] a (a, b), 
and a constant M > 0 such that \yk(x)\ g M, for all x e [c, d] and all 
k ;> 1. By repeated applications of the Mean Value Theorem, there are 
disjoint subintervals [th f2], ['3, hi and [f5, r6] of [c, </], where c = tx < 
h < f3 < r4 < t5 < /6 = d, sequences {wk} c (th t2), {xk} c (f3, r4), 
and {z*} c= (r5, r6), and constants A/b A/2, M3 > 0 such that, |>'*(w*)l ^ A/, 
I.V*(w*)l ^ A/b I >*(**) I ^ A/2,

 a r ,d {>*"(**)! < A/3. Now there is a sub­
sequence of positive integers {kj}f=l cz {k}f=l and there are points w0 e 

[*i> '2L * o e [̂ 3, ^4]anc l z o e ['s> ^1» a n d «o» «i» «2» «3 6 R s u c n tnat> H'*> -* H'o> 
xkj -+ *0, z*. -+ z0, ^ . ( ^ . ) -> cro, v* ;K,) -» a i , j ; , . (^y) -+ a2, and 
> # * * , ) - * 3-

As a consequence of Lemma 3.3, there is a unique solution, u(x), of (3) 
satisfying w(,)(vt'0) = a,-, / = 0, 1, u"(x0) = a2,

 and w'"(zo) = <*3- Again 
the hypotheses, the uniqueness of solutions of right (2, 1, l)-focal point 
problems for (3), and the Brouwer Invariance of Domain Theorem imply 
that {yi'}(x)}converges uniformly to u{t)(x)on each compact subinterval of 
(a, b), and in particular on [c, d], for each / = 0, 1,2, 3. This completes 
the proof. 

The anlogue of Theorem 1.2 for right focal point problems for (3) is 
now easily established. 

THEOREM 3.5. If equation (3) satisfies conditions (A), (B), (C), and (D3), 
and if all right (mh m2)-focal point boundary value problems for (3) on (a, b) 
have solutions, then all right (mh . . .,mr)-focalpoint boundary value prob­
lems, r = 2, 3, 4, for (3) on (a, b) have solutions which are unique. 
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PROOF. The hypotheses of the Theorem are the same as those of The­
orem 3.2. As a consequence of Theorems 3.2 and 3.4, conditions (D{) 
and (E) of Theorem 1.1 are satisfied with respect to (3). The conclusion 
of the Theorem then follows from Theorem 1.1. 

4. Generalizations. The requirement of establishing uniqueness of right 
(1, 1, .. ., l)-focal point boundary value problems in the general case is 
an obstacle to the extension of results in §3 and in complete analogy to 
Theorem 1.2 for equations of arbitrary order. Yet, if we assume 
( D ^ ) Each right (mh m2, •., mn_i)-^oca\ point boundary value problem 

for (1) on (a, b) has at most one solution; 
then by modifying slightly the arguments of Theorem 3.2, we have the 
following theorem. 

THEOREM 4.1. If equation (1) satisfies conditions (A), (B), (C), and (D„_i), 
and if all right (mu m2, . . . , m„_2)-focal point boundary value problems for 
(1) on (a, b) have unique solutions, then all right (1, 1, . . . , \)-focalpoint 
boundary value problems for (1) on {a, b) have at most one solution. 

As in Lemma 3.3, if we assume the hypotheses of Theorem 4.1, we can 
establish the existence of unique solutions of all right (2, 1, . . ., l)-focal 
point boundary value problems for (1) on {a, b) and this in turn can be 
employed, as in Theorem 3.4, to show that the compactness hypothesis 
(E) is satisfied by (1). 

In a similar manner, a generalization of Theorem 3.5 can be stated. 

THEOREM 4.2. If equation (1) satisfies conditions (A), (B), (C), and (Dn_i), 
and if all right (mh m2, .. ., mn_2yfocal point boundary value problems for 
(1) on (a, b) have solutions which are unique, then all right (rab .. ., mr)-
focal point boundary value problems, 2 ^ r g n, for (1) on (a, b) have 
solutions which are unique. 
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