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THE CENTRAL LIMIT QUESTION UNDER ^-MIXING 

RICHARD C. BRADLEY 

ABSTRACT. An earlier construction of a (non-trivial) strictly 
stationary p-mixing random sequence that fails to satisfy the central 
limit theorem, is refined here in order to try to have the fastest 
possible "mixing rate" for p-mixing, depending on the "moment 
properties" of the r.v.'s. In particular, the examples here show that 
when only finite second moments are assumed, for the central limit 
theorem the mixing rate T,p(2n) < oo used by Ibragimov is es­
sentially as slow as permissible. 

1. Introduction. First we define some notation. Log denotes the natural 
logarithm, and log+x ••= max{0, log x}. The indicator function of a set 
S is denoted by Is. The notation a < b means a = 0(b). The notation 
a ~ b means lim a/b = 1. The greatest integer ^ x is denoted by [x]. 
A sequence (an, n = 1, 2, . . .) of positive numbers is said to be "slowly 
varying" as n -> oo if limw^jsup^w^2„tfj/[infw^w^2wtfj = 1. When a 
subscript itself is of the form a„, it will be written as a{ri). The notation 
J?2( * ) refers only to real-valued random variables (instead of general 
complex-valued ones). 

Suppose X := (Xh k e Z) is a strictly stationary sequence of real-valued 
random variables on a probability space (Q9<^,P). For — oo ^ J ^ L ^ 
oo let ^Lj denote the tf-field of events generated by the random variables 
(Xk, J ^ k ^ L). For any two ^-fields sé and 38 c j ^ , define the "maxi­
mal correlation" [8,12] by 

p(sé9 m - sup|Corr(/, g)\ fe <£2(sé\ g e se2(@). 

For each n = 1, 2, 3, . . . define the dependence coefficient p(n) -•= 
pi^-oo, <^°). By our assumption of stationarity, p(n) = p^L^ ^f+n) 
V / e Z. Also, obviously the sequence p(n), n = 1, 2 , . . . is non-increasing 
as n increases. The stationary random sequence X ••= (Xk) is said to be 
"p-mixing"[18]if|o(/2) -> Oasw -* oo. 
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For each n = 1 ,2 , . . . define the partial sum Sn •= Xx + X2 -f- • • • + 
Xn. Ibragimov [14, Theorem 2.1 and 2.2] proved the following central 
limit theorem (or "CLT" for short). 

THEOREM 0 (IBRAGIMOV). Suppose X •= (Xk, k e Z) is a strictly station­
ary sequence of real-valued random variables such that EX0 = 0, EX§ < 
oo, Var Sn -> oo as n -> oo, and p(n) -»• 0 as n -> oo. Then Var Sn = n • 
h(n), where (h(n), n = \, 2, . . .) is slowly varying as n -+ oo. Suppose 
that in addition at least one of the following two conditions is satisfied: 

(i) ElÄ'ol24"'5 < oo, for some ô > 0, or 
00 SS°=ip(2») < oo. 

Then 5„/(Var Sn)
l/2 -» 7V(0, 1) in distribution as n -» oo. 

Here N(0, 1) denotes the standard normal distribution. (In checking 
Ibragimov's [14] paper for these results, a look at [2, Theorem 1] or [19, 
Theorem 4.1] might be helpful.) 

Some background comments are in order. The assumption EX% < oo 
is standard in central limit theory, because of its role in the CLT for i.i.d. 
(independent, identically distributed) r.v.'s. The assumption Var S„ -• oo 
(which holds automatically if X -= (Xk) is a non-degenerate i.i.d, se­
quence) is made, explicitly or implicitly, in CLT's for dependent r.v.'s 
in order to avoid some totally trivial counterexamples. One such example 
is the sequence X •>= (Xk) defined by Xk ->= Wk — Wk-i, where the 
r.v.'s (Wk, keZ) are i.i.d. with P(WQ = 0) = P(W0 = 1) = 1/2; this 
sequence X is 1-dependent (and therefore satisfies p(n) = 0 V « ^ 2), 
but V/7 ^ 1, Sn = Wn — IVQ (a telescoping sum), which obviously fails 
to be asymptotically normally distributed as n -> oo. To avoid such 
examples we shall henceforth consider only stationary sequences X 
satisfying Var Sn -> oo (and EX§ < oo). 

In Theorem 0, conditions (i) and (ii) cannot be omitted altogether. To 
show this, the author [1] constructed a strictly stationary sequence X -= 
(Xk) such that EA'o = 0, EX§ < oo, Var Sn -> oo, p(n) -> 0, and subse­
quences of the 5M's (suitably normalized) converge in distribution to other 
limit laws besides the normal distribution. In [3, Theorem 1] this con­
struction was refined so as to enlarge the class of partial limit laws of Sn 

and also to have the sequence X satisfy some additional strong mixing 
properties. The purpose of the present paper is to refine the construction 
in [1] again, in a different direction, in order to obtain some insight into 
the following general question : Suppose X •= (Xk) is strictly stationary, 
with finite second moments, and satisfies Var Sn -> oo and p(n) -> 0; 
suppose E^flZol) < oo where q : [0, oo) -> [0, oo) is an increasing func­
tion, presumably satisfying x2 < q(x) < x2+ô as x -+ oo for every d > 0; 
then under these conditions, what is the slowest "mixing rate" for p(n) 
(i.e., rate of convergence of p(n) to 0) that will still imply that Sn is asymp-
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totically normally distributed as n -> oo ? The approach to such a question 
consists of two parts, for a given function q: (1) to prove as "efficiently" 
as possible a CLT for stationary sequences X •>= (Xk) satisfying E^(|A"0|) 
< oo, with the slowest mixing rate on p(n) that one can get by with; and 
(2) to construct as "efficiently" as possible a counterexample, a strictly 
stationary sequence X •= (Xk) satisfying E^flA^I) < oo, where Sn fails 
to be asymptotically normally distributed, with the fastest mixing rate 
on p(n) that one can achieve. If the mixing rate in the counterexample is 
only slightly slower than in the theorem, then (for the given function q) 
one has fairly well pinned down the answer to the above question. In this 
paper we seek to construct counterexamples as "efficiently" as possible, 
given the known techniques. The opposite task, "efficiently" proving 
CLT's, apparently has not been carried out yet beyond Theorem 0 (and 
will not be pursued in this paper). 

This work is motivated by recent research of two different kinds. First, 
for the "strong mixing" [20] condition (which is similar to but weaker 
than p-mixing and whose definition need not be given here), Herrndorf 
[11] has attacked (the analog of) the question above for a fairly general 
class of functions q. For functions q of the form q(x) -= x2+ô, where 0 < 
ö < oo, fairly precise answers to that question (for strong mixing) were 
already provided by a CLT of Ibragimov [13, Theorem 1.7] and some 
counterexamples by Davydov [6, Example 1]. For the function q(x) -= 
x2, counterexamples with an arbitrarily fast mixing rate for strong mixing 
were constructed by the author [3, Theorem 2] and Herrndorf [10]. In his 
recent paper, Herrndorf [11] gave an (apparently quite "efficient") proof 
of the CLT (in fact, of the weak invariance principle) under strong mixing, 
for his broad class of functions q, and gave a (non-stationary) "efficient" 
counterexample for the function q(x) --= x2 log+x. The above question, 
for p-mixing, comes as an analogy to this work of Herrndorf. Comparing 
Theorem 0 to the results under strong mixing alluded to above, one sees 
that the answer to the question for p-mixing is quite different from that 
for strong mixing (for a given function q). 

The other major motivation for this work is the recent research on 
strictly stationary p-mixing sequences X •= (Xh k e Z) satisfying the 
mixing rate 2£Li p(2n) < oo used in Theorem 0 (ii). This mixing rate was 
introduced in 1970 by Ibragimov and Rozanov [16], who showed that this 
rate implies a continuous spectral density and derived bounds on the error 
of the approximation of this spectral density by trigonometric polyno­
mials; see [17, 182, Lemma 17, and 190, Note 2]. Their result implies the 
existence of a2 •= limw_,00/i"

1 Var Sn, 0 ^ a2 < oo. More recently, using 
their ideas from these results, the author [2], under the assumption 
Var Sn -> oo, showed that a2 > 0 and derived a bound on the speed of 
convergence of« - 1 Var Sn to a2. Peligrad [19, Theorem 4.1] confirmed the 
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existence of such a limit a2 for some non-stationary sequences. In [19, 
Lemma 3.5 and Theorem 2.3] she also established uniform integrability 
of (S%/n, n = 1,2,...) and (with the aid of an extra assumption on another 
dependence coefficient) proved a weak invariance principle. (See also 
[19, Theorem 2.5].) In [4], asymptotic normality is proved for some es­
timators of probability density, with the same normalizing constants as 
in the i.i.d. case. Falk [7] proved uniform convergence of spectral densities 
in some stationary random arrays. All of these results seem to depend 
critically on the mixing rate 2^ip(2w) < oo; and indeed some stationary 
Gaussian sequences constructed in [17, p. 179-180] show that some of 
these results fail under the barely slower rate p(n) < (log w)_1. Because of 
this recent prominence of the rate £ /o(2w) < oo, it seems worthwhile to 
see whether it is in fact the slowest possible rate under which one has the 
CLT under just the assumption of finite second moments (as in Theorem 
0 (ii)). This is essentially confirmed in Theorem 2 below. 

In constructing our counterexamples we shall assume that a sequence 
T — (T(n), n = 1, 2, . . .) of positive numbers is given, and we shall 
endeavor to have p(n) < z{n). The conditions that we shall impose on this 
sequence z •= (z(n), n = 1, 2, . . .) are as follows: 

(1.1) r(l) è T(2) ^ T(3) è ••• i 0 , 
oo oo 

(1.2) 2 k~1 *M = °° (equivalent^ £ z(2») = oo), 

(1.3) lim T(2n)/T(n) = 1. 
«-•oo 

The equivalence of the two equations in (1.2) is an easy consequence of 
(1.1). Also, (1.1) and (1.3) imply that z is "slowly varying". Condition 
(1.3) is not very restrictive in our context. If lim supM_oo p(2n)/p(n) < 1, 
then SS^i jo(2n) < oo and one has the CLT (Theorem 0 (ii)). Condition 
(1.3) is satisfied in natural "borderline" cases such as when z(n) = (log n)'1 

VA2 ^ 2 or when z(n) = (log n)~l (log log n)~l V« ^ 3. 
In constructing our counterexamples X •= (Xk) we shall assume that 

a function q: [0, oo) -• [0, oo) is given, and we shall endeavor to have 
E^d^ol) < oo. The conditions that we shall impose on this function q 
are as follows : 

q is continuous and non-decreasing; 

q(0) = 0, q(x) ^ jc2
 VJC è 0; 

(1.4) q(x) < x3 as JC -> oo ; 

Va > 0, lim q(x -h a)/q(x) = 1 ; and 
X-»oo 

3C > 0 such that Vx ^ C,Vy ^ C, q{xy) ^ q(x)q(y). 
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Except perhaps for continuity, these conditions on q are all used in the 
construction of the counterexamples. However, these conditions are not 
particularly restrictive. Because of Theorem 0 (i) it would in fact seem 
reasonable to consider only functions q such that q(x) = o(x2+§) a s ^ - > 
oo V<5 > 0. Equation (1.4) is satisfied by such functions as q(x) •= x2(l + 
log+ x) and q(x) := x2 exp ((log+x)1/2). 

Our main result is as follows. 

THEOREM 1. Suppose z >= (z(n), n = 1, 2, . . .) is a sequence of positive 
numbers satisfying (1.1), (1.2), and (1.3). Suppose q: [0, oo) -» [0, oo) is a 
function satisfying (1.4), such that for some positive number d, 

(1.5) q((n • exp(-</ f ] k'1 z(k)))1/2) = o(n) as n -+ oo. 

77*eft there exists a strictly stationary sequence X •= (Xk9 k e Z) of real-
valued random variables such that 

(1.6) EX0 = 0, EX$ < oo, and Var Sn -> oo as n -> oo, 

(1.7) Effluì) < oo, 

(1.8) p(n) < T(«) as n -^ co, and 

(1.9) £/j£re exists an increasing sequence n(\) < n(2) < n(3) < • • • 
of positive integers such that, Vx ^ 0, lim^ooi^S^/CVar Sn{/))

1/2 ^ x) = 
F(x), where 

00 fx 
F(x) ••= e-i /c0,oo)(*) + 2 (1 /^! )^ 1 (2^)" 1 / 2 ^ 2 / ( 2 / ) A/. 

/=1 J -00 

Of course (1.7) implies the middle equation in (1.6), but this redundancy 
doesn't hurt. 

The probability distribution function Fin Theorem 1 is that of a Poisson 
mixture of normal distributions (including the point mass at 0). Other 
Poisson mixtures of normal distributions also arise as partial limit laws 
of Sn (suitably normalized). One can see this by examining the construc­
tion of the sequence X (in §3) or by combining (1.9) with a simple "block­
ing" argument similar to the proof of [13, 353, Theorem 1.1]. With a 
more complicated construction, one can achieve a broader class of partial 
limit laws, as in [3, Theorem 1], But for simplicity we shall confine our 
attention to just the partial limit law represented by F. 

In some special cases of Theorem 1 (including Theorem 2 below), one 
can also modify the construction in order to achieve the additional prop­
erty of "information regularity" (and hence also "absolute regularity") 
as in [3, Theorem 1], by using some arguments from the proof of that 
result. This too we shall omit, in order tó avoid extra complications. 
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A simple calculation will show that if x2+ô < q(x) as x -• oo for some 
ô > 0, then (1.5) cannot be satisfied (with z(n) | 0). Of course this is what 
would be expected from Theorem 0 (i). 

Theorem 1 is the result of trying to construct the counterexample X 
as "efficiently" as possible, given the known techniques. Based on the 
hope that Theorem 1 is essentially sharp, one might conjecture that if 
X ••= (Xk) is strictly stationary and satisfies (1.6) and (1.7) with q satisfy­
ing (1.4) and n < q((n • exp(- d E?=i^ _ 1 p(k)))1/2) as n -+ oo Vd > 0, 
then Sn is asymptotically normally distributed as n -* oo. 

In the special case where q(x) = x2, the equation p(n) ^ z{n) Vn ^ 1 
(technically stronger than p(n) < z(n)) comes from the proof (in §3) at 
no extra cost. Because it shows that Theorem 0 (ii) is essentially sharp, 
this special case is worth stating explicitly anyhow. 

THEOREM 2. Suppose z = (z(n), n = 1, 2, . . .) is a sequence of positive 
numbers satisfying (1.1), (1.2), and (1.3). Then there exists a strictly station­
ary sequence X := (Xk, k e Z) of real-valued r.v/s such that (1.6) and 
(1.9) hold and p(n) ^ z(n)Vn ^ 1. 

The following three corollaries in essence list other special cases of 
Theorem 1. The derivation of these corollaries from Theorem 1 is ele­
mentary and is left to the reader. 

COROLLARY 1. For each a > 0 there exists a strictly stationary seuqence 
X •= (Xk) satisfying (1.6) and (1.9) such that EJf§(log+ \X0\)

a < oo and 
p(n) < (log n)-\ 

COROLLARY 2. For each a > 0 and ß > 0 such that a + ß S 1 there 
exists a strictly stationary sequence X -= (Xk) satisfying (1.6) and (1.9) 
such that EA^exp((log+ |A"0|)

a) < oo and p(n) < (log n)~K 

COROLLARY 3. For each function q: [0, oo) -» [0, oo) satisfying (1.4) 
such that Vd > 0, q(x) = o(x2+ô) as x -> oo, there exists a strictly station­
ary sequence X •= (Xk) satisfying (1.6), (1.7), (1.9), and p(n) -> 0. 

The proof of Theorems 1 and 2 is in §3. §2 is devoted to some pre­
liminary work that will be used in that proof. Many of the arguments in 
§2 and §3 will follow the arguments in [1] closely, but they will neverthe­
less be given in full here because of the numerous extra details involved 
here. 

With trivial modifications of certain arguments in §2 and §3, one can 
considerably relax the assumptions (1.3) and (1.4) in Theorem 1. But 
since (1.3) and (1.4) in their present form seem fairly natural in our con­
text, we shall stick with them. 



CENTRAL LIMIT QUESTION 101 

2. Preliminaries. This section contains the preliminary work for the 
proof of Theorems 1 and 2 given in §3. 

Let C denote the complex numbers. For any continuous function / : 
R -> C and any t > 0 define the "modulus of continuity" w(f t) •= 
sup^yŒR>u_y,^ \f(x) —/0>)|. For any continuous function/: R-»C which 
is periodic with period In, and any integer « ^ 0, define the quantity 

En{f) - inf sup !/U) - 2 «** ikX 

., anŒC 

The following variant of Jackson's Theorem can be found in Timan [22, 
257, eqn. 10] (and applies equally well to complex-valued functions on 
R as to real-valued functions). It can also be derived from [24, p. 115, 
eqn. (13.8)]. 

LEMMA 1 (JACKSON). There exists a positive constant A such that for 
every continuous function / : R -> C with period 2% and every integer n ^ 
0,En(f)£A -w(f\l(n+ 1)). 

The next three lemmas are a review of some elementary trigonometry. 
Proofs are sketched in some cases where a convenient reference seems 
hard to find. 

LEMMA 2. If vx ;> v2 è v3 ^ • • • I 0, -% g I ^ n, and A # 0, then 
E £ i v^™ ••= lim,-«, ESU vke^ exists in C and | 2 £ i v^»«| ^ TT • vi/|A|. 

This follows from Zygmund [24, p. 3, Theorem (2.2)]. (First recall that 
in (2.3), if uk ••= e'** and 0 < |A| ^ 7r, then max* |C/J ^ 2/|e* - 1| ^ %\ 
U|.) 

LEMMA 3. Suppose z ••= (?(«), « = 1, 2, . . .) is a sequence of positive 
numbers satisfying (1.1), (1.2), a#d (1.3). Then the following three state­
ments hold. 

(i) SUp^! (/ri Eï=l tf*))M") < 00. 
(ii) The function g defined by g(X) ••= 2ë=i (sin ^>0 * ̂ _ 1 ?(&) w con­

tinomi and defining B ••= 47T + 3 • supwSgl (w
_1 SJ= 1 r(/c))/r(«) awe Aas 

fAflf V « ^ l , w(g, 1/«) S B • r(n). 
(iii) The function h defined by A(A) := E)K=i ( c o s ^ ) * ̂ _ 1 ^(^) satisfies 

exph(X) ~ exp £g£> &"1 r(fc)oy^ -> 0 + . 

Property (i) is simple. In (ii) the continuity of g is shown in Zygmund 
[24, p. 182, Theorem (1.3)]. Property (iii) is practically in [24, pp. 188-189]. 
In (iii), of course, A(A) will diverge if X = 0 mod 2%. For convenience the 
proofs of (ii) and (iii) are sketched here. 

PROOF OF (ii). Using (i), define the positive number b •= supnaL {n~l 

HU<k))Kn). 
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If 0 < A ̂  1, then 0 ^ £g£> (sin kX) • fc"1 *(*) è E g ^ « • A:"1 r(fc) 
^ 6 • r((l/A)), and by Lemma 2, 

IÄ=1+(1/A) 
(sin kX) • fc"1 r(fc) £TC-T(1+ (IM)) ^ TT . r([l/A]), 

and hence |g(A)| g (b + %) • r((l/A)). 
If « e N and 0 < ^ ^ 1/«, then |g(/^)| ^ (b + TU) • r([l//i]) ^ (* + 

7r) • r(«). 
If « e N and 1/A ^ fi, v ^ n with |// — y| ^ 1/«, then, using Lemma 

2 again, 

IsG") - *0>)l ^ Ê l s in ^ - sin M • *"* *(*) 

+ S (sin M • k~1 <k) 

+ 2] (sin M • ^_1 <k) I 

^ 2 * • |/i - v\ • A:"1
 T(*) + r̂ - /Î"1

 T(/I) • ( / r 1 + v~l) 

S (l/n) - 2 T(k) + 2TT • T(/I) ^ (* 4- 2*) . T(/I). 

Using the preceding two paragraphs and the fact that g is an odd func­
tion with period 2K, one can show that, for all n e N and any two real 
numbers /i and v with \ß — v\ ^ l/n, the inequality \g(p) - g(y)| g 
[2(6 + Ti) + (b + 2TT)] • T(/I) holds. Thus (ii) holds. 

PROOF OF (iii). First recall that VJC G R, jl - cos x\ g (1/2) • x2. 
For each A, 0 < A < 1, 

(l/J) (1/*) ! 

2 (cos JtA) • ik-1 T(k) - 2 £_ 1 r(*) i 
k=i k=i l 

(i/A) (i/;) 

^ 2 (1/2) - (M)2*-i*(fc) = 2 (1/2) • A2/: . *(*) 

^ (1/2) - [1/fl-i - 2 **) 

and this converges to 0 as A -> 0 + , by (i); also, by Lemma 2, 

2 (cos kX) • A:"1 z(k) 
k=aa)+i 

û 7Z • [I/A]"1 • rtfl/A]) - A"1 

which approaches 0 as X -+ 0 + . Hence limA_>af |A(A) - £^ j ° fc"1^*)! 
= 0. Now it is clear that (iii) holds. 

DEFINITION 1. A function/: (0, r] -• (0, oo) (where r is any positive 
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number) is "slowly varying" as X->0± if lim^0 + [ s u p ^ ^ a / ( / / ) ] / 

LEMMA 4. Suppose f: [—TT, 7T] -+ [0, oo) w a continuous even function, 
f(X) > 0 VAe[ —7T, TT] — {0}, and f is slowly varying as X -> 0 + . Then 

J* n-i[(sin2(/iA/2))/(sin2(A/2))] • /ftVtt - 2% . /(1/n) <u « - oo. 

This follows from careful but elementary calculations, using simple 
properties of the Fejer kernel. 

Now some more notation is needed. In what follows, we shall some­
times be dealing with more than one strictly stationary sequence at the 
same time. In order to avoid confusion we introduce the following nota­
tion for a given strictly stationary sequence X •- (Xk, k eZ): for — oo ^ 
J <; L g oo, the ^-field ïFLj will be denoted ^j(X), and for n = 1 ,2 , . . . 
the dependence coefficient p(n) will be denoted pn(X). 

Also, for any sequence z := (T(«), n = 1, 2, . . .) of numbers satisfying 
(1.1), (1.2), and (1.3), define the constant Bt ••= Arc + 3 • s u p ^ / r 1 S2=i 
z(k))/z(n). (This is the constant B in Lemma 3 (ii).) 

Finally, to choose one specific value for A in Lemma 1, define Aj 
to be the least positive number such that En(f) ^ Aj • w(f, \/(n + 1)) 
for every « § 0 and every continuous function/: R -> C with period 2%. 
(The letter J in Aj stands for "Jackson".) 

LEMMA 5. Suppose z ••= (z(n), n — 1 ,2 , . . . ) satisfies (1.1), (1.2), awd 
(1.3). TTjefl there exists a stationary real Gaussian sequence U := (Uh 

keZ) such that 
(i)pn(U) ^ z(n)Vn ^\,and 

(ii) Var (Ux + • • • + Un) ~ 2%n • e x p I - 0 4 ^ ) - 1 LJU^ - 1 *(£)] - °° 
as n -* oo. 

This is a refinement of [1, Lemmas 2 and 3]. The key role played in the 
proof of [1, Lemma 2] by the results in Helson and Sarason [9, 21] was 
suggested to the author by M. Rosenblatt. A similar role is played here 
by a trick from [17, p. 179] closely related to [9, 21]. 

PROOF OF LEMMA 5. On [ — %, %\ define the functions h and / by h(X) •= 
-(AjBTyl £ £ * (cos kX) • A:"1 z(k) and f(X) •= exp h(X). 

By Lemma 3 (iii), f(X) ~ Qxp(-(A}Bxy
l £ 1 ^ A:"1

 T(fc)) as A -> 0 + . 
Also,/is an even function; and by Zygmund [24, p. 184, Theorem (1.8); 
p. 188, Theorem (2.15)],/is a continuous function provided one defines 
/(0) == 0. Also, limw_+oo 2|=w+i &"""1 *W = 0> and it follows that the function 
exp[-(^yjBT)~1 S i ^ i ^ ' M ^ ) ] is slowly varying as A -* 0 4-, and hence 
the function / i s also slowly varying as I -> 0 4-. 

Let U — (Uk, k e Z) be a stationary real Gaussian sequence with 
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spectral density/. By Lemma 4 and [15, p. 322, Theorem 18.2.1], Yar(Ui + 
• • • + Un) ~ 2izn • f(l/n) as n -• oo. Property (ii) in Lemma 5 can now 
be seen easily from the above arguments. 

To verify property (i) in Lemma 5, first note that the conjugate function 
of h is h defined by h(X) = -(AjBJ-1 ZT=i (sin kX) • k"1 z(k) (which is 
continuous by Lemma 3). For each n ^ 1, 

Pn(U) ^ En^(cxp(ih)) ^ Aj - n>(exp(/«), 1/«) 

è Aj • w(h, l/n) ^ Aj . [(AjBT)-i . £ r . r(«)] = r(«). 

Here the first inequality comes from [17, p. 179, lines — 7 to —5], the 
second from the definition of Aj9 the third from some simple arithmetic in 
[17, page 132, lines 4 to 6], and the fourth from Lemma 3 (ii), the definition 
of BT, and elementary properties of w(% •)• This completes the proof of 
Lemma 5. 

The next lemma is due to Csaki and Fischer [5, p. 40, Theorem 6.2]. 
(See Witsenhausen [23, p. 105, Theorem 1] for a short proof.) 

LEMMA 6 (CSAKI and FISCHER). Suppose s/n and 08n, n = 1, 2, . . . , are 
a-fields and the a-fields (jtfn V &n), « = 1 , 2 , . . . , are independent. Then 

/ oo oo \ 

9 ( V J*n> V »n = SUP (Mm #»)• 

LEMMA 7. Suppose N = 2 is an integer and z ~ (r(«), « = 1 ,2 , . . . ) 
satisfies (1.1), (1.2), and (1.3). 77ze« /«ere exists a stationary real Gaussian 
sequence W = ( ̂ , A: e Z) swe« /«a/ 

(i) pw(^) = r(«) V« = 1; 
(ii) Var(^x + • • • + Wn) -> oo as n -* oo; 

(iii) Var(H^! + • • • + Ĥ M) < « • exp( - (AjB,)'1 £j?=1 A:"1 r(&)) a^« -* 
oo ; and 

(iv) /«e r.v.'s PFi, W2, . . . , Ĵ V ß/'^ independent. 

PROOF. Define the sequence y •= (f(«), « = 1, 2, . . .) of positive num­
bers by y(n) = z(Nn). Note that (1.1), (1.2), and (1.3) still hold with z 
replaced by y. Hence, by Lemma 5, there exists a stationary real Gaussian 
sequence U >= (Uk, ke Z) such that 

(2.1) pn(U)£r(n)Vn> 1 

and 

(2.2) Var(£/! + • • • + Un) ~ 2TT« • exp(-(AjBr)-i f ] Ar1
 7(k)) 

k=i 

-> oo as « -> oo. 

For each J = 1, 2, . . . , N let (WJ+kN, k e Z) be a stationary real 
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Gaussian sequence with the same distribution as U, with these sequences 
(Wj+kN, k e Z), / = 1, . . . , iV, being independent of each other. By an 
elementary argument, the sequence W •= {Wk, k e Z) is a stationary real 
Gaussian sequence. 

By a simple argument using (2.1) and Lemma 6, one can show that 
pn{W) S t(n) V/Î ^ 1. Also, it is clear that \2LV{W1 + • • • + Wn) -> oo 
as n -* oo (by (2.2)), and that Wl9 . . . , WN are independent r.v.'s. Thus, 
in Lemma 7, only property (iii) remains to be verified. 

First note that, for each « ^ 1, 

(ir* j r(*))/r(«) = ( ( « ^ ) ~ 1 i ; ^ • T(Nk)}lT(Nn) 

/ Nn \ 

^( (« iV)- igT( . / ) )M^«) . 

It follows that ifj. g jBr. Hence, by (2.2), as n -* oo, 

VarC^i + • . . + IV.) ~ TV- V a r ^ + • • • + t/(B/W)) 
/ (B/JV) \ 

( 2 3 ) ~ 2nn - exp( - (AjBr)^ g *-i r(*)) 

/ (»/AD \ 

« 2%n . exp - ( ^ A ) " 1 £ Ar1 r(*) V 

Also, Vn è M 
(n/JV) (»/AD 

(»/AD A f -1 

- JS/ _ M / ) 

= (t/~i ^)) - (L/-1^))-
Since the very last sum is a constant (i.e., not depending on n), property 
(iii) in Lemma 7 now follows from (2.3). This completes the proof of 
Lemma 7. 

DEFINITION 2. Suppose N è 2 is an integer and z ~ (z(n), n — 1,2, 
. . .) is a sequence of positive numbers satisfying (1.1), (1.2), and (1.3). 
A sequence Y ••= (Yhke Z) of real-valued r.v.'s is said to satisfy "Condi­
tion y(N, T ) " if Y is strictly stationary and has the following properties: 

(i) EY0 = 0 and E7§ = Ì/N; 
(ii)pn(Y)S*(n)Vn= 1,2, . . . ; 

(iii) Var(Fx + • • • + Yn) -+ oo as n -> oo ; 
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(iv) Var(ri + • - • + Yn) « n • exp[-(2A]BX)-^ £j?=1 k'1 z(k)] as n -» 
oo; 

(v) Yi, Y2,. . . , YN are independent r.v.'s; 
(vi) Vxe R, P(YQ ^ x) = (1 - l/AO/ro,oo)(*) 4- ( 1 W (2TT)-1/2 J* ̂  e~-2^ 

du; and 
(vii) V X G R , F ( 7 I + • • • + YN ^ x) = GN(x), where 

GN(x) := (l - ^ J V o . o o j W + g ^ ^ / O - F ) ^ W ) " 1 / 2 

f * é>-«2/(2/) rfM. 
J —oo 

LEMMA 8. Suppose N ^ 2 /.y a/z integer and z := (r(«), « = 1, 2, . . .) 
w a sequence of positive numbers satisfying (1.1), (1.2), and (1.3). Then there 
exists a (strictly stationary) sequence Y •= (Yk, k e Z) of real-valued 
r.v. 's which satisfies Condition S?(N9 z). 

PROOF. Define the number p := \/N. It follows from (1.3) that 
lim^oorO + ((n — \)pß))lz(n) = 1. Let n0 ^ 1 be an integer such that 
V/2 ^ «o, z(\ + ((n - l)p/2)) g (4/3) • z(n). Using (1.3) again, let c> 0 
be sufficiently small that VAI ^ 2, 4((« - \)p)~lc ^ (1/3) • T(«). Let the 
sequence j ••= (j(n), n = 1,2,...) of positive numbers be defined by 

(2.4) r(n) - min{c, (2/3) • z(n0), (1/2) • z(n)}. 

We need several elementary properties of this sequence y. First, (1.1), 
(1.2), and (1.3) hold with z replaced by y. Next, the following equations 
hold : 

(2.5) 4 - ((/i - l)p)-i r(\) S (1/3M/I) VAZ ^ 2; 

(2.6) r(\ + ((n - 0/7/2)) ^ (2/3M/I) V« ^ 2; 

and 

(2.7) 5 r ^ BT. 

Here (2.5) holds by (2.4) and the definition of c. To see (2.6), note that 
(i) if 2 S n S /i0, then r ( l + ((/i - l)/>/2)) ^ (2/3)z(n0) ^ (2/3)z(n) by 
(2.4); and (ii) if instead n > /i0, then ^(1 + ((/i - l)p/2)) ^ (1/2) . z(\ + 
((« - l)/?/2)) ^ (2/3T)(/I) by (2.4) and the definition of /i0. To see (2.7), 
note that (i) if n satisfies j-(n) < (\/2)z(n), then f(l) = • • • = y(n) = 
min{c, (2/3) • z(n0)} and (/|-i E t i r(*))/rW = l ^ ("_1 Sï=i r(k))/z(n) 
by (1.1); and (ii) if instead« satisfies^) = (l/2)z(n), then 
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in'11 r(*))/r(") ^ ("-11 0 / 2 ) T(k))/((\/2)z(n)) 

= (/r i g *(*))/*(*)• 

Now (2.7) is clear from the definition of BT. 
Let V •>= (Vk, k e Z) be an i.i.d. sequence such that P(VQ = 1) = 

1 - P(V0 = 0) = p. 
Let the random integers (k(/), / e Z) be defined by the two conditions 

{*(/), / e Z} = {Jfc : n = 1} and . . . k(-2) < k(- 1) < k (0) ^ 0 < 
1 S k(\) < k(2) < k(3) < . . . . Deleting a set of probability zero from 
the probability space Q if necessary, we assume that k(/) (œ) is defined 
V / e Z , Vcoeß. 

Using Lemma 7, let W •= (H^, /e e Z) be a stationary real Gaussian 
sequence independent of V such that 

(2.8) EW0 = 0 and EW\ = 1, 

(2.9) pn(W) é m V / i ^ l , 

(2.10) Var(PFx + • • • 4- Wn) -> oo as « -> oo, 

(2.11) Var(^! + - - - + Wn) < n • exp[- O^)""" 1 ! ] ^_ 1r(^)] 

as n -» oo, 

and 

(2.12) W ,̂ . . . , J^N are independent r.v.'s. 

(The normalization (2.8) does not affect any of the properties in Lemma 
7.) 

Define the random sequence Y ••= (Yk, k e Z) as follows. For each 
k e Z and each sample point wef i , 

Y lwÀo>) if k(/)(o)) = k for some / 
* (C0) :- 1 0 iffc*{jfc(/)(û>) : / 6 Z } . 

An elementary measure-theoretic argument will show that Y is strictly 
stationary. (Perhaps the easiest way to show this is to show that the se­
quence ((Vk, Yk), keZ) of random vectors is strictly stationary.) Prop­
erties (i), (iii), (v), (vi), and (vii) in Definition 2 are all elementary con­
sequences of the definition of Y and are left to the reader to verify. Prop­
erties (ii) and (iv) in Definition 2 will be verified here. 

To start the proof of (ii), note first that 

pi(Y) = p(^*-oo(V) V &*LUW)9 &°&V) V ^(W)) 

= PI(W) è r(i) è T(\) 
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by Lemma 6, (2.9), and (2.4). Next, an elementary measure-theoretic 
argument will show that if n ^ 2 , / e if2(^r-oo(Y)), g e J2{^{Y)\ E/ = 
Eg = 0, E/2 = Eg2 = 1, and Je {0, 1, . . . , n - 1}, then 

\E(fg\Vi+ ••• + ^ - i = /)l 

= Pj+iiW). 

It follows that, V« ^ 2, 

pn(7) ^ g p ( ^ + • • • + Vn-X = J) • J+1(W) 

<; P(Vl + . . . + F , , ! ^ ((* - l)p/2)) . P l (»0 

+ P(Kx + - -. + Vn-X > ((/i - l)/7/2)) - p i + c o - i W H O 

^ 4((/I - I)/?)"* • P l ( ^ ) + ^i+( (n-l)^2)(^) 

^ 4((/i - l )^) 1 rd) + r(i + ((" - OP/2)) 

^ (l/3)r(/i) + (2/3M/I) = T(/I), 

where the last two inequalities come from (2.9), (2.5), and (2.6), and the 
third inequality comes from Chebyshev's inequality and the fact that the 
r.v. Vx + • • • + Kn_! is binomial with parameters n — 1 and p. This 
completes the proof of (ii) in Definition 2. 

To verify (iv) there, first note that, by (1.1), for 7% one has that lim^oo 
Eì=n+i Â:-17'(^) = 0 a n d it follows that the quantity exp(-(^ / Jß r)- 1 £{Li 
^~17'(^)) is slowly varying as n -+ 00. From this fact, (2.11), and the ele­
mentary equation 

Vard^ + - -. + Yn) = £ ^ + . •. + Vn = / ) • V a r ( ^ + • • • + Wj\ 

it is easy to show that 

Vsx(Y1 + . . + Yn) « n - e x p ( - ( ^ r ) - i g * - i r ( * ) ) 

exp - ( ^ ^ - i ^ ^ r W 

exv(-(2AjBrrigk-iT(k)y 

where the second < comes from (2.7) and the third < from the fact (see 
(2.4)) that y{k) = (l/2)z(k) for all except finitely many values of k. Thus 
(iv) in Definition 2 is verified. This completes the proof of Lemma 8. 

Finally, when dealing with a function q satisfying (1.4), it will be handy 
to also work with another, closely related function. 
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LEMMA 9. Suppose q: [0, oo) -> [0, oo) is a function satisfying (1.4). 
Define the function Q: [0, oo) -• [0, oo) by Q(x) ~ <7(;c1/2). Then the 
following four statements hold: 

(i) Q is continuous and non-decreasing, ß(0) = 0, Q(x) ^ x Vx ^ 0, 
and Q(x) < x3/2 a s x -> oo. 

(ii) Va > 0,lim^ooô(x + a)/ß(x) = 1-
(iii) jTAere exists a > 0 swcA f/wtf 

(2.13) ß ( ^ ) ^ ß(x)ßO0 V* è a , j è ct. 

(iv) If a > 0 satisfies (2.13), Z is a N(0, 1) r.v., #w/ c ^ a, then 
Eq(\c™Z\) £ Q(c) - (Q(a) + E^(|Z|)). 

PROOF. Statements (i) and (iii) are trivial and (ii) follows from the cor­
responding statement in (1.4) since (x + a)1/2 ^ xl/2 + a Vx ^ 1, Û > 
0. To see (iv), note that 

Eq(\ci'*Z\) = f Q(cZ2)dP + f Q(cZ2)dP 
J {Z^cc} J {Z2>a} 

£Q(ca) + § QQ(c)Q(Z*)dP 

è Q(c) • Q(a) + ß(c) - Eq(\Z\). 

3. Proof of Theorems 1 and 2. What we shall prove is the following 
statement. 

PROPOSITION 0. Suppose z •= (z(n), n = 1, 2, . . .) satisfies (1.1), (1.2), 
ûrtrf (1.3), artrf # satisfies (1.4) flwd 

(1.5a) ?((rt-exp( - (2AjBT)-i f ] Är 1 ^) ) ) 1 ' 2 ) = o(«) as w -* oo. 

Then there exists a strictly stationary sequence X •= (AV) satisfying 
(1.6), (1.7), (1.9), and 

(L8a) pn(X) S T(n) Vrt ^ 1. 

Theorem 2 follows immediately from this statement (using q(x) -= 
x2). To derive Theorem 1, one simply has to replace the sequence z •= 
(z(n)) in Proposition 0 by CT •= (cz(n), n = 1 ,2 , . . . ) , where c is an ap­
propriate positive constant, and use the elementary fact that Bcz — BT. 

PROOF OF PROPOSITION 0. Let the sequence z ••= (z(n), n = 1 ,2 , . . . ) 
and the function q: [0, oo) -• [0, oo) be arbitrary but fixed, satisfying 
the conditions in the hypothesis of Proposition 0. For each n = 1 ,2 , . . . , 
define the quantity e(n) ••= exp[ — (2AjBv)~~l 2ï=i k~l z(k)]. As in Lemma 
9, define the function ß : [0, oo) -• [0, oo) by Q(x) •= q(x1/2). Let a be 
such that (see Lemma 9) 
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(3.1) a ^ 1 

and 

(3.2) Q(xy) ^ Q(x) • Q(y) ^x^a.y^a. 

Since lim^^oo T,l=n+i k~l z{k) = 0, one has that (e(n), n = 1, 2, . . .) is 
slowly varying as n -> oo, and hence 

(3.3) n • e(n) -> oo as n -»• oo. 

Let L be a positive integer such that 

(3.4) L ^ 2 and V/ ^ L, / • e(/) ^ a. 

For each m = 1, 2, . . . , we shall define a positive integer 7Vm ^ L, 
a positive number Cm ^ a, a strictly stationary sequence 7 ( m ) := 
(Y£m)

 9 keZ) satisfying condition £%/Vm, r), and a positive number <im ^ 
a such that Var(7{w) + • • • + Y{

n
m)) <> dm - n - e(n) V« ^ 1. The de­

finition will be recursive and is as follows. 
To start off, define Nx ••= L and Q ••= a. Using Lemma 8, let Y(1) := 

(Y^\ k e Z) be a strictly stationary sequence satisfying condition ^ (L , r). 
Using (iv) in Definition 2, let ̂  ^ a be such that Var(F{1} + • • • + Y™) 
^ d1- n - e(n) V« ^ 1. 

Now suppose M ^ 2 and that, for m = 1, . . . , M — 1, the following 
are already defined: the positive integer Nm ^ L; the number Cm ^ a\ 
the strictly stationary sequence Y{m) •= (Y{

k
m\ keZ) satisfying condition 

y(Nm, T); and the number dm ;> a such that Var(y{w) + • - - + Y^m)) ^ 
dm • n • £(tf) V« ^ 1. Using Lemma 9, (3.3), and assumption (1.5a) in 
the hypothesis of Proposition 0, let NM be a positive integer such that 

(3.5) NM > NM-l9 NM > L, 

Q(NM • e(NM))!NM 

( 3 ' 6 ) S M-2 . [Q(M . ' s ' C ^ j ) " 1 - m i n ^ M ^ (CJNm), 
\ m=l / 

(3.7) VxZNM. s(NM\ Q(x + C, + • • • + CM_:) g 2Q(x). 

By (3.1), (3.4), (3.5), and the above assumptions that Cm ^ a and dm ^ 
a Vm ^ Af — 1, one has that 

(3.8) NM • e(NM) ^ a and ( M • "g 1 Cmdm) Z a. 
\ m=l / 

Define CM = (# M . £(NM)) . (M . £ ^ Cw^m). By (3.1) and (3.8), CM ^ 
a. Using Lemma 8, let Y{M) -•= (Y{

k
M\ k e Z) be a strictly stationary 

sequence which satisfies condition ^(NM, z) and is independent of the 
family of sequences F ( 1 ) , r ( 2 ) , . . . , y w-i>. Using (iv) in Definition 2, 
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let dM ^ a be such that Var(F{M> + • • • + 7<M)) SdM-n- t(n) V« £ 1. 
This completes the recursive definition. 

For each M ^ 2 , 

M - l 

(3.9) Ô(CM) â Ô(A^ • * # * ) ) • Q(M • £ C„A), 

(3.10) CMZNM- e(NM) ^ 1, 

and 

(3.11) ß ( C i + . . . + C M ) ^ 2 ß ( C M ) . 

Here, (3.9) and (3.10) follow from (3.2), (3.8), and the definition of CM 

(and also (3.1)); (3.11) holds by (3.7) and (3.10). Also, for each M ^ 2, 

C\ \1\ ^M < Q\PM) < \yf~2 . niin ^w 

by (1.4) (which implies Q(x) ^ x Vx ^ 0), (3.6), and (3.9). By (3.5) we 
also have that the sequence (iVi, N2, • • •) of positive integers is strictly 
increasing. 

By the above definitions, the random sequences Ya\ Y(2\ F ( 3 ) , . . . 
are independent of each other, and (using Definition 2) for each m ^ 1, 
P(Ykm) * 0) = l/Nm9 EYkm) = 0, and Var Y^ = l/Nm. By (3.12), 
Sm=i Cm . Var ri«) = XZ=i(CJNm) < oo, and, by (3.10), S ^ i O M O 
< oo. By the Borei-Cantelli Lemma, 

(3.13) -P^i"0 # 0 for infinitely many m) = 0. 

Define the random sequence X := (Xk, k e Z) as follows : 
oo 

We have that for each keZ this sum converges a.s. and inSf2-
Now let us verify the properties of the sequence X listed in Proposition 

0. The facts that X is strictly stationary, EXQ = 0, and EX% < oo are ele­
mentary. The fact that V a r ^ i + • • • + Xn) -» oo as n -* oo follows from 
Definition 2 (iii) and the elementary equation 

(3.14) Var(Z! + • - - + Xn) = f ] Cm Var^f"0 + • • • + Y™) V« g; 1. 

Also, by Lemma 6 and Definition 2 (ii), pn(X) ^ supwS1 pn{Y{m)) ^ T(«) 
V n ^ 1; that is, (1.8a) in Proposition 0 holds. Now we only need to prove 
statements (1.7) and (1.9). 

PROOF OF (1.7). For each finite subset S of {1, 2, 3, . . .} (including the 
empty set 0 ) let Hsdenote the event {{m: Y^m) ^ 0} = S}. In what fol-

file:///yf~2
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lows, it is understood that S ranges over just the finite subsets of {1, 2, 
. . .}. By (3.13), the events Hs form a countable partition of the probability 
space 0, except perhaps for an event of probability 0. Similarly, for each 
m = 1, 2, 3, . . . the events Hs with me S form a countable partition of 
the event {Y^m) # 0} except perhaps for an event of probability 0. From 
(3.4), (3.5), and Definition 2, as noted above, 0 < P (Y^m) ^ 0) = \/Nm < 
1 Vm ^ 1, and hence, by using (3.13), one can show that P(HS) > 0 for 
every finite subset 5 c { 1 , 2 , . . . } . Since q is a non-negative function, one 
has that for every S, E(q(\X0\)\Hs) is well defined in [0, oo) U {oo}, and 
that 

(3.15) Eq(\X0\) = Zs E(q(\X0\)\Hs) • P(HS) 

(which at this point is not assumed to be finite). 
Define the quantity r = Q(a) + Eq(\Z\), where Z is any JV(0, 1) r.v. 

Then r < oo by (1.4) since E|Z|3 < oo. For each non-empty finite subset 
S c {1, 2, . . .}, the conditional distribution of X0 given Hs, is that of a 
normal r.v. with mean 0 and variance Z!w€ES Cw, by Definition 2 (vi) and 
the fact Yfr\ Yp, . . . are independent r.v.'s, and hence E(q(\XQ\)\Hs) ^ 
r • Q(Lm<=sCm) by Lemma 9; and since Q(EmŒSCm) è 2ß(maxm G SCJ g 
2 Emesô(Cw) by (3.11) (and the fact that Q is non-decreasing), one has 
that E(g(\XQ\) \HS) ^ 2r • E m e S ß ( C J . For the empty set 0 one has 
Efa(l*ol)l#0) = 0 since q(0) = 0 by (1.4). Hence, by (3.15), 

Er t i c i ) = S Efo(|*0|)|tfs) - P(# s ) 

^ 2 L 2r - Ô(CJ • P(HS) 
S*0 mES 

oo 

= E 2 2r. &CJ - P(HS) 
m = l {S:mGS} 

oo 

= 2r • 2 Ô(CJ • S *(#s) 
m = l {S:mŒS} 

= 2r • f; ß(CJ • W * ' * 0) 
m=l 

= 2r - f; ß(Cm)/JVm 
m=l 

< 00 

(where the last step holds by (3.12)). Thus (1.7) holds. 

PROOF OF (1.9). For each M ^ 2 the following statements hold: 

(3.16) CM - Var(y^) + • • • + Yiffa) = CM, 
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S ' ^ V a i W + . . . + YWM)) 
(3.17) 

and 

(3.18) 

m=l 
M-l 

è 2 Cmdm - NM . e(NM) = CM/M, 
m=l 

oo 

v cm.var(rr + ••• + y^M)) 
oo oo 

= S (CJNJ-Nué S (l/w2).CM. 
m=M+l w=M+l 

Here (3.16) comes from Definition 2 (i) (v), (3.17) comes from the de­
finitions of dm, \ ^ m £ M — \, and of CM, and (3.18) comes from 
Definition 2 (i) (v), the fact that (Nm, m = 1, 2, . . .) is increasing, and 
(3.12). Now, by elementary arguments, we have that, as M -+ oo, 

(3.19) Var(A\ + . . . + XmM)) ~ CM, 

(3.20) Var (C^2 ( Z l + . . . + ^ ( M ) ) - (y<M) + . . . + rjftfo)) - 0, 

and 

(3.21) CMV\X1 + . . . + ^ ( M ) ) - ( F ^ + - - - + n U ) ) - 0 

in probability. 
Now, VJ = 0, 1, 2, . . . , l i m ^ y ) (l/iV)/(l - \INY*-J = ( l / / ! ) ^ 1 

by Poisson's classic limit theorem; and it follows that VxeR , lim^oo 
GN(X) = F(x) where G^ and F are as in Definition 2 and the statement 
of Theorem 1. By Definition 2 (vii) and (3.21) and an elementary theorem 
on convergence in distribution, we have that(Xi + • • • + XNm))jCM

:2 -* 
F in distribution as M-> oo; and, by (3.19) and another elementary 
theorem, (Xx + • • • + XN{M))/ÇVSLT(XI + • • • + XNiM)))

l/2 -» F in dis­
tribution as M -> oo. This completes the proof of (1.9) and of Proposi­
tion 0. 

REMARK. Proposition 0 remains valid, if in (1.5a), the number 2AjBT 

is replaced by a well chosen positive absolute constant (i.e., not de­
pending on T). TO see this, one can apply Proposition 0 itself with z re­
placed by y •= iy(n), n = 1, 2, . . .) defined by y{n) ••= min{c, T(H)}, 
the constant c > 0 being chosen small (depending on r) so that supwS1 

(n~l J^k=i Y(k))/Y(n) is close to 1 ; the rest of the argument is elementary. 

Acknowledgment. The author thanks N. Herrndorf for a preprint of 
[11]. 

Added in proof. M. Peligrad has proved the conjecture in § 1. 



114 R. C. BRADLEY 

REFERENCES 

1. R. C. Bradley, A remark on the central limit question for dependent random variables, 
J. Appi. Probab. 17 (1980), 94-101. 

2. , A sufficient condition for linear growth of variances in a stationary random 
sequence, Proc. Amer. Math. Soc. 83 (1981), 586-589. 

3. , Information regularity and the central limit question, Rocky Mountain 
J. Math. 13 (1983), 77-97. 

4. , Asymptotic normality of some kernel-type estimators of probability density, 
Statist. Probab. Lett. 1 (1983), 295-300. 

5. P. Csaki and J. Fischer, On the general notion of maximal correlation, Magyar 
Tud. Akad. Mat. Kutato Int. Kozl. 8 (1963), 27-51. 

6. Y. A. Davydov, Mixing conditions for Markov chains, Theory Probab. Appi. 
18 (1973), 312-328. 

7. M. Falk, On the convergence of spectral densities of arrays of weakly stationary 
processes, Ann. Probab. 12 (1984), 918-921. 

8. H. Gebelein, Das statistische Problem der Korrelation als Variations- und Eigen­
wertproblem und sein Zusammenhang mit der Ausgleichungsrechnung, Z. Angew. Math. 
Mech. 21 (1941), 364-379. 

9. H. Helson and D. Sarason, Past and future, Math. Scand. 21 (1967), 5-16. 
10. N. Herrndorf, Stationary strongly mixing sequences not satisfying the central limit 

theorem, Ann. Probab. 11 (1983), 809-813. 
11. , A functional central limit theorem for strongly mixing sequences of random 

variables, Z. Wahrsch. verw. Gebiete 69 (1985), 541-550. 
12. H. O. Hirschfeld, A connection between correlation and contingency, Proc. Camb. 

Phil. Soc. 31 (1935), 520-524. 
13. I. A. Ibragimov, Some limit theorems for stationary processes, Theory Probab. 

Appi. 7(1962), 349-382. 
14. , A note on the central limit theorem for dependent random variables, Theory 

Probab. Appi. 20 (1975), 135-141. 
15. and Y. V. Linnik, Independent and Stationary Sequences of Random Vari­

ables, Wolters-Noordhoff, Groningen, 1971. 
16. and Y. A. Rozanov, Gaussian Random Processes, Nauka, Moscow, 1970. 
17. and , Gaussian Random Processes, Springer-Verlag, Berlin, 1978. 
18. A. N. Kolmogorov and , On strong mixing conditions for stationary Gaussian 

processes, Theory Probab. Appi. 5 (1960), 204-208. 
19. M. Peligrad, Invariance principles for mixing sequences of random variables, Ann. 

Probab. 10 (1982), 968-981. 
20. M. Rosenblatt, A central limit theorem and a strong mixing condition, Proc. Nat. 

Acad. Sci. USA 42 (1956), 43-47. 
21. D. Sarason, An addendum to "Past and future9, Math. Scand. 30 (1972), 62-64. 
22. A. F. Timan, Theory of Approximations of Functions of a Real Variable, Mac-

Millan, New York, 1963. 
23. H. S. Witsenhausen, On sequences of pairs of dependent random variables, SIAM 

J. Appi. Math. 28 (1975), 100-113. 
24. A. Zygmund, Trigonometric Series, Volume I, Cambridge University Press, 

Cambridge, 1959. 

DEPARTMENT OF MATHEMATICS, INDIANA UNIVERSITY, BLOOMINGTON, IN 47405 


