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#### Abstract

A constructive existence proof is given for solutions of boundary layer type for the Dirichlet problem for the singularly perturbed quasilinear second order system of differential equations $\varepsilon d^{2} x / d t^{2}=F(t, x, \varepsilon) d x / d t+g(t, x, \varepsilon)$ on a compact interval in the case that a boundary layer occurs at only one endpoint of that interval, subject to a generalized Coddington/Levinson condition and (in the general case of large boundary-layer jump) subject to the assumption that the matrix-valued function $F(t, x, 0)$ is given in terms of a vector potential $f$ as $F(t, x, 0)=\nabla_{x} f(t, x)$. A proposed approximate solution, as provided by the O'Malley construction, is readily available throughout the entire compact interval. A direct construction is given for the Green function for the linearization of the problem about this proposed approximate solution. The resulting Green function representation for the linearization is used to prove the existence of an exact solution that is well-approximated by the given approximate solution, yielding precise and detailed information on the behavior of the resulting solution throughout the given compact interval. The construction of the Green function is patterned after that of Smith [29] for the scalar case and employs certain Riccati transformations so as to provide convenient representations for certain fundamental solutions and for their inverses. The quasilinear second order system studied here occurs in mathematical models for certain chemical reactors.


1. Introduction. Consider the second-order system

$$
\begin{equation*}
\varepsilon \frac{d^{2} x}{d t^{2}}=F(t, x, \varepsilon) \frac{d x}{d t}+g(t, x, \varepsilon) \text { for } 0<t<1 \tag{1.1}
\end{equation*}
$$

for small positive values of $\varepsilon(\varepsilon \rightarrow 0+)$, subject to the Dirichlet boundary conditions

$$
\begin{equation*}
x(0, \varepsilon)=\alpha(\varepsilon) \text { at } t=0, \text { and } x(1, \varepsilon)=\beta(\varepsilon) \text { at } t=1, \tag{1.2}
\end{equation*}
$$
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for a real $n$-dimensional (column) vector-valued solution function $x=$ $x(t, \varepsilon)$, where the given function $F$ is an $n \times n$ matrix-valued function, and the given functions $g, \alpha$ and $\beta$ are $n$-vector-valued functions. These data functions are assumed to be sufficiently smooth; the precise smoothness required will be specified below. For simplicity (and clarity of exposition) we generally assume slightly more regularity on the data than required. Systems such as (1.1) occur in mathematical models for chemical reactors; see Chen and O'Malley [8] for references.
The reduced equation obtained by putting $\varepsilon=0$ in (1.1) is
\[

$$
\begin{equation*}
F^{(0)}\left(t, X^{(0)}\right) \frac{d X^{(0)}}{d t}+g^{(0)}\left(t, X^{(0)}\right)=0 \text { for } 0<t<1 \tag{1.3}
\end{equation*}
$$

\]

where $F$ and $g$ are assumed to be continuous at $\varepsilon=0$, with $F^{(0)}(t, x):=$ $F(t, x, 0)$ and $g^{(0)}(t, x):=g(t, x, 0)$, and where $X^{(0)}$ will be the leading term in a suitable outer expansion for a corresponding solution $x$ of (1.1)-(1.2). We assume that the first-order system (1.3) has a solution $X^{(0)}=X^{(0)}(t)$ satisfying the boundary condition

$$
\begin{equation*}
X^{(0)}(1)=\beta^{(0)}:=\beta(0) \tag{1.4}
\end{equation*}
$$

along with the outer stability condition

$$
\begin{equation*}
\operatorname{Re} \lambda(t)<0 \text { for all eigenvalues } \lambda(t) \text { of } F^{(0)}\left(t, X^{(0)}(t)\right) \tag{1.5}
\end{equation*}
$$

for $0 \leq t \leq 1$, and the boundary-layer stability condition

$$
\begin{gather*}
\left\langle x,\left[\int_{0}^{1} F^{(0)}\left(0, X^{(0)}(0)+s x\right) d s\right] x\right\rangle \leq-\nu_{0}\|x\|^{2}  \tag{1.6}\\
\text { for all }\|x\| \leq\left\|\alpha^{(0)}-X^{(0)}(0)\right\|
\end{gather*}
$$

for some fixed positive constant $\nu_{0}>0$, where $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{T} \in$ $\mathrm{R}^{n}$, where $\langle.,$.$\rangle denotes the Euclidean inner product in \mathrm{R}^{n},\|$.$\| denotes$ the Euclidean norm, and $\alpha^{(0)}:=\alpha(0)$. Finally, we assume that the matrix-valued function $F^{(0)}(t, x)$ can be given in terms of a vector potential as

$$
\begin{equation*}
F^{(0)}(t, x):=F(t, x, 0)=\nabla f(t, x) \tag{1.7}
\end{equation*}
$$

for some suitable, given $n$-vector-valued function $f=f(t, x)$. In this case (1.6) can be rewritten as (Howes and O'Malley [20]) $\left\langle x,\left[f\left(0, X^{(0)}\right.\right.\right.$ $\left.\left.(0)+x)-f\left(0, X^{(0)}(0)\right)\right]\right\rangle \leq-\gamma_{0}\|x\|^{2}$ for all $\|x\| \leq\left\|\alpha^{(0)}-X^{(0)}(0)\right\|$.

In the scalar case $n=1$ (with $x(t, \varepsilon):[0,1] \times\left(0, \varepsilon_{1}\right] \rightarrow \mathrm{R}$ ), solutions of (1.1)-(1.2) possessing a single boundary layer have been studied by many authors including von Mises [22], Coddington and Levinson [10], Brish [1], Wasow [34], Cochran [9], Vasil'eva [32], Willett [35], Erdelyi [12, 13], O'Malley [23, 24, 26], Chang [3], Yarmish [36], Rosenblat [28], Howes [18, 19], and van Harten [17]. In particular, Willet [35], Erdélyi [12] and Chang [3] used a linearization about a suitable approximate solution (with a boundary layer at only one endpoint) to study the scalar equation

$$
\begin{equation*}
\varepsilon x^{\prime \prime}=f\left(t, x, x^{\prime}, \varepsilon\right) \tag{1.8}
\end{equation*}
$$

With a few exceptions, these works generally use the assumption either that the boundary layer jump is sufficiently small, or that the function $F$ (or in the case of (1.8), the function $f_{x^{\prime}}$ evaluated at the assumed approximate solution) is uniformly nonzero on a suitable domain. These assumptions are unnecessarily restrictive, as discussed by Coddington and Levinson [10], van Harten [17], and Howes [19], where an assumption of the type (1.6) suffices. This assumption (1.6) of Coddington and Levinson, which is mentioned also in O'Malley [26], cannot be significantly weakened for solutions of the type considered here because this assumption coincides with the condition required for the existence of the proposed approximate solution of boundary layer type, as provided by the O'Malley construction. Note in the scalar case that (1.6) does not require the function $F$ to be of one sign inside a boundary layer, so that turning-point behavior is permitted inside the boundary layer; see Smith [29, Example 3], [30, Example 10.4.3].
There is only a small literature for (1.1)-(1.2) in the vector case $n>1$. The vector problem was considered by Chang $[4,5,6]$ and Habets [15] subject to the assumption that the boundary layer jump $\alpha^{(0)}-X^{(0)}(0)$ is sufficiently small, for a given solution $X^{(0)}$ of the reduced system (1.3) satisfying (1.4)-(1.5). Chang and Habets both used a Riccati transformation applied (essentially) to the linearization of (1.1)-(1.2) about $X^{(0)}$, along with a fixed-point theorem, to prove that (1.1)-(1.2) has a solution $x=x(t, \varepsilon)$ satisfying

$$
\begin{equation*}
x(t, \varepsilon)=X^{(0)}(t)+O(\varepsilon)+O\left(\exp \left[-\nu_{1} t / \varepsilon\right]\right) \tag{1.9}
\end{equation*}
$$

uniformly for

$$
\begin{equation*}
(t, \varepsilon) \in[0,1] \times\left(0, \varepsilon_{1}\right] \tag{1.10}
\end{equation*}
$$

for certain fixed positive constants $\nu_{1}>0$ and $\varepsilon_{1}>0$. The result of Chang and Habets is reformulated and proved using differential inequality techniques in Chang and Howes [7], subject to a strong assumption on $F$ that requires the matrix $F(t, x(t, \varepsilon), \varepsilon)$ to be nonsingular everywhere along the corresponding solution $x(t, \varepsilon)$, including throughout the boundary layer. In this case Chang and Howes obtain a sharpened version of (1.9) with no requirement on the size of the boundary layer jump (see Theorem 7.4 of Chang and Howes [7]). An assumption related to (1.6) is used in Howes and O'Malley [20] in the formal construction of a proposed approximate solution for (1.1)-(1.2), but no proof of asymptotic validity is given there.
We show here that certain refinements and extensions of the approaches of Willett, Chang, and Habets, coupled with the assumptions (1.3)-(1.7) along with the O'Malley construction and a direct Green function approach, suffice to yield detailed quantitative information on an appropriate solution $x$ throughout $0 \leq t \leq 1$, without the requirement that the boundary layer jump be "sufficiently small". In particular we supply the missing proof that the proposed approximate solution of Howes and O'Malley [20] actually provides a uniformly valid approximation to a corresponding exact solution. The condition (1.7), which is mentioned but not used in Howes and O'Malley [20], is used here in obtaining the fine details of the solution inside the boundary layer in the general case (3.5) of a substantial boundary-layer jump (but (1.7) is not required if the boundary-layer jump is small). Note that (1.7) always holds in the scalar case $n=1$,

The conditions (1.4), (1.5) and (1.6) can be replaced respectively with

$$
\begin{equation*}
X^{(0)}(0)=\alpha^{(0)} \tag{1.11}
\end{equation*}
$$

$\operatorname{Re} \lambda(t)>0$ for all eigenvalues $\lambda(t)$ of $F^{(0)}\left(t, X^{(0)}(t)\right)$,
for $0 \leq t \leq 1$, and

$$
\begin{gather*}
\left\langle x\left[\int_{0}^{1} F^{(0)}\left(1, X^{(0)}(1)+s x\right) d s\right] x\right\rangle \geq \nu_{0}\|x\|^{2}  \tag{1.13}\\
\text { for all }\|x\| \leq\left\|\beta^{(0)}-X^{(0)}(1)\right\|
\end{gather*}
$$

in which case the boundary layer occurs at the right endpoint $t=1$. It is well-known in the scalar case that the reduced equation (1.3)
can in some cases have a solution satisfying (1.4)-(1.6) along with yet a different solution satisfying (1.11)-(1.13), leading to two distinct solutions of boundary-layer type for (1.1)-(1.2), and indeed yet other solutions of interior-layer type are also possible for the same problem; cf. Howes [20] and Smith [30].

We will compute explicitly here only a low-order approximate solution for (1.1)-(1.2), and for this purpose we assume that the data are of class $C^{2}$ and possess first-order expansions in $\varepsilon$ of the form

$$
\left(\begin{array}{c}
F(t, x, \varepsilon)  \tag{1.14}\\
g(t, x, \varepsilon) \\
\alpha(\varepsilon) \\
\beta(\varepsilon)
\end{array}\right)=\left(\begin{array}{c}
F^{(0)}(t, x) \\
g^{(0)}(t, x) \\
\alpha^{(0)} \\
\beta^{(0)}
\end{array}\right)+\left(\begin{array}{c}
F^{(1)}(t, x) \\
g^{(1)}(t, x) \\
\alpha^{(1)} \\
\beta^{(1)}
\end{array}\right) \varepsilon+\operatorname{order}\left(\varepsilon^{2}\right)
$$

as $\varepsilon \rightarrow 0+$, for given coefficient functions for $F$ and $g$ on the right side here that will be assumed to be of class $C^{2}$, and where the remainder terms for $F$ and $g$ on the right side of (1.14) are assumed to be order $\left(\varepsilon^{2}\right)$ uniformly on suitable compact sets in ( $t, x)$-space. As usual, more terms in the expansions indicated in (1.14) would be required and more regularity would be needed on the given coefficient functions in order to obtain higher-order approximate solutions.
The O'Malley construction for a proposed approximate solution of (1.1)-(1.2) is discussed in Section 2, and it is shown there that an appropriate Green function leads directly to the existence of a corresponding exact solution for (1.1)-(1.2). The actual construction of the Green function is given in Section 3 and rests heavily on certain Riccati transformations including an "outer Riccati transformation" analogous to the transformations used in Chang [4,5,6] and Habets [15], and a "boundary-layer Riccati transformation" of a type not used by Chang and Habets. Certain of the details are relegated here to the Appendix. The present Green function approach provides a convenient tool for the study of a wide variety of singularly perturbed boundary value problems; see Smith [30].
2. Existence and local uniqueness. If the data are regular, the construction of O'Malley [24, 25, 26, 27] (see also Howes and O'Malley [20] where an example is given) provides, for any fixed nonnegative integer $N$, a function $\zeta^{(N)}$ of the type

$$
\begin{equation*}
\varsigma^{(N)}=\varsigma^{(N)}(t, \varepsilon):=\sum_{k=0}^{N}\left[X^{(k)}(t)+{ }^{*} X^{(k)}(t / \varepsilon)\right] \varepsilon^{k} \tag{2.1}
\end{equation*}
$$

where the leading outer term $X^{(0)}$ is taken here to be a fixed, given function satisfying the reduced equation (1.3) along with the conditions of (1.4)-(1.6), and where the remaining outer coefficients $X^{(k)}$ and the boundary-layer correction coefficients ${ }^{*} X^{(k)}$ are constructed suitably so that the resulting function $\varsigma^{(N)}$ satisfies the problem (1.1)-(1.2) approzetamately, in the sense that there hold

$$
\begin{equation*}
\varepsilon \frac{d^{2} \zeta^{(N)}}{d t^{2}}=F\left(t, \zeta^{(N)}, \varepsilon\right) \frac{d \varsigma^{(N)}}{d t}+g\left(t, \varsigma^{(N)}, \varepsilon\right)-\rho_{N}(t, \varepsilon) \tag{2.2}
\end{equation*}
$$

for $0<t<1$, and

$$
\begin{equation*}
\varsigma^{(N)}(0, \varepsilon)=\alpha(\varepsilon)-\phi_{N}(\varepsilon) \text { and } \varsigma^{(N)}(1, \varepsilon)=\beta(\varepsilon)-\psi_{N}(\varepsilon) \tag{2.3}
\end{equation*}
$$

for suitable residuals $\rho_{N}, \phi_{N}$ and $\psi_{N}$ that are small, with

$$
\begin{gather*}
\int_{0}^{1}\left\|\rho_{N}(t, \varepsilon)\right\| d t \leq C_{N} \varepsilon^{N+1}, \text { and }  \tag{2.4}\\
\left\|\phi_{N}(\varepsilon)\right\|,\left\|\psi_{N}(\varepsilon)\right\| \leq C_{N} \varepsilon^{N+1} \text { as } \varepsilon \rightarrow 0+
\end{gather*}
$$

for a suitable constant $C_{N}$. The residual $\rho_{N}$ actually satisfies a suitable uniform estimate for $\left\|\rho_{N}(t, \varepsilon)\right\|$, but the integral estimate for $\rho_{N}$ included in (2.4) suffices for our purpose. For simplicity we consider here mainly the case $N=1$.
For later reference we list here several properties of the boundarylayer correction terms ${ }^{*} X^{(k)}={ }^{*} X^{(k)}(\tau)$, where the boundary-layer variable $\tau$ is taken as $\tau=t / \varepsilon$ in (2.1). First, ${ }^{*} X^{(0)}$ satisfies the generally nonlinear boundary value problem,

$$
\begin{align*}
\frac{d^{2}\left[{ }^{*} X^{(0)}(\tau)\right]}{d \tau^{2}} & =F^{(0)}\left(0, X^{(0)}(0)+{ }^{*} X^{(0)}(\tau)\right) \frac{d^{*} X^{(0)}(\tau)}{d \tau} \text { for } \tau>0  \tag{2.5}\\
{ }^{*} X^{(0)}(0) & =\alpha^{(0)}-X^{(0)}(0), \text { and }{ }^{*} X^{(0)}(\infty)=0
\end{align*}
$$

where the assumptions (1.6) and (1.7) yield the estimates (see Appendix A1)

$$
\begin{align*}
\left\|^{*} X^{(0)}(\tau)\right\| & \leq\left\|\alpha^{(0)}-X^{(0)}(0)\right\| e^{-\nu_{0} \tau} \text { and } \\
\left\|\frac{d^{*} X^{(0)}(\tau)}{d \tau}\right\| & \leq \text { const. }\left\|\alpha^{(0)}-X^{(0)}(0)\right\| e^{-\nu_{0} \tau} \text { for } \tau \geq 0 \tag{2.6}
\end{align*}
$$

where $\nu_{0}$ is the positive constant appearing in (1.6). The higher-order boundary-layer terms ${ }^{*} X^{(k)}$ (for $k \geq 1$ ) satisfy linear systems given in component form as
$(2.7)_{k}$

$$
\begin{aligned}
\frac{d^{2}\left[{ }^{*} X_{i}^{(k)}(\tau)\right]}{d \tau^{2}}= & F_{i j, m}^{(0)}\left(0, X^{(0)}(0)+{ }^{*} X^{(0)}(\tau)\right)\left({ }^{*} X_{m}^{(k)}(\tau)\right) \frac{d^{*} X_{j}^{(0)}(\tau}{d \tau} \\
& +F_{i j}^{(0)}\left(0, X^{(0)}(0)+{ }^{*} X^{(0)}(\tau)\right) \frac{d^{*} X_{j}^{(k)}(\tau)}{d \tau} \\
& +{ }^{*} g_{i}^{(k)}(\tau) \text { for } \tau>0
\end{aligned}
$$

for $i=1,2, \ldots, n$, where $F_{i j, m}^{(0)}(t, x)=\left(\partial / \partial x_{m}\right) F_{i j}^{(0)}(t, x)$, where the summation convention is employed for repeated indices on the right side of (2.7), and where ${ }^{*} g^{(k)}={ }^{*} g^{(k)}(\tau)$ is a certain given vector-valued function that is determined by the O'Malley construction in terms of previous coefficients ${ }^{*} X^{(m)}$, for $m \leq k-1$. Along with (2.7) one imposes a homogeneous boundary condition (matching condition) at $\tau=\infty$ and an appropriate boundary condition at $\tau=0$. The given assumptions (1.6) and (1.7) can be used to prove that the higher-order terms here also decay exponentially, with (see Appendix A1)

$$
\begin{equation*}
\left\|^{*} X^{(k)}(\tau)\right\|,\left\|\frac{d^{*} X^{(k)}(\tau)}{d \tau}\right\| \leq C_{k} e^{-\nu_{1} \tau} \text { for } \tau \geq 0 \tag{2.8}
\end{equation*}
$$

and for $k=1,2, \ldots$, for suitable constants $C_{k}$ that are not the same here as in (2.4), and for any fixed positive constant $\nu_{1}$ less than the constant $\nu_{0}$ of (1.6), $0<\nu_{1}<\nu_{0}$. The outer functions $X^{(k)}=X^{(k)}(t)$ are smooth for $0 \leq t \leq 1$, always assuming sufficient regularity on the data.
The problem (1.1)-(1.2) is recast as a linearization about the proposed approzetamate solution $\zeta^{(N)}$ of (2.1). If $x$ denotes a solution of (1.1)(1.2), then the function $\hat{x}$ defined as

$$
\begin{equation*}
\hat{x}(t) \equiv \hat{x}(t, \varepsilon):=x(t, \varepsilon)-\varsigma^{(N)}(t, \varepsilon) \tag{2.9}
\end{equation*}
$$

satisfies the boundary conditions

$$
\begin{equation*}
\hat{x}(0, \varepsilon)=\phi_{N}(\varepsilon) \text { and } \hat{x}(1, \varepsilon)=\psi_{N}(\varepsilon) \tag{2.10}
\end{equation*}
$$

along with the following differential equation

$$
\begin{align*}
\varepsilon \frac{d^{2} \hat{x}}{d t^{2}}= & F\left(t, \varsigma^{(N)}(t, \varepsilon), \varepsilon\right) \frac{d \hat{x}}{d t}+\left[\left(\hat{x} \cdot \nabla_{x}\right) F\left(t, \varsigma^{(N)}(t, \varepsilon), \varepsilon\right)\right] \frac{d \varsigma^{(N)}}{d t}  \tag{2.11}\\
& +\left[\nabla_{x} g\left(t, \varsigma^{(N)}(t, \varepsilon), \varepsilon\right)\right] \hat{x}+\rho_{N}(t, \varepsilon)+h\left(t, \hat{x}, \frac{d \hat{x}}{d t}, \varepsilon\right)
\end{align*}
$$

for $0<t<1$, where the vector-valued function $h$ is defined as

$$
\begin{align*}
h(t, x, z, \varepsilon):= & \int_{0}^{1}\left\{\left[\frac{d}{d s} F\left(t, \varsigma^{(N)}(t, \varepsilon)+s x, \varepsilon\right)\right] z\right. \\
& +(1-s) \frac{d^{2}}{d s^{2}}\left[g\left(t, \varsigma^{(N)}(t, \varepsilon)+s x, \varepsilon\right)\right.  \tag{2.12}\\
& \left.\left.+F\left(t, \varsigma^{(N)}(t, \varepsilon)+s x, \varepsilon\right) \frac{d \varsigma^{(N)}}{d t}(t, \varepsilon)\right]\right\} d s
\end{align*}
$$

for any suitable $(t, x, z, \varepsilon) \in[0,1] \times \mathrm{R}^{n} \times \mathrm{R}^{n} \times\left(0, \varepsilon_{1}\right]$, with $h(t, x, z, \varepsilon)$ evaluated in (2.11) at $x=\hat{x}$ and $z=d \hat{x} / d t$. The derivatives with respect to the real variable $s$ in (2.12) can be evaluated with the chain rule as $(d / d s) F\left(t, \zeta^{(N)}(t, \varepsilon)+s x, \varepsilon\right)=\left(x \cdot \nabla_{x}\right) F\left(t, \varsigma^{(N)}(t, \varepsilon)+s x, \varepsilon\right)$, and so forth. We are suppressing the obvious dependency of $\hat{x}$ and $h$ on the nonnegative integer $N$.
The derivative $d \zeta^{(N)}(t, \varepsilon) / d t$ is obtained from (2.1) and is seen to be of order $1 / \varepsilon$, uniformly for $0 \leq t \leq 1$. Then (2.12) leads directly to the estimate

$$
\begin{align*}
& \|h(t, x, z, \varepsilon)\| \leq \text { const. }\left(\varepsilon^{-1}\|x\|^{2}+\|x\|\|z\|\right)  \tag{2.13}\\
& =\text { const. }\left(\varepsilon^{-1}\|x\|^{2}+\varepsilon^{-1 / 2}\|x\| \varepsilon^{+1 / 2}\|z\|\right) \leq \text { const. }\left(\varepsilon^{-1}\|x\|^{2}+\varepsilon\|z\|^{2}\right)
\end{align*}
$$

for a fixed constant, uniformly as $\varepsilon \rightarrow 0^{+}$, uniformly for all $z \in R^{n}$, and uniformly for all $x$ on a fixed compact set in $\mathrm{R}^{n}$. The derivative $d \zeta^{(N)}(t, \varepsilon) / d t$ is actually $O(1)+O\left([1 / \varepsilon] \exp \left[-\nu_{O} t / \varepsilon\right]\right)$, so that one actually has a slightly better result than (2.13), but the stated result (2.13) suffices for our purpose.

Instead of working with the second-order problem (2.10)-(2.11), we prefer to use the equivalent first-order system

$$
\begin{align*}
\frac{d}{d t}\left[\begin{array}{l}
\hat{x} \\
\hat{y}
\end{array}\right]= & \frac{1}{\varepsilon}\left(\begin{array}{cc}
0 & I_{n} \\
\varepsilon A(t, \varepsilon) & B(t, \varepsilon)
\end{array}\right)\binom{\hat{x}}{\hat{y}}  \tag{2.14}\\
& +\binom{0}{\rho_{N}(t, \varepsilon)+h\left(t, \hat{x}, \frac{1}{\varepsilon} \hat{y}, \varepsilon\right)}
\end{align*}
$$

for $0 \leq t \leq 1$ and for solution (column) $n$-vector-valued functions $\hat{x}(t, \varepsilon)$ and $\hat{y}(t, \varepsilon)$, subject to the boundary conditions

$$
\begin{equation*}
L\binom{\hat{x}(0, \varepsilon)}{\hat{y}(0, \varepsilon)}+R\binom{\hat{x}(1, \varepsilon)}{\hat{y}(1, \varepsilon)}=\binom{\phi_{N}(\varepsilon)}{\psi_{N}(\varepsilon)} \tag{2.15}
\end{equation*}
$$

where the $n \times n$ matrix-valued function $A=A(t, \varepsilon)=\left(A_{i j}(t, \varepsilon)\right)$ and $B=B(t, \varepsilon)=\left(B_{i j}(t, \varepsilon)\right)$ in (2.14) are defined in terms of their components as

$$
\begin{equation*}
A_{i j}(t, \varepsilon):=g_{i, j}\left(t, \varsigma^{(N)}(t, \varepsilon), \varepsilon\right)+F_{i m, j}\left(t, \zeta^{(N)}(t, \varepsilon), \varepsilon\right) \frac{d \varsigma_{m}^{(N)}(t, \varepsilon)}{d t} \tag{2.16}
\end{equation*}
$$

where $g_{i, j}=\partial g_{i} / \partial x_{j}$, where $d s_{m}^{(N)}(t, \varepsilon) / d t$ denotes the $m$ th component of the $n$-vector $d \zeta^{(N)} / d t$, and summation is indicated over the repeated index $m$ in (2.16), and

$$
\begin{align*}
B_{i j}(t, \varepsilon): & =F_{i j}\left(t, \varsigma^{(N)}(t, \varepsilon), \varepsilon\right) \quad(\text { that is, } B(t, \varepsilon) \\
& \left.=F\left(t, \varsigma^{(N)}(t, \varepsilon), \varepsilon\right)\right) \tag{2.17}
\end{align*}
$$

for $i . j=1,2, \ldots, n$ where both (2.16) and (2.17) hold on a region of the type

$$
\begin{equation*}
0 \leq t \leq 1,0<\varepsilon \leq \varepsilon_{0} \tag{2.18}
\end{equation*}
$$

for a suitably small, fixed $\varepsilon_{0}>0$, and where the given boundary matrices $L$ and $R$ in (2.15) are defined as

$$
\begin{align*}
& 2 n \times 2 n \quad 2 n \times 2 n \\
& L:=\left(\begin{array}{cc}
I_{n} & 0 \\
0 & 0
\end{array}\right) \text { and } R:=\left(\begin{array}{cc}
0 & 0 \\
I_{n} & 0
\end{array}\right) . \tag{2.19}
\end{align*}
$$

The obvious dependence of $A$ and $B$ on $N$ is suppressed to lighten the notation.
It is shown in Section 3 that (for small enough $\varepsilon>0$ ) the linearized homogeneous operator of (2.14) (corresponding to $\rho_{N} \equiv 0$ and $h \equiv 0$ ) has a Green function $G=G(t, s, \varepsilon)$ corresponding to the boundary conditions of (2.15) and (2.19). This Green function can then be used to rewrite the nonlinear boundary-value problem (2.14)-(2.19) as the following equivalent integral equation

$$
\begin{align*}
& \binom{\hat{x}(t)}{\hat{y}(t)}=\binom{\hat{x}_{0}(t, \varepsilon)}{\hat{y}_{0}(t, \varepsilon)} \\
& +\int_{0}^{1} G(t, s, \varepsilon)\binom{0}{h\left(s, \hat{x}(s), \frac{1}{\varepsilon} \hat{y}(s), \varepsilon\right)} d s \tag{2.20}
\end{align*}
$$

with

$$
\begin{align*}
& \binom{\hat{x}_{0}(t, \varepsilon)}{\hat{y}_{0}(t, \varepsilon)}:=Z(t, \varepsilon) M^{-1}(\varepsilon)\binom{\phi_{N}(\varepsilon)}{\psi_{N}(\varepsilon)}  \tag{2.21}\\
& +\int_{0}^{1} G(t, s, \varepsilon)\binom{0}{\rho_{N}(s, \varepsilon)} d s
\end{align*}
$$

where the dependence of $\hat{x}$ and $\hat{y}$ on $\varepsilon$ and $N$ is suppressed in (2.20), and where

$$
\begin{aligned}
& 2 n \times 2 n \\
& Z=Z(t, \varepsilon)
\end{aligned}
$$

is a suitable fundamental solution for the homogeneous system (2.14) with $h \equiv \rho_{N} \equiv 0$. The matrix $M=M(\varepsilon)$ is defined as

$$
\begin{equation*}
M(\varepsilon):=L Z(0, \varepsilon)+R Z(1, \varepsilon) \tag{2.22}
\end{equation*}
$$

The required fundamental solution $Z$ and the Green function $G$ are constructed in Section 3, where we find the following estimates,

$$
\begin{equation*}
\left\|Z(t, \varepsilon) M^{-1}(\varepsilon)\right\| \leq \text { const. for } 0 \leq t \leq 1 \tag{2.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\|G(t, s, \varepsilon)\| \leq \text { const. for } 0 \leq t, s, \leq 1 \tag{2.24}
\end{equation*}
$$

as $\varepsilon \rightarrow 0+$, where for definiteness (and without loss) here $\|\cdot\|$ is the natural matrix norm induced by the Euclidean norm on $\mathrm{R}^{2 n}$.
We assume enough regularity on the data for the validity of the O'Malley construction for $\zeta^{(N)}$ in (2.1), and in any case we assume that $F$ and $g$ are of class $C^{2}$, with second-order $x$-derivatives $\nabla_{x} \nabla_{x} F(t, x, \varepsilon)$ and $\nabla_{x} \nabla_{x} g(t, x, \varepsilon)$ that are Lipschitz-continuous in $x$. It follows now directly from the estimates (2.4), (2.13), (2.23) and(2.24) along with the quasi-quadratic nature of $h$ in (2.12) (cf. Exercise 4.1.1 of Smith [30] and a routine application of the Banach/Picard fuced-point theorem that, for $N \geq 1$, the integral equation (2.20)-(2.21) has a solution $\hat{x}(t)=\hat{x}(t, \varepsilon), \hat{y}(t)=\hat{y}(t, \varepsilon)$ satisfying estimates of the type

$$
\begin{equation*}
\|\hat{x}(t, \varepsilon)\|,\|\hat{y}(t, \varepsilon)\| \leq \text { const. } \varepsilon^{N+1} \text { as } \varepsilon \rightarrow 0+ \tag{2.25}
\end{equation*}
$$

uniformly for $0 \leq t \leq 1$. The solution functions $\hat{x}, \hat{y}$ are uniquely determined subject to (2.25).

The corresponding result for the original boundary-value problem (1.1)-(1.2) is given in the following theorem in the special case $N=1$.

Theorem 2.1. Let the data $F, g, \alpha, \beta$ of (1.1)-(1.2) possess first-order expansions in $\varepsilon$ as in (1.14), and assume that $F, g$ and the coefficient functions $F^{(k)}, g^{(k)}$ in (1.14) are of class $C^{2}$ with Lipschitz-continuous second derivatives in $x$. Let $X^{(0)}=X^{(0)}(t)$ be a fixed given solution of the reduced equation (1.3) satisfying the boundary condition (1.4) and satisfying the stability conditions (1.5) and (1.6). Assume that $F^{(0)}$ can be given in terms of a vector potential as in (1.7) if the boundary-layer jump is order unity, with $\alpha^{(0)}-X^{(0)}(0) \neq 0$. Then there is a fixed number $\varepsilon_{0}>0$ such that the function $\varsigma^{(1)}=\varsigma^{(1)}(t, \varepsilon)$ of $(2.1)_{1}$ is welldefined by the O'Malley construction (in the case $N=1$ ) on the region (2.18), and the resulting boundary-layer terms satisfy (2.6) and (2.8) ${ }_{1}$. Moreover the problem (1.1)-(1.2) has an exact solution $x=x(t, \varepsilon)$ close to $\varsigma^{(1)}$ on the region (2.18), and there holds

$$
\begin{align*}
\left\|x(t, \varepsilon)-\varsigma^{(1)}(t, \varepsilon)\right\| & \leq \text { const. } \varepsilon^{2} \\
\left\|\frac{d x}{d t}(t, \varepsilon)-\frac{d \varsigma^{(1)}}{d t}(t, \varepsilon)\right\| & \leq \text { const. } \varepsilon \tag{2.26}
\end{align*}
$$

uniformly on (2.18). The particular exact solution so constructed is unique subject to (2.26). (The assumed smoothness for $F$ and $g$ need only hold on a suitable domain containing the graph of $\varsigma^{(1)}$, and the requirement of Lipschitz-continuity can be weakened.)

Proof. The stated results follow directly from the above discussion. In the special case of a small boundary-layer jump with $\alpha^{(0)}=X^{(0)}(0)$, one has ${ }^{*} X^{(0)}(\tau) \equiv 0$ in (2.1) and then one sees directly that (1.7) is not required.

From (2.26) along with (2.1) ${ }_{1}$ on has in particular the result

$$
\begin{equation*}
x(t, \varepsilon)=X^{(0)}(t)+{ }^{*} X^{(0)}(t / \varepsilon)+O(\varepsilon) \tag{2.27}
\end{equation*}
$$

uniformly on the region (2.18), along with a related result for $d x(t, \varepsilon) / d t$. Hence one obtains useful and detailed information on a corresponding solution $x$ of the second-order problem (1.1)-(1.2)from the solutions $X^{(0)}$ and ${ }^{*} X^{(0)}$ obtained respectively from the first-order problem (1.3)(1.4) for $X^{(0)}$ and the following first-order problem for ${ }^{*} X^{(0)}$ (see Ap-
pendix A1)
(2.28)

$$
\begin{aligned}
\frac{d}{d \tau}{ }^{*} X^{(0)}(\tau) & =\left\{\int_{0}^{1} F^{(0)}\left(0, X^{(0)}(0)+s^{*} X^{(0)}(\tau)\right) d s\right\}^{*} X^{(0)}(\tau) \\
& =f\left(0, X^{(0)}(0)+{ }^{*} X^{(0)}(\tau)\right)-f\left(0, X^{(0)}(0)\right) \text { for } \tau>0 \\
{ }^{*} X^{(0)}(0) & =\alpha^{(0)}-X^{(0)}(0) \text { at } \tau=0
\end{aligned}
$$

if the conditions (1.5), (1.6) and (1.7) hold, where $f$ is the vector potential of (1.7).

A corresponding theorem remains true with the obvious modifications if the conditions of (1.4)-(1.6) are replaced by the use of (1.11)-(1.13).
3. The Green function. We consider here the linearized homogeneous version of the system (2.14),

$$
\frac{d}{d t}\left[\begin{array}{l}
x  \tag{3.1}\\
y
\end{array}\right]=\frac{1}{\varepsilon}\left(\begin{array}{cc}
0 & I_{n} \\
\varepsilon A(t, \varepsilon) & B(t, \varepsilon)
\end{array}\right)\binom{x}{y} \text { for } 0<t<1
$$

where the circumflexes have been dropped here from $\hat{x}$ and $\hat{y}$ in (2.14). The $n \times n$ matrix-valued functions $A$ and $B$ are defined by (2.16) and (2.17), and we assume that the conditions of (1.3)-(1.7) hold. We construct the Green function for (3.1) subject to boundary conditions of the type (see (2.15) and (2.19))

$$
\begin{equation*}
L\binom{x(o, \varepsilon)}{y(0, \varepsilon)}+R\binom{x(1, \varepsilon)}{y(1, \varepsilon)}=\text { given } 2 n-\text { vector, } \tag{3.2}
\end{equation*}
$$

with the boundary matrices $L$ and $R$ given as

$$
\begin{gather*}
2 n \times 2 n  \tag{3.3}\\
L
\end{gathered}:=\left(\begin{array}{cc}
I_{n} & 0 \\
0 & 0
\end{array}\right) \quad \text { and } \begin{gathered}
2 n \times 2 n \\
R
\end{gather*}:=\left(\begin{array}{cc}
0 & 0 \\
I_{n} & 0
\end{array}\right)
$$

The required Green function is given by the well-known formula (cf. Exercise 0.1.2 of Smith [30])

$$
G(t, s, \varepsilon)= \begin{cases}Z(t, \varepsilon) M^{-1}(\varepsilon) L Z(0, \varepsilon) Z^{-1}(s, \varepsilon) & \text { for } s<t  \tag{3.4}\\ -Z(t, \varepsilon) M^{-1}(\varepsilon) R Z(1, \varepsilon) Z^{-1}(s, \varepsilon) & \text { for } s>t\end{cases}
$$

provided that the matrix $M=M(\varepsilon)$ of (2.22) is nonsingular, where $Z$ denotes a fundamental solution for (3.1).

In the following we assume that there holds

$$
\begin{equation*}
\alpha^{(0)}-X^{(0)}(0) \neq 0 \tag{3.5}
\end{equation*}
$$

because otherwise the boundary-layer jump is small, of order at least $\varepsilon$, and in that case the required analysis is simpler. Indeed, we can take $t_{1}=0$ in (3.6) and dispense both with the assumption (1.7) and with Lemma 3.2 below if $\alpha^{(0)}-X^{(0)}(0)=0$; we do not consider this simpler case here.
Following an approach used by Vasil'eva [33] in the study of a different, scalar problem, we decompose the interval $[0,1]$ into subintervals as

$$
\begin{equation*}
[0,1]=\left[0, t_{1}(\varepsilon)\right] \cup\left[t_{1}(\varepsilon), 1\right] \text { with } t_{1}(\varepsilon) \equiv t_{1}:=\frac{\varepsilon}{\nu_{0}} \ln \frac{1}{\varepsilon} \tag{3.6}
\end{equation*}
$$

where $\nu_{0}$ is the fixed positive constant appearing in (1.6). The boundary layer is confined to the subinterval $\left[0, t_{1}\right]$. A suitable fundamental solution $Z$ is now constructed for (3.1) on $[0,1]$ by joining together (suitable combinations of) fundamental solutions $\hat{Z}$ and $\bar{Z}$, where $\hat{Z}$ is a fundamental solution on $\left[0, t_{1}\right]$, and $\bar{Z}$ is a fundamental solution on $\left[t_{1}, 1\right]$, with $t_{1}=t_{1}(\varepsilon)$ as in (3.6). We first give the fundamental solution $\bar{Z}$ on $\left[t_{1}, 1\right]$, in the following lemma.

Lemma 3.1. Let the data satisfy the hypotheses of Theorem 2.1, and let $t_{1}$ be given as in (3.6). Then on the interval $t_{1} \leq t \leq 1$, the system (3.1) has a fundamental solution $\bar{Z}=\bar{Z}(t, \varepsilon)$ given in block partitioned form as

$$
\begin{gather*}
2 n \times 2 n  \tag{3.7}\\
\bar{Z}(t, \varepsilon)
\end{gather*}=\left(\begin{array}{cc}
\bar{\xi}(t, \varepsilon) & -\bar{S}(t, \varepsilon) \bar{\eta}(t, \varepsilon) \\
-\varepsilon \bar{T}(t, \varepsilon) \bar{\xi}(t, \varepsilon) & {\left[I_{n}+\varepsilon \bar{T}(t, \varepsilon) \bar{S}(t, \varepsilon)\right] \bar{\eta}(t, \varepsilon)}
\end{array}\right)
$$

with inverse

$$
\bar{Z}^{-1}(t, \varepsilon)=\left(\begin{array}{cc}
\bar{\xi}^{-1}(t, \varepsilon)\left[I_{n}+\varepsilon \bar{S}(t, \varepsilon) \bar{T}(t, \varepsilon)\right] & \bar{\xi}^{-1}(t, \varepsilon) \bar{S}(t, \varepsilon)  \tag{3.8}\\
\varepsilon \bar{\eta}^{-1}(t, \varepsilon) \bar{T}(t, \varepsilon) & \bar{\eta}^{-1}(t, \varepsilon)
\end{array}\right)
$$

for suitable $n \times n$ matrix-valued functions $\bar{S}$ and $\bar{T}$ of class $C^{1}$ satisfying

$$
\begin{align*}
\bar{S}(t, \varepsilon) & =-\left[F^{(0)}\left(t, X^{(0)}(t)\right)\right]^{-1}+O(\varepsilon) \text { as } \varepsilon \rightarrow 0+  \tag{3.9}\\
& \text { uniformly for } t_{1} \leq t \leq 1
\end{align*}
$$

and
(3.10)

$$
\begin{aligned}
\bar{T}(t, \varepsilon) & =\left[F^{(0)}\left(t, X^{(0)}(t)\right)\right]^{-1} A_{0}(t)+0\left(\varepsilon^{\bar{\nu}_{1} / \nu_{0}}\right) \\
& +0\left(\varepsilon^{-\bar{\nu}\left(t-t_{1}\right) / \varepsilon}\right) \text { as } \varepsilon \rightarrow 0+, \text { uniformly for } t_{1} \leq t \leq 1, \text { with } \\
A_{0}(t): & =\nabla_{x} g^{(0)}\left(t, X^{(0)}(t)\right) \\
& -\left\{\left[\left(F^{(0)}\left(t, X^{(0)}(t)\right)\right)^{-1} g^{(0)}\left(t, X^{(0)}(t)\right)\right] \cdot \nabla_{x}\right\} F^{(0)}\left(t, X^{(0)}(t)\right)
\end{aligned}
$$

for any fixed $0<\bar{\nu}_{1}<\nu_{0}$, where $\nu_{0}$ is the constant appearing in (1.6), and for suitable $n \times n$ invertible matrix-valued functions $\bar{\xi}$ and $\bar{\eta}$ of class $C^{1}$ satisfying

$$
\begin{align*}
\bar{\xi}\left(t_{1}, \varepsilon\right) & =I_{n}, \bar{\eta}\left(t_{1}, \varepsilon\right)=I_{n} \\
\|\bar{\xi}(t, \varepsilon)\|,\left\|\bar{\xi}^{-1}(t, \varepsilon)\right\| & \leq \text { const. for } t_{1} \leq t \leq 1  \tag{3.11}\\
\left\|\bar{\eta}(t, \varepsilon) \bar{\eta}^{-1}(s, \varepsilon)\right\| & \leq \text { const. } e^{-\bar{\nu}(t-s) / \varepsilon} \text { for } t_{1} \leq s \leq t \leq 1
\end{align*}
$$

uniformly as $\varepsilon \rightarrow 0+$, for some positive number $\bar{\nu}$, where $F^{(0)} ; g^{(0)}$ and $X^{(0)}$ are the functions appearing in (1.3)-(1.6). The function $\bar{\xi}$ also satisfies

$$
\begin{equation*}
\bar{\xi}(t, \varepsilon)=\bar{\xi}^{(0)}(t)+O\left(\varepsilon^{\bar{\nu}_{1} / \nu_{0}}\right) \text { for } t_{1} \leq t \leq 1, \text { as } \varepsilon \rightarrow 0+ \tag{3.12}
\end{equation*}
$$

again for any fixed $0<\bar{\nu}_{1}<\nu_{0}$, and where $\bar{\xi}^{(0)}=\bar{\xi}^{(0)}(t)$ is the $n \times n$ matrix-valued function characterized as

$$
\begin{align*}
\frac{d \bar{\xi}^{(0)}}{d t} & =-\left[F^{(0)}\left(t, X^{(0)}(t)\right)\right]^{-1} A_{0}(t) \bar{\xi}^{(0)} \text { for } 0 \leq t \leq 1  \tag{3.13}\\
\bar{\xi}^{(0)} & =I_{n} \text { at } t=0
\end{align*}
$$

independent of $\varepsilon$, where $A_{0}$ is understood to be defined for $0 \leq t \leq 1$ by the formula given in (3.10).

A proof of Lemma 3.1 including the construction of the functions $\bar{S}, \bar{T}, \bar{\xi}$ and $\bar{\eta}$ is given below in Appendix A2. Note that the second column-block on the right side of (3.7) represents solutions of (3.1) that decay rapidly away from the boundary layer, while the first columnblock in (3.7) represents bounded nondecaying solutions.

A fundamental solution $\hat{Z}$ is given for (3.1) now on the boundarylayer subinterval $\left[0, t_{1}\right]$ in the next lemma, which is needed only if (3.5) holds (boundary-layer jump of order unity).

LEMMA 3.2. Let (3.5) hold. Then with the same assumptions as in Lemma 3.1 and with $t_{1}$ given as in (3.6), the system (3.1) has for $0 \leq t \leq t_{1}$ a fundamental solution $\hat{Z}=\hat{Z}(t, \varepsilon)$ given in block partitioned form as

$$
\begin{gather*}
2 n \times 2 n  \tag{3.14}\\
\hat{Z}(t, \varepsilon)
\end{gather*}=\left(\begin{array}{cc}
\hat{S}(t, \varepsilon) \hat{\xi}(t, \varepsilon) & \hat{\eta}(t, \varepsilon) \\
{\left[I_{n}+\hat{T}(t, \varepsilon) \hat{S}(t, \varepsilon)\right] \hat{\xi}(t, \varepsilon)} & \hat{T}(t, \varepsilon) \hat{\eta}(t, \varepsilon)
\end{array}\right)
$$

with inverse

$$
\hat{Z}^{-1}(t, \varepsilon)=\left(\begin{array}{cc}
-\hat{\xi}^{-1}(t, \varepsilon) \hat{T}(t, \varepsilon) & \hat{\xi}^{-1}(t, \varepsilon)  \tag{3.15}\\
\hat{\eta}^{-1}(t, \varepsilon)\left[I_{n}+\hat{S}(t, \varepsilon) \hat{T}(t, \varepsilon)\right] & -\hat{\eta}^{-1}(t, \varepsilon) \hat{S}(t, \varepsilon)
\end{array}\right)
$$

for suitable $n \times n$ matrix-valued functions $\hat{S}$ and $\hat{T}$ of class $C^{1}$ satisfying

$$
\begin{gather*}
\hat{T}(t, \varepsilon)=F^{(0)}\left(0, X^{(0)}(0)+{ }^{*} X^{(0)}(t / \varepsilon)\right)+0\left(\varepsilon \ln \frac{1}{\varepsilon}\right)  \tag{3.16}\\
\text { uniformly for } 0 \leq t \leq t_{1} \text { as } \varepsilon \rightarrow 0+
\end{gather*}
$$

$$
\begin{gather*}
\hat{S}(t, \varepsilon)=\int_{0}^{t / \varepsilon} \tilde{\eta}(t / \varepsilon, s, \varepsilon) d s+0\left(\varepsilon \ln \frac{1}{\varepsilon}\right)  \tag{3.17}\\
\text { uniformly for } 0 \leq t \leq t_{1} \\
\hat{S}\left(t_{1}, \varepsilon\right)=-\left[F^{(0)}\left(0, X^{(0)}(0)\right)\right]^{-1}+0\left(\varepsilon^{\nu_{1} / \nu_{0}}\right)
\end{gather*}
$$

as $\varepsilon \rightarrow 0+$, and

$$
\begin{equation*}
\hat{S}(0, \varepsilon)=0, \hat{T}\left(t_{1}, \varepsilon\right)=-\left[\bar{S}\left(t_{1}, \varepsilon\right)\right]^{-1}-\varepsilon \bar{T}\left(t_{1}, \varepsilon\right) \tag{3.18}
\end{equation*}
$$

where $\bar{S}$ and $\bar{T}$ are the functions of Lemma 3.1, and where $\tilde{\eta}$ in (3.17) is a suitable function of class $C^{1}$ satisfying

$$
\begin{align*}
\|\tilde{\eta}(\tau, \sigma, \varepsilon)\| & \leq \text { const. } e^{-\nu_{1}(\tau-\sigma)}, \text { and } \\
\tilde{\eta}(\tau, \sigma, \varepsilon) & =\hat{\eta}^{(0)}(\tau, \sigma)+0\left(\varepsilon \ln \frac{1}{\varepsilon}\right)  \tag{3.19}\\
& \text { for } 0 \leq \sigma \leq \tau \leq \frac{1}{\varepsilon} t_{1}
\end{align*}
$$

as $\varepsilon \rightarrow 0+$, for any fixed $\nu_{1}$ satisfying $0<\nu_{1}<\nu_{0}$ [see (1.6)], where $\hat{\eta}^{(0)}$ is determined by (3.21) independent of $\varepsilon$, and for suitable $n \times n$
invertible matrix-valued functions $\hat{\xi}$ and $\hat{\eta}$ of class $C^{1}$ in (3.14) satisfying (3.20)

$$
\begin{aligned}
& \hat{\xi}\left(t_{1}, \varepsilon\right)=I_{n}, \hat{\xi}(t, \varepsilon)=I_{n}+O\left(\varepsilon\left(\ln \frac{1}{\varepsilon}\right)^{2}\right) \\
& \hat{\eta}(0, \varepsilon)=I_{n}, \hat{\eta}(t, \varepsilon)=\hat{\eta}^{(0)}(t / \varepsilon, 0)+O\left(\varepsilon \ln \frac{1}{\varepsilon}\right) \text { for } 0 \leq t \leq t_{1}, \\
& \left\|\hat{\eta}(t, \varepsilon) \hat{\eta}^{-1}(s, \varepsilon)\right\| \leq \text { const. } e^{-\nu_{1}(t-s) / \varepsilon} \text { for } 0 \leq s \leq t \leq t_{1}, \\
& \text { as } \varepsilon \rightarrow 0+\text {, where } \hat{\eta}^{(0)}=\hat{\eta}^{(0)}(\tau, \sigma) \text { is the fundamental solution for the } \\
& \text { problem }
\end{aligned}
$$

$$
\begin{align*}
\frac{\partial \hat{\eta}^{(0)}(\tau, \sigma)}{\partial \tau}= & {\left[F^{(0)}\left(0, X^{(0)}(0)+{ }^{*} X^{(0)}(\tau)\right)\right] \hat{\eta}^{(0)}(\tau, \sigma) } \\
& \text { for } \tau \neq \sigma  \tag{3.21}\\
\hat{\eta}^{(0)}(\tau, \sigma)= & I_{n} \text { at } \tau=\sigma, \text { for } \tau, \sigma \geq 0
\end{align*}
$$

independent of $\varepsilon$. This latter fundamental solution satisfies (see Lemma A1.1 and Lemma A1.2 in Appendix A1)

$$
\begin{align*}
\left\|\hat{\eta}^{(0)}(\tau, \sigma)\right\| & \leq \text { const. } e^{-\nu_{1}(\tau-\sigma)} \text { for } \tau \geq \sigma \geq 0, \text { and }  \tag{3.22}\\
\int_{0}^{\tau} \hat{\eta}^{(0)}(\tau, \sigma) d \sigma & =-\left[F^{(0)}\left(0, X^{(0)}(0)+{ }^{*} X^{(0)}(\tau)\right)\right]^{-1}+O\left(e^{-\nu_{1} \tau}\right)
\end{align*}
$$

as $\tau \rightarrow \infty$, for any fixed positive constant $\nu_{1}$ satisfying $0<\nu_{1}<\nu_{0}$.
A proof of Lemma 3.2 is given in Appendix A3. As in Lemma 3.1, here also the second column-block in (3.14) represents decaying solutions of boundary-layer type, while the first column-block represents bounded nondecaying solutions.
An important feature of Lemma 3.1 and Lemma 3.2 is the fact that we have convenient representations not only for the fundamental solutions (3.7) and (3.14) but also for their inverses (3.8) and (3.15), as a consequence of the Riccati transformations employed in the proofs of the lemmas. It is also noteworthy that the Riccati transformations allow enough flezetability so as to permit the imposition of conditions such as (3.18) which greatly simplify the analysis of the Green function.

We now use the solution $\hat{Z}$ of (3.14) on the boundary-layer interval [ $0, t_{1}$ ], along with the solution $\bar{Z}$ of (3.7) on the outer interval $\left[t_{1}, 1\right]$ so as to form a suitable composite fundamental solution $Z$ on $[0,1]$.

Specifically, take $Z$ as

$$
Z(t, \varepsilon):= \begin{cases}\hat{Z}(t, \varepsilon) & \text { for } 0 \leq t \leq t_{1}  \tag{3.23}\\ \bar{Z}(t, \varepsilon) \bar{Z}^{-1}\left(t_{1}, \varepsilon\right) \hat{Z}\left(t_{1}, \varepsilon\right) & \text { for } t_{1} \leq t \leq 1\end{cases}
$$

where this $Z$ is of class $C^{1}$ for $t \in[0,1]$, for each fixed, sufficiently small $\varepsilon>0$.

At $t=t_{1}$, one finds with Lemma 3.1 and Lemma 3.2 the results

$$
\bar{Z}^{-1}\left(t_{1}, \varepsilon\right)=\left(\begin{array}{cc}
I_{n}+\varepsilon \bar{S}\left(t_{1}, \varepsilon\right) \bar{T}\left(t_{1}, \varepsilon\right) & \bar{S}\left(t_{1}, \varepsilon\right)  \tag{3.24}\\
\varepsilon \bar{T}\left(t_{1}, \varepsilon\right) & I_{n}
\end{array}\right)
$$

$$
\hat{Z}\left(t_{1}, \varepsilon\right)=\left(\begin{array}{cc}
\hat{S}\left(t_{1}, \varepsilon\right) & \hat{\eta}\left(t_{1}, \varepsilon\right)  \tag{3.25}\\
I_{n}+\hat{T}\left(t_{1}, \varepsilon\right) \hat{S}\left(t_{1}, \varepsilon\right) & \hat{T}\left(t_{1}, \varepsilon\right) \hat{\eta}\left(t_{1}, \varepsilon\right)
\end{array}\right),
$$

and

$$
\begin{align*}
\bar{Z}^{-1}\left(t_{1}, \varepsilon\right) \hat{Z}\left(t_{1}, \varepsilon\right) & =\left(\begin{array}{cc}
\bar{S}\left(t_{1}, \varepsilon\right) & 0 \times \\
0 & \bar{S}^{-1}\left(t_{1}, \varepsilon\right)
\end{array}\right) \times  \tag{3.26}\\
& \left(\begin{array}{cc}
I_{n} & 0 \\
\bar{S}\left(t_{1}, \varepsilon\right)-\hat{S}\left(t_{1}, \varepsilon\right) & -\hat{\eta}\left(t_{1}, \varepsilon\right)
\end{array}\right) .
\end{align*}
$$

These results along with (2.22), (3.3) and the above lemmas now yield for the matrix $M(\varepsilon)$ the result

$$
M(\varepsilon)=\left(\begin{array}{cc} 
& \begin{array}{c}
0 \\
I_{n} \\
\left.I_{n}+\Delta_{1}(\varepsilon)\right] \bar{\xi}(1, \varepsilon) \bar{S}\left(t_{1}, \varepsilon\right)
\end{array}  \tag{3.27}\\
\Delta_{2}(\varepsilon)
\end{array}\right)
$$

as $\varepsilon \rightarrow 0+$, where $\Delta_{1}(\varepsilon)$ and $\Delta_{2}(\varepsilon)$ are defined as

$$
\begin{align*}
& \Delta_{1}(\varepsilon):=-\bar{S}(1, \varepsilon) \bar{\eta}(1, \varepsilon) \bar{S}^{-1}\left(t_{1}, \varepsilon\right)\left[\bar{S}\left(t_{1}, \varepsilon\right)-\hat{S}\left(t_{1}, \varepsilon\right)\right] \bar{S}^{-1}\left(t_{1}, \varepsilon\right) \bar{S}^{-1}(1, \varepsilon)  \tag{3.28}\\
& \Delta_{2}(\varepsilon):=\bar{S}(1, \varepsilon) \bar{\eta}(1, \varepsilon) \bar{S}^{-1}\left(t_{1}, \varepsilon\right) \hat{\eta}\left(t_{1}, \varepsilon\right)
\end{align*}
$$

and where (3.18) has been used here to eliminate some terms and simplify others in (3.26)-(3.28). Note that the matrix-valued quantities $\bar{\zeta}(1, \varepsilon)$ and $\bar{S}\left(t_{1}, \varepsilon\right)$ are nonsingular, uniformly as $\varepsilon \rightarrow 0+$, with (see (3.6), (3.9) and(3.12))

$$
\begin{align*}
\bar{\xi}(1, \varepsilon) & =\bar{\xi}^{(0)}(1)+0\left(\varepsilon^{\nu_{1} / \nu_{0}}\right) \\
\bar{S}\left(t_{1}, \varepsilon\right) & =-\left[F^{(0)}\left(0, X^{(0)}(0)\right)\right]^{-1}+0\left(\varepsilon \ln \frac{1}{\varepsilon}\right) \tag{3.29}
\end{align*}
$$

where we used also the result $F^{(0)}\left(t_{1}, X^{(0)}\left(t_{1}\right)\right)=F^{(0)}\left(0, X^{(0)}(0)\right)+$ $O\left(\varepsilon \ln \frac{1}{\varepsilon}\right)$. It is seen now that the quantities on the left side of (3.29) tend to fixed invertible matrices independent of $\varepsilon$, as $\varepsilon \rightarrow 0+$. Note also with (3.28) that $\Delta_{1}$ and $\Delta_{2}$ are small, with (see Lemma 3.1 and Lemma 3.2)

$$
\begin{equation*}
\Delta_{1}(\varepsilon), \Delta_{2}(\varepsilon)=O\left(\varepsilon^{\nu_{1} / \nu_{0}} e^{-\bar{\nu} / \varepsilon}\right) \text { as } \varepsilon \rightarrow 0+ \tag{3.30}
\end{equation*}
$$

for some fixed positive constant $\bar{\nu}>0$ and any fixed $\nu_{1}$ with $0<\nu_{1}<$ $\nu_{0}$, and where we used the result $\exp \left(-\nu_{1} t_{1} / \varepsilon\right)=\varepsilon^{\nu_{1} / \nu_{0}}$ along with various other results listed above in the statements of Lemma 3.1 and Lemma 3.2. It follows now directly from (3.27)-(3.30) that the matrix $M(\varepsilon)$ is invertible for all small enough $\varepsilon>0$, with inverse given as

$$
M^{-1}(\varepsilon)=\left(\begin{array}{cc}
\mathcal{P} & \mathcal{Q} I_{n}  \tag{3.31}\\
0 &
\end{array}\right) \text { as } \varepsilon \rightarrow 0+
$$

where $P=-\bar{S}^{-1}\left(t_{1}, \varepsilon\right) \bar{\xi}^{-1}(1, \varepsilon)\left[I_{n}+\Delta_{1}(\varepsilon)\right]^{-1} \Delta_{2}(\varepsilon)$ as $\varepsilon \rightarrow 0+$, and $\mathcal{Q}=\bar{S}^{-1}\left(t_{1}, \varepsilon\right) \bar{\xi}^{-1}(1, \varepsilon)\left[I_{n}+\Delta_{1}(\varepsilon)\right]^{-1} 0$
as $\varepsilon \rightarrow 0+$. This proves the ezetastence of the Green function $G$ for all sufficiently small $\varepsilon>0$, given by (3.4).
An easy, routine calculation using Lemma 3.1, Lemma 3.2, and (3.23)(3.31) yields now the result (see (A4.1) and (A4.4) in Appendix A4)

$$
\begin{equation*}
\left\|Z(t, \varepsilon) M^{-1}(\varepsilon)\right\| \leq \text { const. for } 0 \leq t \leq 1, \tag{3.32}
\end{equation*}
$$

as $\varepsilon \rightarrow 0+$. Similarly, the above results on $Z$ and $M$ yield for $G$ the result (see Appendix A4)

$$
\begin{equation*}
\|G(t, s, \varepsilon)\| \leq \text { const. for } 0 \leq t, s \leq 1, \tag{3.33}
\end{equation*}
$$

as $\varepsilon \rightarrow 0+$. This completes the proof of the results (2.23) and (2.24) required in the earlier proof of Theorem 2.1, thereby completing the proof of that theorem, providing that we are given the validities of Lemma 3.1 and Lemma 3.2. These lemmas are established respectively in Appendix A2 and Appendix A3. A proof of the bound (3.33) is given in Appendix A4.

Appendix A1. Derivation of the Boundary-Layer Properties (2.6), (2.8), and (3.22).

One sees directly that (2.28) provides a first integral of (2.5) if $F^{(0)}$ is given in terms of a potential as in (1.7). The inner-product of the first equation of $(2.28)$ can be taken with ${ }^{*} X^{(0)}(\tau)$, and then the boundarylayer stability condition (1.6) or (1.8) yields

$$
\begin{equation*}
\frac{d}{d \tau}\left\|\left\|^{*} X^{(0)}(\tau)\right\|^{2} \leq-2 \nu_{0}\right\|^{*} X^{(0)}(\tau) \|^{2} \tag{A.11}
\end{equation*}
$$

This differential inequality along with a suitable initial condition from (2.28) can be integrated by Gronwall's inequality, and one obtains the a priori estimate given by the first ineqaulity of (2.6). This a priori estimate and a standard continuation result prove that the solution of the initial-value problem (2.28) ezetasts for all $\tau \geq 0$, and the given estimate holds for all such $\tau$. The second inequality of (2.6) then follows from the first inequality and the differential equation of (2.28). This completes the proof that (2.5) has a (unique) solution satisfying (2.6), if ( 1.7 ) holds.
We turn now to a proof of (2.8). For this purpose we require initially the first result of (3.22) which is proved in the following lemma.

Lemma A.1.1 Let the data satisfy the hypotheses of Theorem 2.1, and let $\hat{\eta}^{(0)}=\hat{\eta}^{(0)}(\tau, \sigma)$ be the $n \times n$ matrix-valued fundamental solution characterized by (3.21). Then, for any given fixed $\nu_{1}$ satisfying $0<\nu_{1}<\nu_{0}$, there is a corresponding positive number $\kappa_{1}$ such that there holds

$$
\begin{equation*}
\left\|\hat{\eta}^{(0)}(\tau, \sigma)\right\| \leq \kappa_{1} \exp \left[-\nu_{1}(\tau-\sigma)\right] \text { for } 0 \leq \sigma \leq \tau . \tag{A1.2}
\end{equation*}
$$

Proof. A routine argument using (2.6) and (3.21) sh.ows that $\hat{\eta}^{(0)}(\tau, \sigma)$ is bounded on any fixed compact set of the form $0 \leq \sigma \leq$ $\tau \leq \hat{\tau}$, for any fixed $\hat{\tau}>0$. Hence we need only prove (A1.2) for large $\tau \geq \hat{\tau}$, for some fixed $\hat{\tau}$ depending on $\nu_{1}$.
In (1.6)let $x \rightarrow 0$ along any fixed direction in $\mathrm{R}^{\boldsymbol{n}}$ and find

$$
\begin{equation*}
\left\langle x, F^{(0)}\left(0, X^{(0)}(0)\right) x\right\rangle \leq-\nu_{0}\|x\|^{2} \tag{A1.3}
\end{equation*}
$$

for any fixed unit vector $x$, from which it follows that (A1.3) holds for all $x \in \mathrm{R}^{n}$. The earlier argument leading to (A1.1) can be repeated
for the constant-coefficient differential equation

$$
\begin{equation*}
\frac{d}{d \tau}^{*} X(\tau)=\left[F^{(0)}\left(0, X^{(0)}(0)\right)\right]^{*} X(\tau) \text { for } \tau \geq 0 \tag{A1.4}
\end{equation*}
$$

and one finds with (A1.3)-(A1.4) the inequality

$$
\begin{equation*}
\left\|\left\|^{*} X(\tau)\right\| \leq\right\|^{*} X(0) \| \exp \left[-\nu_{0} \tau\right] \text { for } \tau \geq 0 \tag{A1.5}
\end{equation*}
$$

for any solution of the system (A1.4). From this we conclude that the eigenvalues $\lambda(0)$ of the coefficient matrix satisfy (compare with(1.5))
$(A 1.6) \quad \operatorname{Re} \lambda(0) \leq-\nu_{0}$ for all eigenvalues $\lambda(0)$ of $F^{(0)}\left(0, X^{(0)}(0)\right)$,
because otherwise we could obtain a solution of (A1.4) violating (A1.5). From (2.6) and (A1.6) along with the continuous dependence of the eigenvalues on the data, it follows that, for any given fixed positive number $\nu_{2}<\nu_{0}$, there is a corresponding fixed $\tau_{2}>0$, such that there holds

$$
\begin{equation*}
\operatorname{Re}^{*} \lambda(\tau) \leq-\nu_{2} \text { for all eigenvalues }{ }^{*} \lambda(\tau) \text { of } D(\tau) \tag{A1.7}
\end{equation*}
$$

for all $\tau \geq \tau_{2}>0$, where, for brevity, we have put

$$
\begin{equation*}
D(\tau):=F^{(0)}\left(0, X^{(0)}(0)+{ }^{*} X^{(0)}(\tau)\right) \text { for } \tau \geq 0 \tag{A1.8}
\end{equation*}
$$

Then (A1.7) and a result of Levin and Levinson [21] imply the inequality

$$
\begin{equation*}
\left\|e^{D(\tau) s}\right\| \leq \text { const. } \exp \left[-\nu_{3} s\right] \text { for all } s \geq 0, \text { all } \tau \geq \tau_{2} \tag{A1.9}
\end{equation*}
$$

for any fixed $\nu_{3}$ satisfying $0<\nu_{3}<\nu_{2}$. Finally, the formula $D(\tau)-$ $D(\sigma)=\int_{0}^{1} \frac{d}{d s} D(\sigma+s(\tau-\sigma)) d s$ along with (2.6) and (2.28) yields
$(A 1.10) \quad\|D(\tau)-D(\sigma)\| \leq \kappa_{2}\left\{\exp \left[-\nu_{0} \sigma\right]\right\}(\tau-\sigma)$ for all $\tau \geq \sigma \geq 0$,
with
(A1.11)
$\kappa_{2}:=r\left(\max _{\|x\| \leq r}\left\|\nabla_{x} F^{(0)}\left(0, X^{(0)}(0)+x\right)\right\|\right)\left(\max _{\|x\| \leq r}\left\|F^{(0)}\left(0, X^{(0)}(0)+x\right)\right\|\right)$,
where $r:=\left\|\alpha^{(0)}-X^{(0)}(0)\right\|$.

Following Flato and Levinson [14] (cf. Exercise 6.1.5 of Smith [30]), the solution $\hat{\eta}^{(0)}$ of (3.21) can be represented as

$$
\begin{equation*}
\hat{\eta}^{(0)}(\tau, \sigma)=e^{D(\tau)(\tau-\sigma)}+\int_{\sigma}^{\tau} e^{D(\tau)(\tau-s)}[D(s)-D(\tau)] \hat{\eta}^{(0)}(s, \sigma) d s \tag{A1.12}
\end{equation*}
$$

We introduce the function $\phi$ as

$$
\begin{equation*}
\phi(\tau, \sigma):=\left\|\hat{\eta}^{(0)}(\tau, \sigma)\right\| e^{\nu_{4}(\tau-\sigma)}, \text { any fixed } \nu_{4} \text { with } 0<\nu_{4}<\nu_{3} \tag{A1.13}
\end{equation*}
$$

and then (A1.12) along with (A1.9)-(A1.10) and (A1.13) yields

$$
\begin{equation*}
\phi(\tau, \sigma) \leq \kappa_{3}+\kappa_{4} \int_{\sigma}^{\tau} e^{-\lambda s} \phi(s, \sigma) d s \text { for } 0 \leq \sigma \leq \tau, \tau \geq \tau_{2} \tag{A1.14}
\end{equation*}
$$

with $\lambda:=\nu_{0}-\nu_{3}+\nu_{4}>\nu_{4}>0$, for suitable fixed positive constants $\kappa_{3}$ and $\kappa_{4}$, where we used the boundedness of $(\tau-s) \exp \left[-\left(\nu_{3}-\nu_{4}\right) \tau\right]$ for $\tau \geq s \geq 0$. In the following we handle separately the two cases $\hat{\tau} \leq \sigma \leq \tau$ and $0 \leq \sigma \leq \hat{\tau} \leq \tau$, where $\hat{\tau}$ is taken now to be the fixed number

$$
\begin{equation*}
\hat{\tau}:=\max \left\{\tau_{2}, \lambda^{-1} \ln \left(2 \lambda^{-1} \kappa_{4}\right)\right\}, \text { so that } \frac{\exp (-\lambda \hat{\tau})}{\lambda} \leq \frac{1}{2 \kappa_{4}} \tag{A1.15}
\end{equation*}
$$

In the case $\hat{\tau} \leq \sigma \leq \tau$, we lengthen the interval of integration on the right side of (A1.14) and find

$$
\begin{equation*}
\phi(\tau, \sigma) \leq \kappa_{3}+\kappa_{4} \int_{\hat{\tau}}^{\tau} e^{-\lambda s} \phi(s, \sigma) d s \text { for } \hat{\tau} \leq \sigma \leq \tau \tag{A1.16}
\end{equation*}
$$

which leads directly to the bound (multiply (A1.16) on both sides by $e^{-\lambda \tau}$, integrate with respect to $\tau$ from $\hat{\tau}$ to $\tau$, interchange an order of integration, and use (A1.15) and (A1.16))

$$
\begin{equation*}
\phi(\tau, \sigma) \leq 2 \kappa_{3} \text { for } \hat{\tau} \leq \sigma \leq \tau \tag{A1.17}
\end{equation*}
$$

In the other case $0 \leq \sigma \leq \hat{\tau} \leq \tau$, we rewrite (A1.14) as

$$
\begin{equation*}
\phi(\tau, \sigma) \leq \kappa_{3}+\kappa_{4} \int_{\sigma}^{\hat{\tau}} e^{-\lambda s} \phi(s, \sigma) d s+\kappa_{4} \int_{\hat{\tau}}^{\tau} e^{-\lambda s} \phi(s, \sigma) d s \tag{A1.18}
\end{equation*}
$$

for $0 \leq \sigma \leq \hat{\tau} \leq \tau$, where the first integral on the right side here involves $\phi(s, \sigma)$ on the compact set $0 \leq \sigma \leq s \leq \hat{\tau}$, and is easily seen to be bounded because $\hat{\eta}^{(0)}$ is known to be bounded on compact sets. Hence from (A1.18) we have a result of the type (compare with (A1.16))

$$
\begin{equation*}
\phi(\tau, \sigma) \leq \hat{\kappa}_{3}+\kappa_{4} \int_{\hat{\tau}}^{\tau} e^{-\lambda s} \phi(s, \sigma) d s \text { for } 0 \leq \sigma \leq \hat{\tau} \leq \tau \tag{A1.19}
\end{equation*}
$$

where $\hat{\kappa}_{3}$ is an upper bound on the first two terms on the right side of (A1.18). Just as before (cf. (A1.17)), this last result leads directly to the bound

$$
\begin{equation*}
\phi(\tau, \sigma) \leq 2 \hat{\kappa}_{3} \text { for } 0 \leq \sigma \leq \hat{\tau} \leq \tau \tag{A1.20}
\end{equation*}
$$

Hence the function $\phi$ is bounded in both cases, and then (A1.13) yields $\left\|\hat{\eta}^{(0)}(\tau, \sigma)\right\| \leq$ const. $\exp \left[-\nu_{4}(\tau-\sigma)\right]$ for $0 \leq \sigma \leq \tau, \tau \geq \hat{\tau}$. Since $\nu_{2}, \nu_{3}, \nu_{4}$ are arbitrary subject only to the restrictions $0<\nu_{4}<\nu_{3}<$ $\nu_{2}<\nu_{0}$, it follows that we can arrange to take $\nu_{4}=\nu_{1}$ as in the statement of the lemma, and this completes the proof.
Turning now to a proof of $(2.8)_{k}$, one sees directly that a first integral of $(2.7)_{1}$ vanishing at infinity is given as
(A1.21)

$$
\frac{d}{d \tau} * X^{(1)}(\tau)=\left[F^{(0)}\left(0, X^{(0)}(0)+{ }^{*} X^{(0)}(\tau)\right)\right]^{*} X^{(1)}(\tau)-\int_{\tau}^{\infty}{ }^{*} g^{(1)}(\sigma) d \sigma
$$

if (1.7) holds, where the function ${ }^{*} g^{(1)}$ is given by the O'Malley construction and satisfies

$$
\begin{equation*}
\left\|^{*} g^{(1)}(\tau)\right\| \leq \text { const. } \exp \left[-\frac{1}{2}\left(\nu_{1}+\nu_{0}\right) \tau\right] \text { for } \tau \geq 0 \tag{A1.22}
\end{equation*}
$$

for any fixed constant $\nu_{1}$ satisfying $0<\nu_{1}<\nu_{0}$.
The linear equation (A1.21) can be integrated with the integrating factor $\hat{\eta}^{(0)}=\hat{\eta}^{(0)}(\tau, \sigma)$ from (3.21), and one finds

$$
\begin{equation*}
{ }^{*} X^{(1)}(\tau)=\hat{\eta}^{(0)}(\tau, 0)^{*} X^{(1)}(0)-\int_{0}^{\tau} \hat{\eta}^{(0)}(\tau, \sigma) \int_{\sigma}^{\infty}{ }^{*} g^{(1)}(s) d s d \sigma \tag{A1.23}
\end{equation*}
$$

where the initial value ${ }^{*} X^{(1)}(0)$ is provided by the O'Malley construction but need not be given here. The bound on ${ }^{*} X^{(1)}(\tau)$ of $(2.8)_{1}$ follows directly from (A1.2), (A1.22) and (A1.23) by a routine calculation,
and then the result for $d^{*} X^{(1)} / d \tau$ follows also by (A1.21). Details are omitted. One can similarly obtain the bounds of $(2.8)_{k}$ for larger $k$, but we need not do so here.

The next lemma completes the proof of (3.22).
Lemma A1.2. The function $\hat{\eta}^{(0)}$ of Lemma A1.1 satisfies (A1.24)

$$
\int_{0}^{\tau^{\prime}} \hat{\eta}^{(0)}(\tau, \sigma) d \sigma=-\left[F^{(0)}\left(0, X^{(0)}(0)+{ }^{*} X^{(0)}(\tau)\right)\right]^{-1}+O\left(e^{-\nu_{1} \tau}\right)
$$

as $\tau \rightarrow \infty$, for any fixed positive constant $\nu_{1}$ satisfying $0<\nu_{1}<\nu_{0}$.
Proof. For any fixed $\tau_{2}>0$, it follows from Lemma A1.1 that there holds

$$
\begin{equation*}
\int_{0}^{\tau_{2}} \hat{\eta}^{(0)}(\tau, \sigma) d \sigma=O\left(e^{-\nu_{1} \tau}\right) \tag{A1.25}
\end{equation*}
$$

as $\tau \rightarrow \infty$. Since there holds

$$
\begin{equation*}
\int_{0}^{\tau} \hat{\eta}^{(0)}(\tau, \sigma) d \sigma=\int_{0}^{\tau_{2}} \hat{\eta}^{(0)}(\tau, \sigma) d \sigma+\int_{\tau_{2}}^{\tau} \hat{\eta}^{(0)}(\tau, \sigma) d \sigma \tag{A1.26}
\end{equation*}
$$

it follows with (A1.25) that we need only prove the following result (see (A1.24))

$$
\begin{equation*}
\int_{\tau_{2}}^{\tau} \hat{\eta}^{(0)}(\tau, \sigma) d \sigma=-\left[F^{(0)}\left(0, X^{(0)}(0)+{ }^{*} X^{(0)}(\tau)\right)\right]^{-1}+O\left(e^{-\nu_{1} \tau}\right) \tag{A1.27}
\end{equation*}
$$

as $\tau \rightarrow \infty$, for any fixed $\tau_{2}>0$.
To this end we take $\tau_{2}$ as in (A1.7), so that the matrix-valued function $D=D(\tau)$ of (A1.8) is nonsingular for $\tau \geq \tau_{2}$. The product rule of differentiation gives

$$
\begin{equation*}
\frac{\partial}{\partial \sigma}\left[\hat{\eta}^{(0)}(\tau, \sigma) D^{-1}(\sigma)\right]=-\hat{\eta}^{(0)}(\tau, \sigma)+\hat{\eta}^{(0)}(\tau, \sigma) \frac{d}{d \sigma} D^{-1}(\sigma) \tag{A1.28}
\end{equation*}
$$

because of the well-known result $\partial \hat{\eta}^{(0)}(\tau, \sigma) / \partial \sigma=-\hat{\eta}^{(0)}(\tau, \sigma) D(\sigma)$ (see (3.21) and (A1.8)). From (A1.28) we have upon integration with respect to $\sigma$ between $\tau_{2}$ and $\tau$,

$$
\begin{align*}
\int_{\tau_{2}}^{\tau} \hat{\eta}^{(0)}(\tau, \sigma) d \sigma & =-\left[F^{(0)}\left(0, X^{(0)}(0)+{ }^{*} X^{(0)}(\tau)\right)\right]^{-1}  \tag{A1.29}\\
& +\hat{\eta}^{(0)}\left(\tau, \tau_{2}\right) D^{-1}\left(\tau_{2}\right)+\int_{\tau_{2}}^{\tau} \hat{\eta}^{(0)}(\tau, \sigma) \frac{d}{d \sigma} D^{-1}(\sigma) d \sigma
\end{align*}
$$

where we used (A1.8) along with $\hat{\eta}^{(0)}(\tau, \sigma)=I_{n}$ at $\sigma=\tau$. From (A1.8) and (2.6) we have

$$
\begin{equation*}
\left\|\frac{d D(\sigma)}{d \sigma}\right\| \leq \text { const. } e^{-\nu_{0} \sigma} \text { for } \sigma \geq 0 \tag{A1.30}
\end{equation*}
$$

Moreover, the boundedness of $D(\sigma)$ (see (A1.8) and (2.6)) along with (A1.7) (and the Hamilton/Cayley theorem) implies the bound

$$
\begin{equation*}
\left\|D^{-1}(\sigma)\right\| \leq \text { const. for } \sigma \geq \tau_{2} \tag{A1.31}
\end{equation*}
$$

Upon differentiation of $D(\sigma) D^{-1}(\sigma)=I_{n}$ one has $d D^{-1}(\sigma) / d \sigma=$ $-D^{-1}[d D / d \sigma] D^{-1}$, which with (A1.30) and (A1.31) yields

$$
\begin{equation*}
\left\|\frac{d D^{-1}(\sigma)}{d \sigma}\right\| \leq \text { const. } e^{-\nu_{0} \sigma} \text { for } \sigma \geq \tau_{2} \tag{A1.32}
\end{equation*}
$$

It follows now by a routine calculation with (A1.2) and (A1.32) that the last term on the right side of (A1.29) is $O\left(\exp \left[-\nu_{1} \tau\right]\right)$ as $\tau \rightarrow \infty$, and the same result follows with (A1.2) also for the next to last term on the right side of (A1.29). This completes the proof of (A1.27) and thereby completes the proof of Lemma A1.2.

## Appendix A2. Proof of Lemma 3.1.

From (1.3), (2.1) $,(2.6),(2.28)$, and (3.6) it follows that $\varsigma^{(1)}$ satisfies

$$
\begin{equation*}
\zeta^{(1)}(t, \varepsilon)=X^{(0)}(t)+O(\varepsilon) \tag{A2.1}
\end{equation*}
$$

and

$$
\begin{align*}
\frac{d \varsigma^{(1)}(t, \varepsilon)}{d t} & =-\left[F^{(0)}\left(t, X^{(0)}(t)\right)\right]^{-1} g^{(0)}\left(t, X^{(0)}(t)\right)  \tag{A2.2}\\
& +\frac{1}{\varepsilon}\left[\int_{0}^{1} F^{(0)}\left(0, X^{(0)}(0)+s^{*} X^{(0)}(t / \varepsilon)\right) d s\right]^{*} X^{(0)}(t / \varepsilon)+O\left(\varepsilon^{\nu_{1} / \nu_{0}}\right)
\end{align*}
$$

as $\varepsilon \rightarrow 0+$, uniformly for $t_{1}(\varepsilon)=t_{1} \leq t \leq 1$, and then it follows with (1.14) and (2.16) that $A(t, \varepsilon)$ satisfies

$$
\begin{equation*}
A(t, \varepsilon)=A_{0}(t)+O\left(\frac{1}{\varepsilon} \exp \left[-\nu_{0} t / \varepsilon\right]\right)+O\left(\varepsilon^{\nu_{1} \nu_{0}}\right) \tag{A2.3}
\end{equation*}
$$

as $\varepsilon \rightarrow 0+$, uniformly for $t_{1} \leq t \leq 1$, where $A_{0}(t)$ is defined in (3.10). In particular, $A(t, \varepsilon)$ is uniformly bounded for all such $t$ and $\varepsilon$ because $\exp \left[-\nu_{0} t / \varepsilon\right] \leq \varepsilon$ for $t \geq t_{1}$.
Similarly, with (2.17) we have

$$
\begin{align*}
B(t, \varepsilon) & =F^{(0)}\left(t, X^{(0)}(t)\right)+O(\varepsilon), \text { and } \\
\frac{d B(t, \varepsilon)}{d t} & =O(1) \text { as } \varepsilon \rightarrow 0+ \tag{A2.4}
\end{align*}
$$

again uniformly for $t_{1} \leq t \leq 1$. According to (1.5), the eigenvalues $\lambda(t)$ of $F^{(0)}\left(t, X^{(0)}(t)\right)$ must satisfy $\operatorname{Re} \lambda(t) \leq-2 \bar{\nu}$ for some fixed positive constant $\bar{\nu}$, uniformly for all $t$. The continuous dependence of the eigenvalues on the data then implies with (A2.4) the ezetastence of a positive number $\varepsilon_{1}$ such that
(A2.5) $\operatorname{Re} \mu(t, \varepsilon) \leq-\frac{3}{2} \bar{\nu}<0$ for each eigenvalue $\mu(t, \varepsilon)$ of $B(t, \varepsilon)$,
and uniformly for $t_{1} \leq t \leq 1,0<\varepsilon \leq \varepsilon_{1}$.
The Riccati transformation

$$
\binom{x}{y}=\left(\begin{array}{cc}
I_{n} & -\bar{S}  \tag{A2.6}\\
-\varepsilon \bar{T} & I_{n}+\varepsilon \overline{T S}
\end{array}\right)\binom{u}{v}
$$

transforms (3.1) into the block diagonal form

$$
\frac{d}{d t}\binom{u}{v}=\left(\begin{array}{cc}
-\bar{T}(t, \varepsilon) & 0  \tag{A2.7}\\
0 & \frac{1}{\varepsilon}[B(t, \varepsilon)+\varepsilon \bar{T}(t, \varepsilon)]
\end{array}\right)\binom{u}{v}
$$

if the $n \times n$ matrix-valued functions $\bar{T}$ and $\bar{S}$ satisfy (see Chang [2], Harrris [16], or Smith [30, Exercise 9.2.6], [31])

$$
\begin{equation*}
\varepsilon \frac{d \bar{T}}{d t}=B(t, \varepsilon) \bar{T}+\varepsilon \bar{T}^{2}-A(t, \varepsilon) \tag{A2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\varepsilon \frac{d \bar{S}}{d t}=-\bar{S}[B(t, \varepsilon)+\varepsilon \bar{T}(t, \varepsilon)]-\varepsilon \bar{T}(t, \varepsilon) \bar{S}-I_{n} \tag{A2.9}
\end{equation*}
$$

Lemma A2.1. The Riccati equation (A2.8) has a solution $\bar{T}=\bar{T}(t, \varepsilon)$ of class $C^{1}$ satisfying (3.10) on the region

$$
\begin{equation*}
t_{1} \leq t \leq 1, \quad 0<\varepsilon \leq \varepsilon_{1} \tag{A2.10}
\end{equation*}
$$

for some fixed $\varepsilon_{1}>0$.
Proof. Let $\eta(t, \varepsilon)$ be a fundamental solution for $\varepsilon(d \eta / d t)=B(t, \varepsilon) \eta$ for $t_{1} \leq t \leq 1$. A well-known result of Flatto and Levinson [14] implies with (A2.4)-(A2.5) the result

$$
\begin{equation*}
\left\|\eta(t, \varepsilon) \eta^{-1}(s, \varepsilon)\right\| \leq \text { const. } e^{-\bar{\nu}(t-s / \varepsilon} \text { for } t_{1} \leq s \leq t \leq 1 \tag{A2.11}
\end{equation*}
$$

as $\varepsilon \rightarrow 0+$. Put $W=\bar{T}$ in the identity
$W(t)=\eta(t, \varepsilon) \eta^{-1}\left(t_{1}, \varepsilon\right) W\left(t_{1}\right)+\int_{t_{1}}^{t} \eta(t, \varepsilon) \eta^{-1}(s, \varepsilon)\left(\frac{d W}{d s}-\frac{1}{\varepsilon} B W\right)(s) d s$
and find with (A2.8) the integral equation

$$
\begin{align*}
\bar{T}(t, \varepsilon)= & \int_{t_{1}}^{t} \eta(t, \varepsilon) \eta^{-1}(s, \varepsilon) \bar{T}(s, \varepsilon)^{2} d s \\
& +\eta(t, \varepsilon) \eta^{-1}\left(t_{1}, \varepsilon\right) B^{-1}\left(t_{1}, \varepsilon\right) A_{0}\left(t_{1}\right)  \tag{A2.13}\\
& -\frac{1}{\varepsilon} \int_{t_{1}}^{t} \eta(t, \varepsilon) \eta^{-1}(s, \varepsilon) A(s, \varepsilon) d s
\end{align*}
$$

where we have imposed the initial condition $\bar{T}\left(t_{1}, \varepsilon\right)=B^{-1}\left(t_{1}, \varepsilon\right)$ $A_{0}\left(t_{1}\right)$. The terms not involving $\bar{T}$ on the right side of (A2.13) are uniformly bounded because of (A2.3), (A2.4) and (A2.11), so that a routine application of the Banach/Picard fixed-point theorem using (A2.11) shows that (A2.13) has a bounded solution $\bar{T}$ on the region (A2.10), for some sufficiently small $\varepsilon_{1}>0$. Now take $W(t)=$ $B^{-1}(t, \varepsilon) A_{0}(t)$ in (A2.12), and subtract the result from (A2.13) and find
(A2.14)

$$
\begin{aligned}
\bar{T}(t, \varepsilon) & -B^{-1}(t, \varepsilon) A_{0}(t)=-\frac{1}{\varepsilon} \int_{t_{1}}^{t} \eta(t, \varepsilon) \eta^{-1}(s, \varepsilon)\left[A(s, \varepsilon)-A_{0}(s)\right] d s \\
& +\int_{t_{1}}^{t} \eta(t, \varepsilon) \eta^{-1}(s, \varepsilon)\left[\bar{T}(s, \varepsilon)^{2}-\frac{d}{d s}\left(B^{-1}(s, \varepsilon) A_{0}(s)\right)\right] d s
\end{aligned}
$$

Upon differentiation of $B B^{-1}=I_{n}$ one has $d\left[B^{-1}\right] / d t=-B^{-1}[d B / d t]$ $B^{-1}$, which with (A2.4)-(A2.5) yields $d\left[B^{-1}\right] / d t=O(1)$ on the region (A2.10). Hence the quantity in square brackets in the last integrand on the right side of (A2.14) is uniformly bounded on (A2.10), and
routine calculation with (A2.11) then shows that the last integral on the right side of (A2.14) is order ( $\varepsilon$ ), uniformly on the region (A2.10). Similarly, a routine calculation using (A2.3), (A2.11) and the result $\exp \left(-\nu_{0} t_{1} / \varepsilon\right)=\varepsilon$ shows that the first term on the right side of (A2.14) is $O\left(\varepsilon^{\nu_{1} / \nu_{0}}\right)+O\left(\exp \left[-\bar{\nu}\left(t-t_{1}\right) / \varepsilon\right]\right)$ on (A2.10). The stated result of (3.10) follows directly now from these estimates along with (A2.4) and (A2.14), and this completes the proof of Lemma A2.1. [This proof uses certain refinements of the corresponding arguments in Chang [2] and Harris [16] where the simpler case is considered with the data functions $B$ and $A$ independent of $\varepsilon$. The identity (A2.12) used here in obtaining (A2.14) differs from that used by Harris.]

The solution $\bar{T}(t, \varepsilon)$ of Lemma A2.1 is now inserted into the right side of (A2.9) yielding a linear equation for $\bar{S}$ which is solved subject to the terminal condition $\bar{S}(1, \varepsilon)=-B^{-1}(1, \varepsilon)$ to give (compare with (A2.14); see Section 9.2 of Smith [30] and Section 2 of Chang [2]) (A2.15)

$$
\begin{aligned}
\bar{S}(t, \varepsilon) & =-B^{-1}(t, \varepsilon)-\int_{t}^{1} \bar{\xi}(t, \varepsilon) \bar{\xi}^{-1}(s, \varepsilon)\left[\frac{d B^{-1}(s, \varepsilon)}{d s}\right. \\
& \left.+B^{-1}(s, \varepsilon) \bar{T}(s, \varepsilon)+\bar{T}(s, \varepsilon) B^{-1}(s, \varepsilon)\right] \bar{\eta}(s, \varepsilon) \bar{\eta}^{-1}(t, \varepsilon) d s
\end{aligned}
$$

where here $\bar{\xi}$ is the fundamental solution determined as

$$
\begin{equation*}
\frac{d \bar{\xi}}{d t}=-\bar{T}(t, \varepsilon) \bar{\xi} \text { for } t_{1} \leq t \leq 1, \bar{\xi}\left(t_{1}, \varepsilon\right)=I_{n} \tag{A2.16}
\end{equation*}
$$

and $\bar{\eta}$ is determined as

$$
\begin{equation*}
\varepsilon \frac{d \bar{\eta}}{d t}=[B(t, \varepsilon)+\varepsilon \bar{T}(t, \varepsilon)] \bar{\eta} \text { for } t_{1} \leq t \leq 1, \bar{\eta}\left(t_{1}, \varepsilon\right)=I_{n} \tag{A2.17}
\end{equation*}
$$

It follows from (A2.5) and (3.10) that this latter fundamental solution $\bar{\eta}$ for (A2.17) satisfies an estimate of the same type (A2.11). Also, the fundamental solution $\bar{\xi}$ for (A2.16) is uniformly bounded. A routine calculation using these results along with (A2.4) and (A2.15) yields the desired result (3.9); details are omitted.
We now construct a fundamental solution for the block diagonal system (A2.7) in the form
(A2.18) Fundamental solution for $(\mathrm{A} 2.7)=\left(\begin{array}{cc}\bar{\xi}(t, \varepsilon) & 0 \\ 0 & \bar{\eta}(t, \varepsilon)\end{array}\right)$
with $\bar{\xi}$ and $\bar{\eta}$ determined by (A2.16) and (A2.17). The results of (3.11) are well known (see (A2.5) and Lemma A2.1), so that only (3.12)-(3.13) remains to be proved.
For this purpose consider the following comparison problem for a function $\bar{\xi}^{(1)}(t, \varepsilon)$,

$$
\begin{align*}
& \frac{d \bar{\xi}^{(1)}}{d t}=-\left[F^{(0)}\left(t, X^{(0)}(t)\right)\right]^{-1} A_{0}(t) \bar{\xi}^{(1)} \text { for } 0 \leq t \leq 1,  \tag{A2.19}\\
& \bar{\xi}^{(1)}\left(t_{1}, \varepsilon\right)=I_{n} \text { at } t=t_{1} .
\end{align*}
$$

The solution $\bar{\xi}^{(1)}$ is easily seen to be uniformly bounded for $0 \leq t \leq$ $1, \varepsilon \rightarrow 0+$. Let $\gamma$ denote the difference between $\bar{\xi}$ and $\bar{\xi}^{(1)}, \gamma(t, \varepsilon):=$ $\bar{\xi}(t, \varepsilon)-\bar{\xi}^{(1)}(t, \varepsilon)$, and find from (A2.16) and (A2.19),

$$
\begin{align*}
\frac{d \gamma}{d t}= & -\bar{T}(t, \varepsilon) \gamma+\rho(t, \varepsilon) \text { for } t_{1} \leq t \leq 1, \gamma\left(t_{1}, \varepsilon\right)=0,  \tag{A2.20}\\
& \text { with } \rho(t, \varepsilon):=\left\{-\bar{T}+\left[F^{(0)}\right]^{-1} A_{0}\right\} \bar{\xi}^{(1)}
\end{align*}
$$

The boundedness of $\bar{T}$ and a routine argument from (A2.20) lead to an estimate of the type

$$
\begin{equation*}
\|\gamma(t, \varepsilon)\| \leq \text { const. } \int_{t_{1}}^{t}\|\rho(s, \varepsilon)\| d s \tag{A2.21}
\end{equation*}
$$

for $t_{1} \leq t \leq 1$. The function $\bar{\xi}^{(1)}$ is uniformly bounded, and then (3.10) (see Lemma A2.1) implies that the residual $\rho$ of (A2.20) satisfies
(A2.22) $\rho(t, \varepsilon)=O\left(\varepsilon^{\mu}\right)+O\left(\exp \left[-\bar{\nu}\left(t-t_{1}\right) / \varepsilon\right]\right)$ on the region (A2.10),
with $\mu:=\bar{\nu}_{1} / \nu_{0}$. From (A2.21)-(A2.22) there follows by a routine argument the estimate $\gamma(t, \varepsilon)=O\left(\varepsilon^{\mu}\right)$, or equivalently, $\bar{\xi}(t, \varepsilon)=$ $\bar{\xi}^{(1)}(t, \varepsilon)+O\left(\varepsilon^{\bar{\nu}_{1} / \nu_{0}}\right)$, uniformly on the region of (A2.10). This same result follows also with $\bar{\xi}^{(1)}(t, \varepsilon)$ replaced on the right side here by $\bar{\xi}^{(0)}(t)$ as characterized by (3.13) because one easily proves with (3.13) and (A2.19) the result $\bar{\xi}^{(1)}(t, \varepsilon)=\bar{\xi}^{(0)}(t)+O(\varepsilon \ln [1 / \varepsilon])$. This completes the proof of (3.12)-(3.13).

The Riccati transformation (A2.6) along with (A2.7) and (A2.18) now gives for (3.1) the fundamental solution (3.7) with inverse (3.8). The completes the proof of Lemma 3.1.

## Appendix A3. Proof of Lemma 3.2.

In terms of the boundary-layer variable $\tau:=t / \varepsilon$, the system (3.1) becomes

$$
\frac{d}{d \tau}\binom{\hat{x}}{\hat{y}}=\left(\begin{array}{cc}
0 & I_{n}  \tag{A3.1}\\
\hat{A}(\tau, \varepsilon) & \hat{B}(\tau, \varepsilon)
\end{array}\right)\binom{\hat{x}}{\hat{y}} \quad\left(\tau:=\frac{t}{\varepsilon}\right)
$$

with

$$
\begin{cases}\hat{A}(\tau, \varepsilon): \varepsilon A(\varepsilon \tau, \varepsilon), & \hat{\beta}(\tau, \varepsilon):=\beta(\varepsilon \tau, \varepsilon) \text { with }  \tag{A3.2}\\ \hat{B}(\tau, \varepsilon):=B(\varepsilon \tau, \varepsilon), & \hat{y}(\tau, \varepsilon):=y(\varepsilon \tau, \varepsilon)\end{cases}
$$

with $A$ and $B$ defined by (2.16) and (2.17). The variable $\tau$ ranges over the interval (see (3.6))

$$
\begin{equation*}
0 \leq \tau \leq \tau_{1} \equiv \tau_{1}(\varepsilon):=\frac{1}{\nu_{0}} \ln \frac{1}{\varepsilon} \tag{A3.3}
\end{equation*}
$$

as $t$ ranges over $0 \leq t \leq t_{1}$.
One finds directly from the construction of $\varsigma^{(1)}$ the results (see $(2.1)_{1}$ ) $\left.\varsigma^{(1)}(t, \varepsilon)\right|_{t=\varepsilon \tau}=X^{(0)}(0)+{ }^{*} X^{(0)}(\tau)+O(\varepsilon \ln [1 / \varepsilon])$ and $\varepsilon(d / d t) \varsigma^{(1)}(t, \varepsilon)$ $\left.\right|_{t=\varepsilon \tau}=d\left[^{*} X^{(0)}(\tau)\right] / d \tau+O(\varepsilon)$ as $\varepsilon \rightarrow 0+$, uniformly for $0 \leq \tau \leq \tau_{1}$. Then (1.7), (2.16), (2.17) and (A3.2) imply

$$
\begin{align*}
\hat{A}(\tau, \varepsilon) & =\hat{A}^{(0)}(\tau)+O(\varepsilon \ln [1 / \varepsilon]) \\
\hat{B}(\tau, \varepsilon) & =\hat{B}^{(0)}(\tau)+O(\varepsilon \ln [1 / \varepsilon])  \tag{A3.4}\\
\frac{d \hat{B}(\tau, \varepsilon)}{d \tau} & =\frac{d \hat{B}^{(0)}(\tau)}{d \tau}+O(\varepsilon \ln [1 / \varepsilon])
\end{align*}
$$

as $\varepsilon \rightarrow 0+$, uniformly for $0 \leq \tau \leq \tau_{1}$, with

$$
\begin{equation*}
\hat{A}^{(0)}(\tau):=\frac{d \hat{B}^{(0)}(\tau)}{d \tau}, \hat{B}^{(0)}(\tau):=F^{(0)}\left(0, X^{(0)}(0)+{ }^{*} X^{(0)}(\tau)\right) \tag{A3.5}
\end{equation*}
$$

The Riccati transformation

$$
\binom{\hat{x}}{\hat{y}}=\left(\begin{array}{cc}
I_{n} & S(\tau, \varepsilon)  \tag{A3.6}\\
T(\tau, \varepsilon) & I_{n}+T(\tau, \varepsilon) S(\tau, \varepsilon)
\end{array}\right)\binom{u}{v}
$$

transforms (A3.1) into the block diagonal form

$$
\frac{d}{d \tau}\binom{u}{v}=\left(\begin{array}{cc}
T(\tau, \varepsilon) & 0  \tag{A3.7}\\
0 & \hat{B}(\tau, \varepsilon)-T(\tau, \varepsilon)
\end{array}\right)\binom{u}{v}
$$

if the $n \times n$ matrix-valued functions $T$ and $S$ satisfy (see Smith [30, Exercise 9.2.6; 31])

$$
\begin{equation*}
\frac{d T}{d \tau}=-T^{2}+\hat{B}(\tau, \varepsilon) T+\hat{A}(\tau, \varepsilon) \tag{A3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d S}{d \tau}=T(\tau, \varepsilon) S+S[T(\tau, \varepsilon)-\hat{B}(\tau, \varepsilon)]+I_{n} \tag{A3.9}
\end{equation*}
$$

LEMMA A3.1. The system (A3.8)-(A3.9)has solution functions $T$ and $S$ satisfying

$$
\begin{align*}
T\left(\tau_{1}, \varepsilon\right) & =-\bar{S}^{-1}\left(t_{1}, \varepsilon\right)-\varepsilon \bar{T}\left(t_{1}, \varepsilon\right)  \tag{A3.10}\\
T(\tau, \varepsilon) & =\hat{B}(\tau, \varepsilon)+O(\varepsilon \ln [1 / \varepsilon]) \text { for } 0 \leq \tau \leq \tau_{1}
\end{align*}
$$

as $\varepsilon \rightarrow 0+$, and

$$
\begin{align*}
& S(0, \varepsilon)=0 \\
& S(\tau, \varepsilon)=\int_{0}^{\tau} \tilde{\eta}(\tau, \sigma, \varepsilon) d \sigma+O(\varepsilon \ln [1 / \varepsilon]) \tag{A3.11}
\end{align*}
$$

as $\varepsilon \rightarrow 0+$, uniformly for $0 \leq \tau \leq \tau_{1}$, for a suitable function $\tilde{\eta}$ of class $C^{1}$ satisfying the estimates of (3.19), where $\bar{S}\left(t_{1}, \varepsilon\right)$ and $\bar{T}\left(t_{1}, \varepsilon\right)$ are determined as in Appendix A2.

Proof. $T(\tau, \varepsilon)$ is a solution of (A3.8) if and only if the function $T_{1}$ defined as

$$
\begin{equation*}
T_{1}(\tau, \varepsilon):=T(\tau, \varepsilon)-\hat{B}(\tau, \varepsilon) \tag{A3.12}
\end{equation*}
$$

satisfies the equation

$$
\begin{equation*}
\frac{d T_{1}}{d \tau}+T_{1} \hat{B}(\tau, \varepsilon)=-T_{1}^{2}+\hat{A}(\tau, \varepsilon)-\frac{d \hat{B}(\tau, \varepsilon)}{d \tau} \tag{A3.13}
\end{equation*}
$$

We solve this latter equation for $0 \leq \tau \leq \tau_{1}$ subject to the terminal condition

$$
\begin{equation*}
T_{1}\left(\tau_{1}, \varepsilon\right)=-\left[\hat{B}\left(\tau_{1}, \varepsilon\right)+\bar{S}^{-1}\left(t_{1}, \varepsilon\right)+\varepsilon \bar{T}\left(t_{1}, \varepsilon\right)\right] \tag{A3.14}
\end{equation*}
$$

For this purpose introduce the fundamental solution $\eta=\eta(\tau, \sigma, \varepsilon)$ characterized as

$$
\begin{equation*}
\frac{\partial \eta(\tau, \sigma, \varepsilon)}{\partial \tau}=\hat{B}(\tau, \varepsilon) \eta \text { for } \tau \neq \sigma, \eta=I_{n} \text { for } \tau=\sigma \tag{A3.15}
\end{equation*}
$$

with

$$
\begin{equation*}
\frac{\partial \eta(\tau, \sigma, \varepsilon)}{\partial \sigma}=-\eta(\tau, \sigma, \varepsilon) \hat{B}(\sigma, \varepsilon) \tag{A3.16}
\end{equation*}
$$

Then the equation (A3.13) subject to the terminal condition (A3.14) is equivalent to the integral equation

$$
\begin{align*}
T_{1}(\tau, \varepsilon) & =T_{1}^{(0)}(\tau, \varepsilon)+\int_{\tau}^{\tau_{1}} T_{1}(\sigma, \varepsilon)^{2} \eta(\sigma, \tau, \varepsilon) d \sigma \text { with } \\
T_{1}^{(0)}(\tau, \varepsilon): & =-\left[\hat{B}\left(\tau_{1}, \varepsilon\right)+\bar{S}^{-1}\left(t_{1}, \varepsilon\right)+\varepsilon \bar{T}\left(t_{1}, \varepsilon\right)\right]  \tag{A3.17}\\
& +\int_{\tau}^{\tau_{1}}\left(\frac{d \hat{B}(\sigma, \varepsilon)}{d \sigma}-\hat{A}(\sigma, \varepsilon)\right) \eta(\sigma, \tau, \varepsilon) d \sigma
\end{align*}
$$

The method of proof of Lemma A1.1 can be applied to the present fundamental solution $\eta$ with (A3.4), (A3.5) and (A3.15), and one has then
(A3.18) $\|\eta(\tau, \sigma, \varepsilon)\| \leq$ const. $\exp \left[-\nu_{1}(\tau-\sigma)\right]$ for $0 \leq \sigma \leq \tau \leq \tau_{1}(\varepsilon)$
uniformly for $\varepsilon \rightarrow 0+$, for any fixed $0<\nu_{1}<\nu_{0}$. One also has from (A3.4)-(A3.5) the result

$$
\begin{equation*}
\frac{d \hat{B}(\sigma, \varepsilon)}{d \sigma}-\hat{A}(\sigma, \varepsilon)=O(\varepsilon \ln [1 / \varepsilon]) \text { for } 0 \leq \sigma \leq \tau_{1} \tag{A3.19}
\end{equation*}
$$

as $\varepsilon \rightarrow 0+$. From (2.6), (3.6), (3.9)-(3.10), (A3.4)-(A3.5) and (A3.17)(A3.19) it follows that the given function $T_{1}^{(0)}$ satisfies $T_{1}^{(0)}(\tau, \varepsilon)=$ $O(\varepsilon \ln [1 / \varepsilon])$ uniformly for $0 \leq \tau \leq \tau_{1}, \varepsilon \rightarrow 0+$, and then a routine application of the Banach/Picard fixed-point theorem with (A3.18)
shows that the integral equation (A3.17) has a unique solution $T_{1}$ satisfying this same order estimate as $T_{1}^{(0)}$. One concludes then directly with(A3.12)-(A3.14) that the system (A3.8) has a solution $T$ satisfying (A3.10).
Introduce now a fundamental solution $\tilde{\eta}=\tilde{\eta}(\tau, \sigma, \varepsilon)$ characterized as

$$
\begin{equation*}
\frac{\partial \tilde{\eta}(\tau, \sigma, \varepsilon)}{\partial \tau}=T(\tau, \varepsilon) \tilde{\eta} \text { for } \tau \neq \sigma, \quad \tilde{\eta}=I_{n} \text { for } \tau=\sigma \tag{A3.20}
\end{equation*}
$$

with $T=T(\tau, \varepsilon)$ given as the fixed solution of (A3.8) satisfying (A3.10), as constructed in the previous paragraph. From (A3.4) and (A3.10) follows $T(\tau, \varepsilon)=\hat{B}^{(0)}(\tau)+O(\varepsilon \ln [1 / \varepsilon])$ uniformly for $0 \leq \tau \leq \tau_{1}, \varepsilon \rightarrow$ $0+$, and then the method of proof of Lemma A1.1 can be applied again to the present fundamental solution $\tilde{\eta}$ to yield the result (A3.18) for $\tilde{\eta}$. Introduce a function $S_{1}=S_{1}(\tau, \varepsilon)$ by the relation

$$
\begin{equation*}
S(\tau, \varepsilon)=\int_{0}^{\tau} \tilde{\eta}(\tau, \sigma, \varepsilon) d \sigma+S_{1}(\tau, \varepsilon) \tag{A3.21}
\end{equation*}
$$

and find that $S$ is a solution of (A3.9) if and only if $S_{1}$ satisfies the equation

$$
\begin{align*}
\frac{d S_{1}}{d \tau} & =T(\tau, \varepsilon) S_{1}+S_{1}[T(\tau, \varepsilon)-\hat{B}(\tau, \varepsilon)] \\
& +\left[\int_{0}^{\tau} \tilde{\eta}(\tau, \sigma, \varepsilon) d \sigma\right][T(\tau, \varepsilon)-\hat{B}(\tau, \varepsilon)] \tag{A3.22}
\end{align*}
$$

We solve (A3.22) subject to the homogeneous initial condition $S_{1}(0, \varepsilon)=$ 0 by using the equivalent integral equation

$$
\begin{align*}
S_{1}(\tau, \varepsilon) & =S_{1}^{(0)}(\tau, \varepsilon)+\int_{0}^{\tau} \tilde{\eta}(\tau, \sigma, \varepsilon) S_{1}(\sigma, \varepsilon)[T(\sigma, \varepsilon)  \tag{A3.23}\\
& -\hat{B}(\sigma, \varepsilon)] d \sigma \text { with } \\
S_{1}^{(0)}(\tau, \varepsilon): & =\int_{0}^{\tau} \tilde{\eta}(\tau, \sigma, \varepsilon)\left[\int_{0}^{\sigma} \tilde{\eta}(\sigma, s, \varepsilon) d s\right][T(\sigma, \varepsilon)-\hat{B}(\sigma, \varepsilon)] d \sigma .
\end{align*}
$$

A routine argument using (A3.10), (A3.18) (for $\tilde{\eta}$ ) and the Banach/Picard fixed-point theorem shows that (A3.23) has a (unique) solution $S_{1}$ satisfying $S_{1}(\tau, \varepsilon)=O(\varepsilon \ln [1 / \varepsilon])$ uniformly for $0 \leq \tau \leq$ $\tau_{1}, \varepsilon \rightarrow 0+$, and this proves with(A3.22) that (A3.9) has a solution $S$ satisfying (A3.11).

There remains to be proved only the second result of (3.19) for $\tilde{\eta}$. To this end introduce the function $h=h(\tau, \sigma, \varepsilon)$ as

$$
\begin{equation*}
h(\tau, \sigma, \varepsilon):=\tilde{\eta}(\tau, \sigma, \varepsilon)-\hat{\eta}^{(0)}(\tau, \sigma) \tag{A3.24}
\end{equation*}
$$

and find with (3.21), (A3.5), (A3.20) and (A3.24) the relations
(A3.25)

$$
\begin{aligned}
h(\tau, \sigma, \varepsilon) & =0 \text { at } \tau=\sigma, \text { and } \\
\frac{\partial h(\tau, \sigma, \varepsilon)}{\partial \tau} & =T(\tau, \varepsilon) h(\tau, \sigma, \varepsilon)+\left[T(\tau, \varepsilon)-\hat{B}^{(0)}(\tau)\right] \cdot \hat{\eta}^{(0)}(\tau, \sigma) \\
\text { for } \tau & \neq \sigma .
\end{aligned}
$$

The method used earlier in the study of (A3.22) can be applied now to (A3.25), and we find directly the result $h(\tau, \sigma, \varepsilon)=O(\varepsilon \ln [1 / \varepsilon])$ uniformly for $0 \leq \sigma \leq \tau \leq \tau_{1}, \varepsilon \rightarrow 0+$, which with (A3.24) provides the stated result for $\tilde{\eta}$. This completes the proof of Lemma A3.1.

We now construct a fundamental solution for the block diagonal system (A3.7) in the form
(A3.26) $\quad$ Fundamental solution for $(\mathrm{A} 3.7)=\left(\begin{array}{cc}0 & \tilde{\eta}(\tau, 0, \varepsilon) \\ \tilde{\xi}(\tau, \varepsilon) & 0\end{array}\right)$
with $\tilde{\underset{\gamma}{\tilde{\xi}}}(\tau, 0, \varepsilon)$ given by the solution of (A3.20) evaluated at $\sigma=0$, and with $\tilde{\xi}$ determined as

$$
\begin{align*}
\frac{d \tilde{\xi}(\tau, \varepsilon)}{d \tau} & =[\hat{B}(\tau, \varepsilon)-T(\tau, \varepsilon)] \tilde{\xi}(\tau, \varepsilon) \text { for } 0<\tau<\tau_{1}  \tag{A3.27}\\
\tilde{\xi}(\tau, \varepsilon) & =I_{n} \text { for } \tau=\tau_{1}
\end{align*}
$$

A routine argument with (A3.10) and (A3.27) shows that $\tilde{\zeta}$ satisfies

$$
\begin{equation*}
\tilde{\xi}(\tau, \varepsilon)=I_{n}+O\left(\varepsilon[\ln (1 / \varepsilon)]^{2}\right) \tag{A3.28}
\end{equation*}
$$

uniformly for $0 \leq \tau \leq \tau_{1}, \varepsilon \rightarrow 0+$. The Riccati transformation (A3.6) along with (A3.7) and (A3.27) now gives for (A3.1) the fundamental solution
(A3.29)
$\begin{gathered}\text { Fundamental solution } \\ \text { for (A3.1) }\end{gathered}=\left(\begin{array}{cc}S(\tau, \varepsilon) \tilde{\xi}(\tau, \varepsilon) & \tilde{\eta}(\tau, 0, \varepsilon) \\ {\left[I_{n}+T(\tau, \varepsilon) S(\tau, \varepsilon)\right] \tilde{\xi}(\tau, \varepsilon)} & T(\tau, \varepsilon) \tilde{\eta}(\tau, 0, \varepsilon)\end{array}\right)$
with
(A3.30)
Inverse of fundamental solution

$$
=\left(\begin{array}{cc}
-\tilde{\zeta}^{-1}(\tau, \varepsilon) T(\tau, \varepsilon) & \tilde{\zeta}^{-1}(\tau, \varepsilon) \\
\tilde{\eta}^{-1}(\tau, 0, \varepsilon)\left[I_{n}+S(\tau, \varepsilon) T(\tau, \varepsilon)\right] & -\tilde{\eta}^{-1}(\tau, 0, \varepsilon) S(\tau, \varepsilon)
\end{array}\right) .
$$

The results (A3.29) and (A3.30) along with Lemma A1.2 and the results of this Appendix A3 lead directly now to the stated results of Lemma 3.2 in terms of the original variable $t=\varepsilon \tau$, with $\hat{S}(t, \varepsilon):=S(t / \varepsilon, \varepsilon), \hat{T}(t, \varepsilon):=T(t / \varepsilon, \varepsilon), \hat{\varsigma}(t, \varepsilon)=\tilde{\varsigma}(t / \varepsilon, \varepsilon)$ and $\hat{\eta}(t, \varepsilon):=$ $\tilde{\eta}(t / \varepsilon, 0, \varepsilon)$. Note the result $\hat{\eta}(t, \varepsilon) \hat{\eta}^{-1}(s, \varepsilon)=\tilde{\eta}(t / \varepsilon, 0, \varepsilon) \tilde{\eta}^{-1}(s / \varepsilon, 0, \varepsilon)=$ $\tilde{\eta}(t / \varepsilon, s / \varepsilon, \varepsilon)$, which with(A3.18) (for $\tilde{\eta})$ yields (see (3.20))

$$
\left\|\hat{\eta}(t, \varepsilon) \hat{\eta}^{-1}(s, \varepsilon)\right\| \leq \text { const. } \exp \left[-\nu_{1}(t-s) / \varepsilon\right]
$$

uniformly for $0 \leq s \leq t \leq t_{1}, \varepsilon \rightarrow 0+$. This completes the proof of Lemma 3.2.

## Appendix A4. Proof of the Boundedness of the Green Function.

The Green function $G$ is given by (3.4) in terms of the fixed boundary matrices $L$ and $R$, the matrix $M^{-1}(\varepsilon)$ of (3.31), and the fundamental solution $Z$ of (3.23) and its inverse $Z^{-1}$. It follows directly from (3.27)(3.31) that $M(\varepsilon)$ and $M^{-1}(\varepsilon)$ are noth bounded,

$$
\begin{equation*}
M(\varepsilon), M^{-1}(\varepsilon)=O(1) \text { as } \varepsilon \rightarrow 0+ \tag{A4.1}
\end{equation*}
$$

and so we turn now to a study of $Z$ and $Z^{-1}$.
The fundamental solution $Z$ is given by(3.23) in terms of the outer fundamental solution $\bar{Z}$ and the boundary-layer fundamental solution $\hat{Z}$. It follows directly from Lemma 3.1 and Lemma 3.2 that these latter solutions satisfy the bounds

$$
\begin{align*}
\hat{Z}(t, \varepsilon) & =O(1) \text { for } 0 \leq t \leq t_{1} \\
\hat{Z}(t, \varepsilon) \hat{Z}^{-1}(s, \varepsilon) & =O(1) \text { for } 0 \leq s \leq t \leq t_{1} \tag{A4.2}
\end{align*}
$$

and

$$
\begin{align*}
\bar{Z}(t, \varepsilon) & =O(1) \text { for } t_{1} \leq t \leq 1 \\
\bar{Z}(t, \varepsilon) \bar{Z}^{-1}(s, \varepsilon) & =O(1) \text { for } t_{1} \leq s \leq t \leq 1 \tag{A4.3}
\end{align*}
$$

all as $\varepsilon \rightarrow 0+$. A direct calculation using (3.23) and (A4.2)-(A4.3) shows now that $Z$ satisfies the analogous bounds

$$
\begin{align*}
Z(t, \varepsilon) & =O(1) \text { for } 0 \leq t \leq 1,  \tag{A4.4}\\
Z(t, \varepsilon) Z^{-1}(s, \varepsilon) & =O(1) \text { for } 0 \leq s \leq t \leq 1, \varepsilon \rightarrow 0+.
\end{align*}
$$

On the other hand, $Z^{-1}(t, \varepsilon)$ is generally not bounded as $\varepsilon \rightarrow 0+$, and similarly $Z(t, \varepsilon) Z^{-1}(s, \varepsilon)$ is generally not bounded for $s>t$ as $\varepsilon \rightarrow+$. Even so, the Green function $G(t, s, \varepsilon)$ is bounded as $\varepsilon \rightarrow 0+$, uniformly for all $t, s \in[0,1]$, as we now show. The Green function is piecewise smooth with a single jump discontinuity at $t=s$, so we need only consider all $t, s$ with $t \neq s$.
From (3.4), (A4.1) and (A4.4) follows directly the bound

$$
\begin{equation*}
G(t, s, \varepsilon)=O(1) \text { for } 0 \leq t<s \leq 1, \varepsilon \rightarrow 0+. \tag{A4.5}
\end{equation*}
$$

For the other case $s<t$ we use (2.22) and the invertibility of $M(\varepsilon)$ to write

$$
\begin{equation*}
M^{-1}(\varepsilon) L Z(0, \varepsilon)=I-M^{-1}(\varepsilon) R Z(1, \varepsilon) \tag{A4.6}
\end{equation*}
$$

which with (3.4) gives for $G$,
(A4.7)
$G(t, s, \varepsilon)=Z(t, \varepsilon) Z^{-1}(s, \varepsilon)-Z(t, \varepsilon) M^{-1}(\varepsilon) R Z(1, \varepsilon) Z^{-1}(s, \varepsilon)$ for $s<t$.
The boundedness of $G$ follows in this case directly with (A4.1), (A4.4) and (A4.7),

$$
\begin{equation*}
G(t, s, \varepsilon)=O(1) \text { for } 0 \leq s<t \leq 1, \varepsilon \rightarrow 0+. \tag{A4.8}
\end{equation*}
$$

The stated boundedness of the Green function as in (3.33) follows now from(A4.5) and (A4.8). The organization of this proof of boundedness of $G$ given here follows a suggestion of John Jeffries and replaces at this point an earlier, lengthier proof of the author.
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