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BIVARIATE C A R D I N A L I N T E R P O L A T I O N ON 
T H E 3 - D I R E C T I O N M E S H : P -DATA 
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The analogue of the unvariate cardinal spline theory of Schoenberg 
has been successfully carried out for bivariate box splines on a three 
direction mesh [1,2,3,4]. However, there is one result that had eluded 
us: The convergence theory for bivariate cardinal spline operators 
from ZP(Z2) to LP(R2) . In [5] it was shown that the sequence of uni­
variate cardinal spline interpolants, indexed by degree, has uniformly 
bounded norm when considered as a sequence of operators from lp(Z) 
to LP(R),1 < p < oo, and that these operators converge strongly in 
LP(R) to the classical Whittaker cardinal series. The analogous result 
for the bivariate case has been established only in the relatively trivial 
case p = 2 [1]. The aim of this paper is to complete this result, at least 
in the case of equal direction multiplicities. 

The (centered) box spline Mn corresponding to the three directions 
ei = (1,0), e2 = (0, l ) , e 3 = e\ + e2 = (1,1) with equal multiplicities n 
may be defined by its Fourier transform, 

3 

M n ( x ) = J J ( s inc (^ l , / 2 ) ) n 

i /= l 

where sinc(t) := sint/t. Thus, Mn is the n-fold convolution of the 
piecewise linear "hat-function" which indicates clearly the connection 
between box splines and univariate cardinal splines. 

It was shown in [3] that the trigonometric polynomial 

Pn(x) := £ Mn{j)e'ijx = £ Mn(x + 2wj) 
jez* jez2 

is strictly positive and attains its minimum at (27r/3,27r/3)mod27rZ2. 
This implies that cardinal interpolation with the translates of the 
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FIGURE 1. 

box splines Mn is always well posed. That is, for given bounded 
data y = {yj : j G Z 2 }, there exists a unique bounded spline 
InU € Sn := span{Mn(- — j ) , j G Z2} which interpolates y at the 
lattice points 

The cardinal spline interpolation operator In has the Lagrange repre­
sentation 

Iny(w) = ^2 VjLn(w - j ) , w € R 2^ 
jez* 

where Ln is the fundamental spline defined via its Fourier transform as 

Ln{W) := -±-2 f %&J-dx. 
(27r)2 JR* Pn{X) 

Since Pn is a non-vanishing trigonometric polynomial, |Ln(iu)| has 
exponential decay as |iy| —• +oo. Hence, if y G /P(Z2), then Iny G 
LP{R2). 

Denote by ft the convex hull of ±(27r/3,27r/3),±(47r/3, - 2TT/3 ) , 

±(2TT/3, - 4 T T / 3 ) (cf. Figure 1). 
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This set is a fundamental domain, i.e., its translates 2TTJ -f fi, j G Z2, 
form an essentially disjoint partition of R2 . in [1,2] we showed that 
the cardinal interpolants of a function / converge, as the degree tends 
to infinity, if the Fourier transform of / is a distribution with support 
contained in the interior of fJ. Our main Theorem strengthens this 
result. 

THEOREM 1. The bivariate cardinal spline interpolation operators In 

have uniformly bounded norms as operators from ZP(Z2) to LP(R2) , 1 < 
p < + oo. Moreover, for each y G lp(Z2), 

\\InV - Wy\\p -» 0 as n -* +oo 

where W : y —» J2jez2 VjXn(' ~ j) with \n the characteristic function 
of the set fi. The Fourier transform of \n can be calculated explicitly, 

cos27r(wi + W2)/3 

(w\ — 2w2)(w2 — 2w\ ) 

COS27T(W2 — 2w\)/3 cos27r(wi — 2iü2)/3 
(wi + w2){wi - 2w2) (u>i + w2){w2 - 2wi) 

The proof of this theorem is based on estimates for certain derivatives 
of Ln. To formulate these estimates we need some auxiliary notation 
(cf. [1]). For x = (u,v) and j = (kj) we set 

_ Mn(x + 27TJ) _ / u \n/ v \ n / u + v \ n 

'~ M„(x) " Vu + fe/ \v + l) Vti-f v + k + l) 

By straightforward, but tedious, computation one verifies that 

n = {2TTX : 0 < a,j(x) < 1 for j £ J } , 

where J = {±j„ : i/ = 1,2,3} with jx = (1,0), j 2 = (0,1), j 3 = (1, - 1 ) . 
The line segments Tj,j E J , making up the boundary of fi are subsets 
of {2-KX : aj(x) = 1}. 

Because of the equal multiplicities, the box spline is invariant under 
linear changes of variables which do not alter the mesh generated by the 

XnW = 
- 6 

(27T)2 

file:////InV
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three directions ev. The group A of such transformations is generated 
by the matrices 

423) ^ ( " o 1 J ) , ^ - ^ ( " o 1 _ ° i ) -

Thus, any permutation a of the three directions ±eu corresponds to a 
linear transformation A& E A. It follows from the definitions that 

Mn(A*x) = Mn(x), Ln(A*x) = Ln(x). 

Moreover, if R := {(w, v) : u, v > 0} denotes the positive orthant, then 

n = UM n Ra 

with Ra := AaR. 

With this notation, we now state the estimates needed for the proof 
of Theorem 1. 

THEOREM 2. Let Ra,£ := {x : dist(Ra,x) < e} and let Da^D^2 

denote differentiation parallel to the two boundary segments of Q, which 
intersect Ra. Then 

sup / \DaiiDG,2Ln{x)\dx < oo. 

Note that D^u = (Aa^) • V with 71 = (2, -1),72 = (1, - 2 ) . 

THEOREM 3. There exist positive constants C\ and c depending only 
on a such that 

\D«[Ln(x)-xn(x)l\< 
[l + cdis t (x,df i ) n ' 

The proof of Theorem 3 is analogous to that of Theorem 3 in [2]. It 
uses the following estimates of the derivatives of aj. 
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LEMMA 1. There exist positive constants c\ and c depending only on 
a such that, for 2nx € Ü, 

\Daa (x)\ < r,nlal|i|l3Ql i I1 + c d i s t 0^)]-", j e J 

This Lemma is easily proved by induction using Leibnitz's rule. The 
improvement over the corresponding result in [2] is possible because 
the set ÇI does not depend on n. 

LEMMA 2. Let x' = x + j , j e Z2 \0, and let 2TTX € ft. There exist 
positive constants c\ and c depending only on a such that 

\DQaj(x)\ < cm | a | [ l + c dist (27rxf,dQ)]-n. 

Lemma 2 is a consequence of Lemma 1 and is used in turn to prove 
Theorem 3. The arguments follow those for the corresponding results 
in [2]. 

For the proof of Theorem 2 we need to examine the dependence of 
the estimates in Lemmas 1 and 2 on n more carefully. 

LEMMA 3. Denote by di the distance of x from Tj.. Let Re := {x : 
dist(i?,x) < e} and let Di denote differentiation parallel to T^. Then 
there exist positive constants c\ and c such that, for 2-KX G lì, 

| o^(TÄp i = 1'2' 
C\ndi 

(l + cdi)n' \Di*Ji\<n , J w * = 1.2, 

PROOF OF LEMMA 3. The first assertion follows from Lemma 1 with 
a = 0. We have 

_ / u \ n / u + v \ n 

ajl = \T^L) \l-u-v) ' 

file:///l-u-v
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£>! = -^(l ,-2)-V, £>2 = -^(2,-l)-V, D3 = -J=(1,-1)V. 

Since 

(a, b) - Vajj = n 

it follows that 

+ 
a + b 

u{\ — u) (u + v)(l — u — v) 

_ ncv(l - 2u - v) 
iajl = u(l-u)(u + v)(l-u-v)ajli 

_ nc[3u(l -u) + 2i;(l - 2u - v)\ 
2 ^ 1 _ u(l-u)(u + v)(l-u-v) üjl' 

TIC 

Since d\ = % | 1 — 2u — i;|, the two middle assertions hold for ÜJ1. A 
similar analysis of (a, 6) • V(D\aj1 ) gives the final assertion for aJX. The 
corresponding assertions for dj2 follow by symmetry. D 

PROOF OF THEOREM 2. By Theorem 3 we may assume that x is 
within 6 of the boundary of ft. By symmetry, we may also assume that 
R<r,£ = Re and that x e R£ 0 {(u, v) : v < u}. 

(Proof inside ft) We use the notation of Lemma 3. Since Ln = 
1/Sa.7> it follows that 

U\U2Ln - — — 
( E a j ) 3 

= 0(l)[2(£> l 0 i l + Dxah){D2ah + D2ah) 
2 

- (1 + ah + ah)(D1D2ajl + D ^ a ^ ) + o ( ( 1 ^ ) w ) ] 

for some positive C2,C3 as n —> +oo in view of Lemma 1. Thus, as 
n —» -foo, Lemma 3 implies 

|ülö2Ln| <C 4 [ ( ( 1 +
n

c ^ ) n + ( 1 +
n

c d 2 ) n ) ( ( 1 +
n

c d i ) n + (1 + 4 )«) 
/ n2dx + n J ^ 2 j f n _ \ / c3n2 \ i 

Ml + crfx)» (l + cd2)
n) V(l + ca)"/J 
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for some positive C4. Since 

-, r - + # T\ ^dz+ / —dz = 0(l) 

as n —» +00, the contribution to JR |DiD 2 L n | from within fi is finite. 

(Proof outside fi). Let x = (w, v) in i2e D {(u, v) : v < u} and 
dist (27rx,diï) < <5, but 2TTX outside of fi. Map x to x' = (u - l,v). 
Then 2irx' is inside Q so that, for an appropriate permutation a, 2nx" = 
2itAax' is in R2e with dist(27rx",dfi) < 26 (The changes e —> 2e and 
(5 —• 2<5 allow for some distortion i f — e < v < 0 o r l / 3 < v < u . ) . Using 
the symmetries we have 

DlD2Ln{x) = DlD3(aJ1(x
f%n(x

ff)\ 

Omitting the argument x", we have 

\DiDz(ahLn)\ = KDiDaa.JLn + {D^^D^Ln 

+ (Dsdj^DiLn + a^PiDaLnl 

/ n / ndi n \ \ 
+ V(ÏT^j" V(TT^Ö" + (l + cd2)

n)) 

+ W^({îT^ + {n2dl + n))] 

so that the contribution to JR \DiD2Ln\ from outside fi is also finite. 
G 

PROOF OF THEOREM l. Let { y j = y e lp(Z2) be a finite sequence 
and g be a compactly supported function in L 9 (R 2 ) , l / p -f 1/g = 1. 
For w e R2 , let j(w) be uniquely defined by w - j(w) e [-1/2,1/2)2 . 



196 K. HÖLLIG, M. MARSDEN AND S. RIEMENSCHNEIDER 

Then 

/ QM y\ yjLn(w-j)dw 

/ 9(™)yj(w)Ln(w-jM)dw + / g(w) J2 yiLn(w-j)d 
JR2 \JR2 4±f^ jrj(™) 

< \\y\\lr(Z2)\\9\\LHR2) + / 9(w) Y\ yjLn{w-j)dw 
JR2 ;I77...\ JrJW 

To estimate the second quantity we pass to the transform space. Let 
{0<r} be a smooth partition of unity for R 2 subordinate to {Ra,£}. 
Then, in view of the decay of Ln and its derivatives at infinity, we have 

jk> LUx)ei(w~j)xdx 

= jé)2 E / * « r ( * ) L „ ( x ) c ' < » - ^ d s 
' a R<r,e 

where 7^,, := Aa^v. Consequently, by Fubini's Theorem, 

/ 9{w) y\ yiLn(w-j)dw 
JR? .frf, 

I E vAlèvi I Ln{x)e^-^dx)g{w)d 

T ^ W E / I ^ , I ^ . 2 ( ^ ( X ) L „ ( X ) ) | 

V / a J Ra,e 

f Y" yie~tlX eiwxg(w)d 

Let 
Hay{w)= Y, Vi 

JÏJ(W)X\V=I1°A™ - J) 
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denote the mixed bivariate Hilbert transform corresponding to inde­
pendent directions 7^,1,7^,2 in R2 . Then Ha is a bounded linear trans­
formation from lp(Z2) to LP(R2) with norm 11^1^,1 < p < +00. 
Therefore, in view of Theorems 2 and 3 we have 

JR2 
y(w)dw / 9M Y\ yjLn(w - j)dw\ 

JR2 jez* I 

<c(i + ^ll^llp)lMI^2)ll^l^(^)-

To show that \\Iny — Wy\\p - > 0 a s n - > +00, it is enough to show this 
for the sequences y = 6i, i G Z2, where 6i(j) = 1 if j = i and is zero 
otherwise. Now 

\\Inài ~ WOÌWLV^) = \\InS0 - W60\\LP(R*) = \\Ln - XnWp-

Theorem 3 implies that Ln —> \Q uniformly in R2 . Finally 

Ln(w)\ < ~ Y f Mx)Ln(x)eiwxdx 

< —y 

w\ 

(^)2VinLi7.,^i 
x \D(T^iD(r^Ln(x)\dx = o(—^) for large 

jRo,e \W\ 

allows the estimate 

\Ln{w) - xn{w)\ = 0(min(l , l/\w\2)). 

Hence, \\Ln — xnllp ~* 0 by the dominated convergence theorem. 
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