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AN E X A M P L E O F A C H E B Y S H E V SET, 
T H E C O M P L E X CASE 

H. BERENS AND H.J. SCHMID 

ABSTRACT. Recently, the authors were asked by Professor 
Klaus Donner whether the set of matrices, the determinant of 
which in its absolute value is less than or equal to one, is 
Chebyshevian within the space of n x n matrices endowed 
with the /2-operator norm. The answer is yes. Although our 
proof is elementary we think that the result and its proof are of 
general interest. In addition, there is one further nice example 
of a Chebyshev set. 

We denote by C n x m the vector space of complex n x m matrices 
over C,n,ra G N, with elements A, B,... For A e Cnxp and B e 
CP X m , n ,m,p € N,,4* denotes the adjoint of A in Cpxn and AB the 
matrix product of A and B in C n x m . Instead of C n x l we write C n 

the vector space of complex column vectors, we also write z, u,... to 
denote its elements. 

By l\ we denote C n endowed with the Euclidean norm | • I2, and by 
£(/^) the vector space of linear transformations of l\ into itself. C{l\) 
can be identified with C n x n endowed with the /2-operator norm || • H2 
where A € Cnxn acts on z e C n via the matrix product Az. Since it 
will not lead to any ambiguity, in the following we shall write C n and 
Qnxn instead 0f /2 a n ( j £(/2)? respectively. 

For an A G C n x n , we denote its singular value decomposition 
{SVD) by UYV*,U and V are unitary matrices in C n x n and E = 
diag(cTi, cr2 , . . . , crn)^\ > ^2 > * * * > &n > 0. E is uniquely determined 
by A, its elements are the so-called singular values of A. If A is non-
singular, the UV* is also uniquely defined. 

THEOREM. 

5 = { 5 G C n x n : | d e t 5 | < l } 

is a Chebyshev set in C n x n . 
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68 EXAMPLE OF CHEBYSHEV SET 

Moreover, if A e Cnxn\S and if UT.V* is the SV D of A, then 
A — dUV* is the approximant of A in S, where 

0<d = min{t > 0 : (ax - t)... (an - t) = 1} < on 

is the distance of A from S. 

The proof of the theorem rests upon the following lemmata. 

LEMMA 1. Let B,C G Cnxn be Hermitian. If B is positive definite, 
then 

detB < |det(B + iC)| 

unless C is the zero matrix. 

LEMMA 2. Let E = diagli,(72,...,<7n) £ Cnxn,<7i > a2 > •• > 
an > 0. For each S G C n X n , 5 ^ E and such that \ det S\ < det E, 

min R e w * ( 5 - E ) n < 0 . 
|ti|2 = l 

The first Lemma is due to A.M. Ostrowski and O. Taussky [3]. To 
make the paper self-contained, we sketch their proof. 

We have to show that 

1 < |de t ( / + »JB"1C7)|. 

This follows from the observation that the eigenvalues of B~lC are real. 
If B~lCz = Xz for some A G C and z G C n , \z\2 = 1, then Cz = XBz 
and consequently 

z*Cz = \z*Bz. 

Since C and B are Hermitian, the quadratic forms z*Cz and z*Bz 
are real. The latter one is even strictly positive, because of B being 
positive definite. 

To prove Lemma 2, let us assume there exists an 5 G C n x n such that 
| det S| < det E and 

0 < Reu*(S - E)M VU G C n , |u|2 = 1. 
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Setting S = B + iC, B and C Hermitian, we obtain 

0<u*{B-X)u V t t e C n , M 2 = l. 

Since 
0 < an < u*?,u < u*Bu Vu e C n , \u\2 = 1, 

B is positive definite and, by Lemma 1, 

0 < det B < | det(£ + iC)\ < det E. 

We use Cay ley's expansion of the determinant by diagonal elements for 
B = (B - E) + E, see, e.g., A.C. Aitken [1, p. 87], and obtain 

det B = det E 

+ (&11 - (7l)v2 - ' &n + (b22 - CT2)(Jl(T3 • • • Gn 

H H f^nn - &n)&l ' ' ' ^ n - 1 

- (Ti Ò! 

&21 b22 

/ Ò i i - o - i 6i2 \ 

V &21 &22 - 0 * 2 / 

/ ò n - 0 * 1 &13 \ 

V &31 &33 -O*) 

_ f . . . 4 . d e t ( ' Ò n - l n - l - t T n _ i 
\ o n n _ i 

+ det 

+ det 

<^3 * * * On 

<J2(J\ '"(Tn 

' b22 — a2 V2n 

+ det 

bn-ln 

cri 

v\ •••crn_2 + 

òn2 • • * bnn — an t 

I fon - (7\ • • • bin-i 

+ • • • + det 

+ d e t ( £ - E ) . . 
- 1 — C T n - l 

By assumption B — E is positive semi-definite. Hence all its minors are 
non-negative, and it follows from the inequality and the expansion that 
its minors vanish, giving B equal to E. Applying Lemma 1 once more, 
we obtain, for C ^ 0, 

det E < | det(E + iC)\< det E, 
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a contradiction. Thus S = B + iC = E, which proves Lemma 2. 

PROOF OF THE THEOREM. Let A e C n x n \ 5 , and let UZV* be its 
SVD. Since the mapping 

Cnxn 3ß_ 9(£) = U*BV 

defines an isometric isomorphism on C n x n and since S is invariant 
under 8 , the theorem is proved, if we can show that Ei = E - dl is 
the unique approximant of E in S. Indeed, by Lemma 2, 

(*) VS e S, S £ E! 0 < max Re tx*(Ei - S)u 
| t i | 2 = i 

or replacing Ex by E - di in the quadratic form 

VSeS, S^ Ei , ||E - Elda = d < max Re u*(E - S)u < ||E - 5 | |2 , 
|w|2 = l 

proving the claim. 

REMARK. It was not difficult to make a reasonable guess for Ei to be 
the approximant of E in S. To get a better understanding of the proof, 
we would like to point out that condition (*) can be interpreted as a 
strict Kolmogorov condition. Indeed, let (-,-)« denote the semi -inner 
product on C n X n , defined by 

y A, ß e c - (B, A), = Ä ll* + '*jg-Pll3. 

Then it is not too hard to verify that 

d max Reu*(Ei - S)u = (Ei - 5 , E - E i ) Ä , 

see, e.g., H. Berens and U. Westphal [2] for detailed information on 
semi-inner products and the Kolmogorov condition. 

For each r > 0, let us define Sr = {S G CnXn : | det S\ < r}. Thus 
S\ is equal to S while So defines the set of singular matrices in C n X n . 
It follows from above that, for each r > 0, Sr is a Chebyshev set and 

Cn x n \<S r 3 A - n r(i4) = A - dTUV* 
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is the approximant of A in <Sr, where UT.V* is the SVD of A and 

0 < dr — min{£ > 0 : (o\ - t) • • • (an - t) = r} < o~n 

is the distance of A from Sr. Moreover, we have the 

THEOREM. «SO is a sun in C n x n (in the sense of Vlasov) and 

Cnxn 3 A_^ J J O ^ = A_ anUV* 

defines a continuous ray selection of the metric projection of Cnxn 

onto So, i.e., Ilo : C n X n —• «So is a continuous selection of the metric 
projection of Cnxn onto «S0 and such that, for each A £ C n x n ,n 0 (^4) 
is the image under UQ of each element of the ray from Ilo {A) through 
A. 

REMARK. It is well-known that, for a given A e Cn x n /«S0 , each 
approximant of A in «So, where C n x n is endowed with the Frobenius 
norm, is also an approximant of A in «So, where CnXn is endowed 
with the /2-operator norm. The metric projection with respect to the 
Frobenius norm, however, does not admit a continuous selection. 

The authors would like to thank Professor L. Eisner for valuable 
suggestions concerning the lemmata. 

Added in proof. This is the complex version of our paper in 
Approximation Theory and Applications 3 (1987), 37-41. We hope 
that the complex extension and its modified proof justify the note. 

REFERENCES 

1. A.C. Aitken, Determinants and Matrices, Oliver and Boyd Ltd., Edinburgh, 
1958. 

2 . H. Berens and U. Westphal, Kodissipative metrische Projektionen in 
normierten linearen Räumen, in Linear Spaces and Approximation, Birkhäuser 
Verlag, Basel, 1978, 119-130. 

3 . A.M. Ostrowski and O. Taussky, On the variation of the determinant of a 
positive definite matrix, Nederl. Akad. Wet. Proc (A) 54 (1951), 383-385. 




