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#### Abstract

Box splines are investigated from the point of view of wavelets. Some characterizations concerning linear independence of integer translates of Box splines are presented in terms of the defining matrices. It is shown that a direct extension of a criterion for linear independence of refinable functions in the univariate case to the multivariate case holds for the Box spline $M_{\Xi}$ in $\mathbf{R}^{s}$ when $\operatorname{rank} \Xi=s$ while not any more when $\operatorname{rank} \Xi<s$.


1. Introduction and main results. Stability and linear independence of integer translates of a refinable function or distribution play basic roles in wavelet decompositions and multivariate splines. These properties can be characterized by the Fourier-Laplace transform of this distribution. It was shown by Ron [17] that, for a compactly supported distribution $\phi$ in $\mathbf{R}^{s},\left\{\phi(\cdot-\alpha): \alpha \in \mathbf{Z}^{s}\right\}$ are linearly independent if and only if, for any $\omega \in \mathbf{C}^{s}$, there exists some $\alpha \in \mathbf{Z}^{s}$ such that $\phi^{\wedge}(\omega+2 \pi \alpha) \neq 0$, where $\phi^{\wedge}$ is the Fourier-Laplace transform of $\phi$.
Suppose that $\phi$ is $k$-refinable, $2 \leq k \in \mathbf{N}$, say

$$
\begin{align*}
\phi & =\sum_{\alpha \in \mathbf{Z}^{s}} b_{\alpha} \phi(k \cdot-\alpha),  \tag{1.1}\\
\phi^{\wedge}(0) & =1, \tag{1.2}
\end{align*}
$$

where $\left\{b_{\alpha}\right\}_{\alpha \in \mathbf{Z}^{s}}$ is a finitely supported sequence called the mask sequence of the refinement equation (1.1). Then $\phi$ can be determined by

[^0]the mask sequence as follows:
\[

$$
\begin{equation*}
\phi^{\wedge}(\omega)=\prod_{j=1}^{\infty} \frac{1}{k^{s}} \tilde{b}\left(e^{-i\left(\omega / k^{j}\right)}\right), \quad \omega \in \mathbf{C}^{s} \tag{1.3}
\end{equation*}
$$

\]

where

$$
\begin{equation*}
\tilde{b}(z)=\sum_{\alpha \in \mathbf{Z}^{s}} b_{\alpha} z^{\alpha}, \quad z \in(\mathbf{C} \backslash\{0\})^{s} \tag{1.4}
\end{equation*}
$$

is the symbol of the mask sequence. Thus it is natural to investigate the linear independence of integer translates of $\phi$ in terms of the mask sequence $b$. In the univariate case $s=1$ with $k=2$, such criteria were given by Jia and Wang [13], Cohen [3], Cohen, Daubechies and Feauveau [4], and also Daubechies [8, 9]. The author extended their results to general $k \in \mathbf{N}$ in $[\mathbf{1 9}, \mathbf{2 1}]$ as follows.

Theorem A. Let $s=1,2 \leq k \in \mathbf{N}$, $\phi$ a compactly supported distribution satisfying (1.1) and (1.2) with a finitely supported mask sequence $b$. Then the integer translates of $\phi$ are linearly independent if and only if the following two conditions hold:
(i) For any $z \in \mathbf{C} \backslash\{0\}$,

$$
\begin{equation*}
\sum_{l=0}^{k-1}\left|\tilde{b}\left(e^{-i 2 \pi(l / k)} z\right)\right|>0 \tag{1.5}
\end{equation*}
$$

(ii) for any $m \in \mathbf{N}$ and $z \in T:=\{z \in \mathbf{C}:|z|=1\}$ satisfying $z^{k^{m}}=z \neq 1$, there exists some integer $d \geq 0$ such that

$$
\begin{equation*}
\sum_{l=1}^{k-1}\left|\tilde{b}\left(e^{-i 2 \pi(l / k)} z^{k^{d}}\right)\right|>0 \tag{1.6}
\end{equation*}
$$

The purpose of this paper is to consider the corresponding multivariate problem. We state first that the similar necessity still holds.

Theorem 1. Let $s \in \mathbf{N}, 2 \leq k \in \mathbf{N}, \mathcal{E}_{k, s}:=\left\{\alpha=\left(\alpha_{1}, \ldots, \alpha_{s}\right)^{T} \in\right.$ $\mathbf{Z}^{s}: 0 \leq \alpha_{j} \leq k-1$ for any $\left.1 \leq j \leq s\right\}$. Suppose that $\phi$ is a compact supported distribution in $\mathbf{R}^{s}$ satisfying (1.1) and (1.2) with a finitely supported mask sequence $b$. If the integer translates of $\phi$ are linearly independent, then the following two conditions hold:
(i) For any $z \in(\mathbf{C} \backslash\{0\})^{s}$,

$$
\begin{equation*}
\sum_{l \in \mathcal{E}_{k, s}}\left|\tilde{b}\left(e^{-i 2 \pi(l / k)} z\right)\right|>0 \tag{1.7}
\end{equation*}
$$

(ii) for any $m \in \mathbf{N}$ and $z \in T^{s}$ satisfying $z^{k^{m}}=z \neq(1, \ldots, 1)^{T}$, there exists some integer $d \geq 0$ such that

$$
\begin{equation*}
\sum_{l \in \mathcal{E}_{k, s} \backslash\left\{(0, \ldots, 0)^{T}\right\}}\left|\tilde{b}\left(e^{-i 2 \pi(l / k)} z^{k^{d}}\right)\right|>0 \tag{1.8}
\end{equation*}
$$

From this result we may hope that the converse is also true as in the univariate case. However, we present examples of Box splines to show that this is not always the case. To this end, we shall give some characterizations for Box splines, especially concerning the second condition (1.8). Let us mention here that, as an important class of multivariate wavelets, Box splines, especially the constructions of Box spline wavelets and pre-wavelets, have been investigated by a series of papers $[\mathbf{1}, \mathbf{2}, \mathbf{1 2}, \mathbf{1 5}, \mathbf{1 6}, \mathbf{1 8}, \mathbf{2 0}]$.

Let $\Xi:=\left(\xi_{1}, \ldots, \xi_{n}\right)$ be an $s \times n$ integer matrix. Denote $\Xi$ also as the set of nonzero integer vectors $\left\{\xi_{1}, \ldots, \xi_{n}\right\}$. The Box spline $M_{\Xi}$ associated with $\Xi$ is the distribution, see $[\mathbf{1}]$, given by the rule

$$
\begin{equation*}
\left\langle f, M_{\Xi}\right\rangle:=\int_{[0,1)^{n}} f(\Xi u) d u, \quad f \in \mathcal{D}\left(\mathbf{R}^{s}\right) \tag{1.9}
\end{equation*}
$$

or, equivalently, by the Fourier-Laplace transform,

$$
\begin{equation*}
M_{\Xi}^{\wedge}(\omega)=\prod_{j=1}^{n} \frac{1-e^{-i \xi_{j}^{T} \omega}}{i \xi_{j}^{T} \omega}, \quad \omega \in \mathbf{C}^{s} \tag{1.10}
\end{equation*}
$$

It is easily seen that $M_{\Xi}$ is $k$-refinable, i.e.,

$$
\begin{equation*}
M_{\Xi}^{\wedge}(\omega)=\frac{1}{k^{s}} \tilde{b}_{\Xi}\left(e^{-i(\omega / k)}\right) M_{\Xi}^{\wedge}\left(\frac{\omega}{k}\right) \tag{1.11}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{b}_{\Xi}\left(e^{-i \omega}\right)=k^{s-n} \prod_{j=1}^{n} \frac{1-e^{-i k \xi_{j}^{T} \omega}}{1-e^{-i \xi_{j}^{T} \omega}}, \quad \omega \in \mathbf{C}^{s} . \tag{1.12}
\end{equation*}
$$

For $l \in \mathcal{E}_{k, s}$, we denote

$$
\begin{equation*}
\Xi_{l}:=\left\{\xi \in \Xi: l \cdot \xi \equiv l^{T} \xi \notin k \mathbf{Z}\right\} \tag{1.13}
\end{equation*}
$$

For an $m \times n$ integer matrix $A$, we denote by $d_{A, p}$ the greatest common divisor of all $p \times p$ minors of $A$ for $1 \leq p \leq \min \{m, n\}$. For $J \subset\{1,2, \ldots, n\}$, we denote by $A(J)$ the matrix made up of the columns of $A$ indicated by $J$.

Now we can give the characterization of the condition (1.8) for Box splines as follows.

Theorem 2. Let $s, n \in \mathbf{N}, 2 \leq k \in \mathbf{N}, \Xi$ be an $s \times n$ integer matrix with $\xi_{j} \neq 0,1 \leq j \leq n, \tilde{b}_{\Xi}$ be given by (1.12). Then the following statements are equivalent:
(i) For any $m \in \mathbf{N}$ and $z \in T^{s}$ satisfying $z^{k^{m}}=z \neq(1, \ldots, 1)^{T}$, there exists some integer $d \geq 0$ such that

$$
\begin{equation*}
\sum_{l \in \mathcal{E}_{k, s} \backslash\left\{(0, \ldots, 0)^{T}\right\}}\left|\tilde{b}_{\Xi}\left(e^{-i 2 \pi(l / k)} z^{k^{d}}\right)\right|>0 \tag{1.14}
\end{equation*}
$$

(ii) One of the following two conditions holds:
(a) There is some $l \in \mathcal{E}_{k, s} \backslash\left\{(0, \ldots, 0)^{T}\right\}$ such that

$$
\begin{equation*}
\Xi_{l}=\varnothing, \text { the empty set; } \tag{1.15}
\end{equation*}
$$

(b) for any $s \times\left(k^{s}-1\right)$ matrix $X$ whose columns are $x_{l} \in \Xi_{l}$, $l \in \mathcal{E}_{k, s} \backslash\left\{(0, \ldots, 0)^{T}\right\}$ and any prime $p \in \mathbf{N}$,

$$
\begin{equation*}
p \left\lvert\, \frac{d_{X, s}}{d_{X, s-1}} \quad\right. \text { implies } \quad p \mid k \tag{1.16}
\end{equation*}
$$

(iii) For any $m \in \mathbf{N}$ and $z \in T^{s}$ satisfying $z^{k^{m}}=z \neq(1, \ldots, 1)^{T}$, the following holds

$$
\begin{equation*}
\sum_{l \in \mathcal{E}_{k, s} \backslash\left\{(0, \ldots, 0)^{T}\right\}}\left|\tilde{b}_{\Xi}\left(e^{-i 2 \pi(l / k)} z\right)\right|>0 \tag{1.17}
\end{equation*}
$$

Thus, for the Box spline distributions, the second condition (1.8) of Theorem 1 can be reduced to two conditions on the defining matrix $\Xi$. We can simplify condition (ii)(a) further to the following characterization.

Theorem 3. Let $k, s, \Xi$ be given as in Theorem 2. If $\operatorname{rank}(\Xi)=s$, then (ii)(a) of Theorem 2 holds if and only if

$$
\begin{equation*}
\left(\frac{d_{\Xi, s}}{d_{\Xi, s-1}}, k\right)>1 . \tag{1.18}
\end{equation*}
$$

If $\operatorname{rank}(\Xi)<s$, then (ii)(a) of Theorem 2 always holds.

Condition (ii)(b) of Theorem 2 can also be simplified by means of the lemmas in Section 2, see Lemma 5.

The condition (1.7) for Box spline distributions is closely related with linear independence of integer translates of discrete Box splines, which has been completely characterized in $[\mathbf{1}, \mathbf{7}, \mathbf{1 1}]$. Let us recall the so-called discrete Box splines. For the scaling matrix $H:=$ $\operatorname{diag}\{1 / k, \ldots, 1 / k\}$ and the integer matrix $\Xi$, the discrete Box spline $b_{H}(\cdot \mid \Xi)$ can be defined by its Fourier-Laplace transform as

$$
\begin{align*}
b_{H}(\cdot \mid \Xi)^{\wedge}(\omega) & =\prod_{j=1}^{n} \frac{1-e^{-i \xi_{j}^{T} \omega}}{1-e^{-i \xi_{j}^{T} \omega / k}}  \tag{1.19}\\
& =k^{n-s} \tilde{b}_{\Xi}\left(e^{-i \omega / k}\right)
\end{align*}
$$

From these formulas we can see that the condition (1.7) with $b=$ $b_{\Xi}$ is equivalent to the linear independence of integer translates of the discrete Box spline $b_{H}(\cdot \mid \Xi)$, while the latter problem has been
completely solved by Jia [11], Dahmen and Micchelli [7], de Boor, Höllig and Riemenschneider [1]. Jia showed in [11] that, when rank $\Xi=$ $s$, the integer translates of $b_{H}(\cdot \mid \Xi)$ are linearly independent if and only if $k$ is relatively prime to $|\operatorname{det} B|$ for any $\mathbf{R}^{s}$-basis $B \subset \Xi$. De Boor, Höllig and Riemenschneider [1] extended this result to the case when $\operatorname{rank} \Xi<s$ and proved that the integer translates of $b_{H}(\cdot \mid \Xi)$ are linearly independent if and only if $k$ is relatively prime to $d_{Z, \operatorname{rank}(Z)}$ for any linearly independent subset $Z \subset \Xi$.

Combining these results with Theorems 2 and 3, we state that, for Box spline distributions, the converse of Theorem 1 holds when $\operatorname{rank} \Xi=s$ while not any more when $\operatorname{rank} \Xi<s$.

Theorem 4. Let $\Xi$ and $\tilde{b}_{\Xi}$ be given as in Theorem 2. If rank $\Xi=s$, then the integer translates of $M_{\Xi}$ are linearly independent if and only if the conditions (1.7) and (1.8) of Theorem 1 hold for $b=b_{\Xi}$.

Theorem 5. Let $\Xi$ be an $s \times n$ integer matrix with $\operatorname{rank} \Xi<s$. If, for any linearly independent subset $Z \subset \Xi,\left(d_{Z, \operatorname{rank}(Z)}, k\right)=1$, while for some linearly independent subset $Y \subset \Xi, d_{Y, \operatorname{rank}(Y)}>1$, then the conditions (1.7) and (1.8) of Theorem 1 hold for $b=b_{\Xi}$, while the integer translates of $M_{\Xi}$ are linearly dependent.

Finally we mention a relation between stability and linear independence of integer translates of refinable distributions. The integer translates of a compactly supported distribution $\phi$ in $\mathbf{R}^{s}$ are said to be $r$-linearly independent, $0 \leq r \leq \infty$, if for any $\omega:=\left(\omega_{1}, \ldots, \omega_{s}\right)^{T}$ in $\mathbf{C}^{s}$ with $-r \leq \operatorname{Im} \omega_{j} \leq r, 1 \leq j \leq s$, there is some $\alpha \in \mathbf{Z}^{s}$ such that $\phi^{\wedge}(\omega+2 \pi \alpha) \neq 0$. We say that $\phi$ has stable integer translates if the integer translates of $\phi$ are zero-linearly independent, see also the definition of stability given by Jia and Wang in [13].

Theorem 6. Let $\phi$ and b satisfy the assumptions of Theorem 1 and $0 \leq r \leq \infty$. Then the integer translates of $\phi$ are r-linearly independent if and only if the following two conditions hold:
(i) For any $z:=\left(z_{1}, \ldots, z_{s}\right)^{T} \in \mathbf{C}^{s}$ with $e^{-r / k} \leq\left|z_{j}\right| \leq e^{r / k}$,

$$
\sum_{l \in \mathcal{E}_{k, s}}\left|\tilde{b}\left(e^{-i 2 \pi(l / k)} z\right)\right|>0
$$

(ii) the integer translates of $\phi$ are stable.
2. Lemmas. In the proofs of the main results, we need some lemmas related to the following system of linear diophantine equations

$$
\begin{equation*}
A y=b \tag{2.1}
\end{equation*}
$$

where $A$ is an $m \times n$ integer matrix and $b$ is an integer $m$-vector.
The following preliminary result can be found in [11, Theorem 3.2].

Lemma 1. Let $A$ be an integer matrix of full row rank. Then the system (2.1) has an integer solution for $y$ if and only if $d_{A, m}=d_{[A, b], m}$.

Using Lemma 1, we have

Lemma 2. Let $A$ be an $m \times n$ integer matrix of full row rank, $d \in \mathbf{N}$ a divisor of $d_{A, m}$. Then the following system of linear diophantine equations

$$
\begin{equation*}
A y=d b \tag{2.2}
\end{equation*}
$$

has an integer solution $y \in \mathbf{Z}^{n}$ for any $b \in \mathbf{Z}^{m}$ if and only if

$$
\begin{equation*}
\left.\frac{d_{A, m}}{d_{A, m-1}} \right\rvert\, d \tag{2.3}
\end{equation*}
$$

Proof of Lemma 2. We use the method of Jia [11].
By Lemma 1, the sufficiency is trivial since $d_{A, m}=d_{[A, d b], m}$.
To prove the necessity, we note that
(2.4) $d_{A, m-1}=$ g.c.d. $\left\{d_{X, m-1}: X\right.$ is an $m \times(m-1)$ submatrix of $\left.A\right\}$.

By Lemma 1, for any $b \in \mathbf{Z}^{m}$, the following holds

$$
d_{A, m}=d_{[A, d b], m},
$$

which is equivalent to that for any $m \times(m-1)$ submatrix $X$ of $A$,

$$
d_{A, m} \mid \operatorname{det}(X, d b),
$$

i.e.,

$$
\left.\frac{d_{A, m}}{d} \right\rvert\, \operatorname{det}(X, b)
$$

For any fixed $X$, we choose $b \in \mathbf{Z}^{m}$ such that

$$
\operatorname{det}(X, b)=d_{X, m-1}
$$

hence

$$
\left.\frac{d_{A, m}}{d} \right\rvert\, d_{X, m-1}
$$

and, by (2.4),

$$
\left.\frac{d_{A, m}}{d} \right\rvert\, d_{A, m-1}
$$

Therefore, we have

$$
\left.\frac{d_{A, m}}{d_{A, m-1}} \right\rvert\, d
$$

The proof of Lemma 2 is complete.

Lemma 3. Let $q \in \mathbf{Z}^{s}$ be such that $d_{q, 1}=1$. Then, for any $r \in \mathbf{C}$, $r q \in \mathbf{Z}^{s}$ if and only if $r \in \mathbf{Z}$.

Proof of Lemma 3. The sufficiency is trivial.
Suppose that $r \in \mathbf{C}$ is such that $r q \in \mathbf{Z}^{s}$. By [1, Lemma 6.23], there exists an $s \times(s-1)$ integer matrix $X$ such that $\operatorname{det}[X, q]=1$. Hence,

$$
[X, q]^{-1}=\left[Y_{1}, Y_{2}\right]^{T} \in \mathbf{Z}^{s \times s}
$$

where $Y_{1} \in \mathbf{Z}^{s \times(s-1)}, Y_{2} \in \mathbf{Z}^{s \times 1}$. Therefore, $r=Y_{2}^{T} r q \in \mathbf{Z}$.
The proof of Lemma 3 is complete.

Lemma 4. Let $\Xi \in \mathbf{Z}^{s \times n}$, $X$ be an $s \times\left(k^{s}-1\right)$ matrix whose columns are $x_{l} \in \Xi_{l}, l \in \mathcal{E}_{k, s} \backslash\left\{(0, \ldots, 0)^{T}\right\}$. Then $\operatorname{rank}(X)=s$.

Proof of Lemma 4. Suppose to the contrary that $\operatorname{rank}(X):=$ $p<s$. We choose $J \subset \mathcal{E}_{\hat{X}, s} \backslash\left\{(0, \ldots, 0)^{T}\right\}$ such that $\operatorname{rank}(X)=$ $\operatorname{rank}(X(J))=p=\# J$, let $\tilde{X}$ be an $s \times(s-p)$ integer matrix such that $\operatorname{rank}[X(J), \tilde{X}]=s$. Denote $[X(J), \tilde{X}]^{-1}=\left[Y_{1}, Y_{2}\right]^{T}$ with $Y_{1} \in$ $\mathbf{R}^{s \times(s-1)}$ and $Y_{2} \in \mathbf{R}^{s \times 1}$. We know that $\operatorname{det}[X(J), \tilde{X}]\left[Y_{1}, Y_{2}\right] \in \mathbf{Z}^{s \times s}$, $Y_{2} \neq(0, \ldots, 0)^{T}$ and $Y_{2}^{T} X(J)=0$. Therefore, we can choose $r \in \mathbf{Z}^{s \times 1}$ such that $d_{r, 1}=1$ and

$$
\frac{r^{T}}{k} X(J)=0
$$

which implies

$$
\frac{r^{T}}{k} X=0
$$

Choose $l \in \mathcal{E}_{k, s} \backslash\left\{(0, \ldots, 0)^{T}\right\}$ and $\alpha \in \mathbf{Z}^{s}$ such that

$$
r=l+k \alpha
$$

Then, for any $x \in X$,

$$
\frac{l}{k} \cdot x=\left(\frac{r}{k}-\alpha\right) \cdot x \in \mathbf{Z}
$$

In particular,

$$
l \cdot x_{l} \in k \mathbf{Z}
$$

which is a contradiction.
The proof of Lemma 4 is complete.

Lemma 5. Let $B$ be an $s \times s$ submatrix of $\Xi \in \mathbf{Z}^{s \times n}$ with $|\operatorname{det} B|>1$ and $(|\operatorname{det} B|, k)=1$. Then, for any $l \in \mathcal{E}_{k, s} \backslash\left\{(0, \ldots, 0)^{T}\right\}$, there exists some $\xi \in B \subset \Xi$ such that $l \cdot \xi \notin k \mathbf{Z}$, i.e., $\xi \in \Xi_{l}$.

Proof of Lemma 5. Suppose to the contrary that, for some $l \in$ $\mathcal{E}_{k, s} \backslash\left\{(0, \ldots, 0)^{T}\right\}$,

$$
B^{T} l \in k \mathbf{Z}^{s}
$$

Then

$$
\frac{l}{k} \in\left(B^{T}\right)^{-1} \mathbf{Z}^{s} \subset \frac{1}{|\operatorname{det} B|} \mathbf{Z}^{s}
$$

Hence,

$$
\frac{|\operatorname{det} B| d_{l, 1}}{k} \frac{l}{d_{l, 1}} \in \mathbf{Z}^{s}
$$

By Lemma 3, the following holds

$$
\frac{|\operatorname{det} B| d_{l, 1}}{k} \in \mathbf{Z}
$$

which implies $d_{l, 1} / k \in \mathbf{Z}$ since $(|\operatorname{det} B|, k)=1$. Therefore, we have

$$
\frac{l}{k}=\frac{d_{l, 1}}{k} \frac{l}{d_{l, 1}} \in \mathbf{Z}^{s}
$$

which is a contradiction. The proof of Lemma 5 is complete.
3. Proofs of the main results. The proof of Theorem 1 is similar to that given in [19].

Proof of Theorem 1. Suppose that the integer translates of $\phi$ are linearly independent. Then the first condition (1.7) must be satisfied since otherwise there is some $z_{0}=e^{-i \omega_{0}}$ with $\omega_{0} \in \mathbf{C}^{s}$ such that $\sum_{l \in \mathcal{E}_{k, s}}\left|\tilde{b}\left(e^{-i 2 \pi(l / k)} e^{-i \omega_{0}}\right)\right|=0$, which implies, by (1.1), for any $\alpha \in \mathbf{Z}^{s}$, i.e., any $\beta \in \mathbf{Z}^{s}$ and $l \in \mathcal{E}_{k, s}$,

$$
\begin{aligned}
\phi^{\wedge}\left(k \omega_{0}+2 \pi \alpha\right) & =\phi^{\wedge}\left(k \omega_{0}+2 \pi l+2 \pi k \beta\right) \\
& =\frac{1}{k^{s}} \tilde{b}\left(e^{-i 2 \pi(l / k)} e^{-i \omega_{0}}\right) \phi^{\wedge}\left(2 \pi \frac{l}{k}+\omega_{0}+2 \pi \beta\right) \\
& =0
\end{aligned}
$$

Now we prove the second condition (1.8). Suppose to the contrary that, for some $m \in \mathbf{N}$ and $z \in T^{s}$ satisfying $z^{k^{m}}=z \neq(1, \ldots, 1)^{T}$, and any integer $d \geq 0$, the following holds

$$
\sum_{l \in \mathcal{E}_{k, s} \backslash\left\{(0, \ldots, 0)^{T}\right\}}\left|\tilde{b}\left(e^{-i 2 \pi(l / k)} z^{k^{d}}\right)\right|=0 .
$$

Then, for some $n \in \mathbf{Z}^{s}$ with $n /\left(k^{m}-1\right) \notin \mathbf{Z}^{s}, z=e^{-i 2 \pi\left(n /\left(k^{m}-1\right)\right)}$. We show that, for $\alpha \in \mathbf{Z}^{s}$,

$$
\begin{equation*}
\phi^{\wedge}\left(2 \pi \frac{n}{k^{m}-1}+2 \pi \alpha\right)=0 \tag{3.1}
\end{equation*}
$$

To this end, set $n+\left(k^{m}-1\right) \alpha=k^{p} q$ where $0 \leq p \in \mathbf{Z}$ and $q \in \mathbf{Z}^{s} \backslash k \mathbf{Z}^{s}$. Hence

$$
\begin{aligned}
\phi^{\wedge}\left(2 \pi \frac{n}{k^{m}-1}+2 \pi \alpha\right)= & \phi^{\wedge}\left(2 \pi \frac{k^{p} q}{k^{m}-1}\right) \\
= & \prod_{j=1}^{p+1}\left\{\frac{1}{k^{s}} \tilde{b}\left(e^{-i 2 \pi\left(k^{p-j} q /\left(k^{m}-1\right)\right)}\right)\right\} \\
& \cdot \phi^{\wedge}\left(2 \pi \frac{q}{k\left(k^{m}-1\right)}\right) .
\end{aligned}
$$

We state that

$$
\begin{equation*}
\tilde{b}\left(e^{-i 2 \pi\left(q /\left(k\left(k^{m}-1\right)\right)\right)}\right)=0 . \tag{3.2}
\end{equation*}
$$

To prove (3.2), choose $r=\left(k^{m(p+1)}-1\right) /\left(k^{m}-1\right) \in \mathbf{N}$. It is easily seen that $(r, k)=1$. Let

$$
\begin{equation*}
-r q=k u+v \tag{3.3}
\end{equation*}
$$

where $u \in \mathbf{Z}^{s}, v \in \mathcal{E}_{k, s}$. We must have $v \neq(0, \ldots, 0)^{T}$, since otherwise $-r q \in k \mathbf{Z}^{s}$ which implies $q \in k \mathbf{Z}^{s}$, a contradiction. Therefore,

$$
\begin{aligned}
\tilde{b}\left(e^{-i 2 \pi\left(q /\left(k\left(k^{m}-1\right)\right)\right)}\right) & =\tilde{b}\left(e^{-i 2 \pi q\left(k^{m}(p+1)-r\left(k^{m}-1\right)\right) /\left(k\left(k^{m}-1\right)\right)}\right) \\
& =\tilde{b}\left(e^{-i 2 \pi(-r q / k)}\left(e^{-i 2 \pi\left(k^{p} q /\left(k^{m}-1\right)\right)}\right)^{k^{(m-1)(p+1)}}\right) \\
& =\tilde{b}\left(e^{-i 2 \pi(v / k)}\left(e^{-i 2 \pi\left(n /\left(k^{m}-1\right)\right)}\right)^{k(m-1)(p+1)}\right) \\
& =\tilde{b}\left(e^{-i 2 \pi(v / k)} z^{k^{(m-1)(p+1)}}\right) \\
& =0 .
\end{aligned}
$$

Thus (3.2) is valid, hence (3.1) holds, which is a contradiction. The proof of Theorem 1 is complete.

The proof of Theorem 2 is much more involved. Here we must use the lemmas given in Section 2.

Proof of Theorem 2. (i) $\Rightarrow$ (ii). If (ii)(a) holds, there is nothing to prove. If (ii)(a) does not hold, i.e., $\Xi_{l}$ is not empty for any $l \in \mathcal{E}_{k, s} \backslash\left\{(0, \ldots, 0)^{T}\right\}$, we prove (ii)(b). Suppose to the contrary that, for some $s \times\left(k^{s}-1\right)$ matrix $X$ whose columns are $x_{l} \in \Xi_{l}$, $l \in \mathcal{E}_{k, s} \backslash\left\{(0, \ldots, 0)^{T}\right\}$, and some prime $p \in \mathbf{N}$, the following holds

$$
\begin{equation*}
p \left\lvert\, \frac{d_{X, s}}{d_{X, s-1}}\right. \tag{3.4}
\end{equation*}
$$

while

$$
\begin{equation*}
(p, k)=1 \tag{3.5}
\end{equation*}
$$

By Lemma 4, let

$$
\begin{equation*}
d_{X, s}=p^{r_{1}} d_{1} \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
d_{X, s-1}=p^{r_{2}} d_{2} \tag{3.7}
\end{equation*}
$$

where $r_{1}, d_{1}, d_{2} \in \mathbf{N},\left(d_{1}, d_{2}, p\right)=1, r_{2} \in \mathbf{N} \cup\{0\}, r_{1} \geq r_{2}+1$.
By (2.4) and Lemma 4, we can find an $s \times(s-1)$ submatrix $\tilde{B}$ of $X$ such that

$$
\begin{equation*}
d_{\tilde{B}, s-1}=p^{r_{2}} d_{3} \tag{3.8}
\end{equation*}
$$

while $d_{3} \in \mathbf{N},\left(d_{3}, p\right)=1$.
By Lemma 4, choose an $s \times s$ submatrix $B$ of $X$ containing $\tilde{B}$ as its submatrix and $\operatorname{det} B \neq 0$. Then

$$
\begin{equation*}
|\operatorname{det} B|=d_{B, s}=p^{r_{3}} d_{4} \tag{3.9}
\end{equation*}
$$

where $r_{3}, d_{4} \in \mathbf{N}, r_{3} \geq r_{1},\left(d_{4}, p\right)=1, d_{1} \mid d_{4}$.
Let us mention that, by (3.7), (3.8) and (3.9),

$$
\begin{equation*}
d_{B^{T}, s-1}=d_{B, s-1}=p^{r_{2}} d_{5} \tag{3.10}
\end{equation*}
$$

with $d_{5} \in \mathbf{N},\left(d_{5}, p\right)=1, d_{5} \mid d_{4}$.
Using Lemma 2, we choose some $b \in \mathbf{Z}^{s}$ such that

$$
\begin{equation*}
B^{T} y=p^{r_{3}-r_{2}-1} d_{4} b \tag{3.11}
\end{equation*}
$$

has no integer solutions $y \in \mathbf{Z}^{s}$. Define $y_{0} \in \mathbf{Z}^{s}$ to be the unique solution to the following system of linear diophantine equations

$$
\begin{equation*}
B^{T} y=p^{r_{3}-r_{2}} d_{4} b \tag{3.12}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
y_{0}=p^{r_{3}-r_{2}} d_{4}\left(B^{T}\right)^{-1} b \tag{3.13}
\end{equation*}
$$

We know that $(1 / p) y_{0} \notin \mathbf{Z}^{s}$.
We state that

$$
\begin{equation*}
\frac{1}{p} X^{T} y_{0} \in \mathbf{Z}^{k^{s}-1} \tag{3.14}
\end{equation*}
$$

i.e., for any $x \in X$,

$$
\begin{equation*}
x^{T} \frac{y_{0}}{p} \in \mathbf{Z} \tag{3.15}
\end{equation*}
$$

To prove this statement, it is sufficient to show that, for $x \in X$,

$$
\begin{equation*}
P_{x}:=p^{r_{3}-r_{2}-1} d_{4} B^{-1} x \in \mathbf{Z}^{s} . \tag{3.16}
\end{equation*}
$$

To this end, we note that $P_{x}$ is the unique solution to the system of equations

$$
\begin{equation*}
B y=p^{r_{3}-r_{2}-1} d_{4} x \tag{3.17}
\end{equation*}
$$

Thus, by Lemma 1 we only need to prove

$$
d_{B, s}=d_{\left[B, p^{r_{3}-r_{2}-1} d_{4} x\right], s},
$$

i.e., for any $s \times(s-1)$ submatrix $B_{1}$ of $B$,

$$
\begin{equation*}
d_{B, s} \mid p^{r_{3}-r_{2}-1} d_{4} \operatorname{det}\left[B_{1}, x\right] . \tag{3.18}
\end{equation*}
$$

From the definition of $d_{X, s}$ and (3.6), we have

$$
p^{r_{3}-r_{2}-1} d_{4} \operatorname{det}\left[B_{1}, x\right]=p^{r_{3}-r_{2}-1+r_{1}} d_{4} d_{1} d_{6}
$$

with $d_{6} \in \mathbf{Z}$. Hence

$$
p^{r_{3}-r_{2}-1} d_{4} \operatorname{det}\left[B_{1}, x\right]=p^{r_{1}-r_{2}-1} d_{1} d_{6} d_{B, s}
$$

Therefore, (3.18) holds, which implies (3.15) and (3.14).
By (3.5) and Euler's theorem, there exists an $m \in \mathbf{N}$ such that $p \mid\left(k^{m}-1\right)$. Hence,

$$
\frac{y_{0}}{p}=\frac{q}{k^{m}-1},
$$

where $q \in \mathbf{Z}^{s}, q /\left(k^{m}-1\right) \notin \mathbf{Z}^{s}$.
Thus, for $z=e^{-i 2 \pi\left(q /\left(k^{m}-1\right)\right)} \in T^{s}$ satisfying $z^{k^{m}}=z \neq(1, \ldots, 1)^{T}$, any integer $d \geq 0$, and any $l \in \mathcal{E}_{k, s} \backslash\left\{(0, \ldots, 0)^{T}\right\}$, we have

$$
\begin{align*}
\tilde{b}_{\Xi}\left(e^{-i 2 \pi(l / k)} z^{k^{d}}\right) & =\tilde{b}_{\Xi}\left(e^{-i 2 \pi\left(l / k+k^{d} q /\left(k^{m}-1\right)\right)}\right)  \tag{3.19}\\
& =0
\end{align*}
$$

since $\tilde{b}_{\Xi}\left(e^{-i \omega}\right)=0$ if and only if, for some $\xi \in \Xi, k \xi^{T} \omega \in 2 \pi \mathbf{Z} \backslash 2 \pi k \mathbf{Z}$ while, by (3.14), for $x_{l} \in X$,

$$
\begin{aligned}
k x_{l}^{T} 2 \pi\left(\frac{l}{k}+\frac{k^{d} q}{k^{m}-1}\right) & =2 \pi x_{l}^{T} l+2 \pi k^{d+1} \frac{x_{l}^{T} q}{k^{m}-1} \\
& =2 \pi x_{l}^{T} l+2 \pi k^{d+1} x_{l}^{T} \frac{y_{0}}{p} \in 2 \pi \mathbf{Z} \backslash 2 \pi k \mathbf{Z}
\end{aligned}
$$

The conclusion (3.19) is a contradiction to (1.14).
The proof of the first implication is complete.
(ii) $\Rightarrow$ (iii). If (ii)(a) is satisfied, say for some $l \in \mathcal{E}_{k, s} \backslash\left\{(0, \ldots, 0)^{T}\right\}$, $\Xi_{l}$ is empty, i.e.,

$$
\Xi^{T} l \in k \mathbf{Z}^{n}
$$

Then, for any $z=e^{-i 2 \pi\left(q /\left(k^{m}-1\right)\right)} \in T^{s}$ satisfying $z^{k^{m}}=z \neq$ $(1, \ldots, 1)^{T}$, and $\xi \in \Xi$, we have

$$
2 \pi k \xi^{T}\left(\frac{l}{k}+\frac{q}{k^{m}-1}\right)=2 \pi \xi^{T} l+2 \pi k \frac{\xi^{T} q}{k^{m}-1} \notin 2 \pi \mathbf{Z} \backslash 2 \pi k \mathbf{Z}
$$

which implies

$$
\tilde{b}_{\Xi}\left(e^{-i 2 \pi(l / k)} z\right) \neq 0
$$

Hence, (1.17) holds.
If (ii)(a) is not satisfied while (ii)(b) holds, we prove that (iii) is valid. Suppose to the contrary that, for some $m \in \mathbf{N}$ and some $z \in T^{s}$ satisfying $z^{k^{m}}=z \neq(1, \ldots, 1)^{T}$, the following holds

$$
\sum_{l \in \mathcal{E}_{k, s} \backslash\left\{(0, \ldots, 0)^{T}\right\}}\left|\tilde{b}_{\Xi}\left(e^{-i 2 \pi(l / k)} z\right)\right|=0 .
$$

Let $z=e^{-i 2 \pi\left(\eta /\left(k^{m}-1\right)\right)}$ with $\eta \in \mathbf{Z}^{s}$ and $\eta /\left(k^{m}-1\right) \notin \mathbf{Z}^{s}$. Then, for any $l \in \mathcal{E}_{k, s} \backslash\left\{(0, \ldots, 0)^{T}\right\}$, we have some $x_{l} \in \Xi$ such that

$$
\begin{equation*}
k x_{l}^{T}\left(\frac{l}{k}+\frac{\eta}{k^{m}-1}\right) \in \mathbf{Z} \backslash k \mathbf{Z} \tag{3.20}
\end{equation*}
$$

Since $\left(k^{m}-1, k\right)=1$, (3.20) implies

$$
\begin{equation*}
\frac{x_{l}^{T} \eta}{k^{m}-1} \in \mathbf{Z} \tag{3.21}
\end{equation*}
$$

and

$$
x_{l}^{T} l \in \mathbf{Z} \backslash k \mathbf{Z}
$$

i.e.,

$$
x_{l} \in \Xi_{l} .
$$

Let $X$ be the $s \times\left(k^{s}-1\right)$ integer matrix whose columns are these $x_{l}$, $l \in \mathcal{E}_{k, s} \backslash\left\{(0, \ldots, 0)^{T}\right\}$. Define $p \in \mathbf{N}$ to be prime and $q \in \mathbf{Z}^{s}$ such that $\left(p, d_{q, 1}\right)=1$ and $q / p=r\left(\eta /\left(k^{m}-1\right)\right)$ for some $r \in \mathbf{Z},(p, k)=1$. Then, from (3.21),

$$
\begin{equation*}
X^{T} \frac{q}{p}=b \in \mathbf{Z}^{k^{s}-1} \tag{3.22}
\end{equation*}
$$

We state that

$$
\begin{equation*}
p \left\lvert\, \frac{d_{X, s}}{d_{X, s-1}}\right. \tag{3.23}
\end{equation*}
$$

To prove (3.23) by Lemma 4, let

$$
\begin{align*}
d_{X, s} & =p^{r_{1}} d_{1}  \tag{3.24}\\
d_{X, s-1} & =p^{r_{2}} d_{2} \tag{3.25}
\end{align*}
$$

where $r_{1}, r_{2} \geq 0, d_{1}, d_{2} \in \mathbf{N},\left(d_{1} d_{2}, p\right)=1, d_{2} \mid d_{1}$.
Let $B$ be an arbitrary $s \times s$ submatrix of $X$ such that $\operatorname{det} B \neq 0$. Since $d_{B, s-1} \mid d_{B, s}$, let

$$
\begin{aligned}
d_{B^{T}, s} & =d_{B, s}=p^{r_{3}} d_{3} \\
d_{B^{T}, s-1} & =d_{B, s-1}=p^{r_{4}} d_{4}
\end{aligned}
$$

where $r_{3}, r_{4} \in \mathbf{Z}, r_{3} \geq r_{4} \geq 0, d_{3}, d_{4} \in \mathbf{N},\left(d_{3} d_{4}, p\right)=1, d_{4} \mid d_{3}$.
If $r_{3}=r_{4}$, by (3.22), we know that

$$
B^{T} \frac{d_{3}}{d_{4}} \frac{q}{p}=\frac{d_{3}}{d_{4}} b
$$

By Lemma 2, the unique solution $y=\left(d_{3} / d_{4}\right)(q / p)$ to the system of linear diophantine equations

$$
B^{T} y=\frac{d_{3}}{d_{4}} b
$$

must be in $\mathbf{Z}^{s}$, hence by Lemma $3, d_{q, 1} d_{3} / p \in \mathbf{Z}$, which is a contradiction.

Thus, $r_{3}>r_{4}$. By (3.25), we then have $r_{3} \geq r_{4}+1 \geq r_{2}+1$. Since $B$ is arbitrary, from (3.24) we get

$$
r_{1} \geq r_{2}+1
$$

which implies (3.23).
By condition (ii)(b), (3.23) implies $p \mid k$, which is a contradiction since by our assumption $(p, k)=1$. Therefore, (1.17) must be true.

The proof of the second implication is complete.
(iii) $\Rightarrow$ (i). This implication is trivial by choosing $d=0$.

The proof of Theorem 2 is complete.

The proof of Theorem 3 depends mainly upon linear diophantine equations, especially Lemma 2.

Proof of Theorem 3. Assume first that $\operatorname{rank} \Xi=s$. Suppose that (ii)(a) of Theorem 2 holds, say for some $l \in \mathcal{E}_{k, s} \backslash\left\{(0, \ldots, 0)^{T}\right\}, \Xi_{l}$ is empty. Then

$$
\Xi^{T} \frac{l}{k} \in \mathbf{Z}^{n}
$$

Let $p \in \mathbf{N}$ be prime and $p \mid k /\left(k, d_{l, 1}\right)$. We show that

$$
\begin{equation*}
p \left\lvert\, \frac{d_{\Xi, s}}{d_{\Xi, s-1}}\right. \tag{3.26}
\end{equation*}
$$

For any $s \times s$ submatrix $B$ of $\Xi$ with $\operatorname{det} B \neq 0$, we have

$$
d_{\Xi, s-1} \mid \operatorname{det} B
$$

Let $b=B^{T}(l / k) \in \mathbf{Z}^{s}$. Then we know that $\left(|\operatorname{det} B| /\left(k d_{\Xi, s-1}\right)\right) l$ is the unique solution to the following system of equations

$$
B^{T} y=\frac{|\operatorname{det} B|}{d_{\Xi, s-1}} b
$$

By the definition of $d_{\Xi, s-1}, d_{\Xi, s-1} \mid d_{B^{T}, s-1}$. Therefore, Lemma 2 implies

$$
\frac{|\operatorname{det} B|}{k d_{\Xi, s-1}} l \in \mathbf{Z}^{s}
$$

and, by Lemma 3,

$$
\frac{|\operatorname{det} B|}{d_{\Xi, s-1}} \frac{d_{l, 1}}{k}=\frac{\left(|\operatorname{det} B| / d_{\Xi, s-1}\right)\left(d_{l, 1} /\left(k, d_{l, 1}\right)\right)}{p\left(k /\left(\left(k, d_{l, 1}\right) p\right)\right)} \in \mathbf{Z}
$$

Notice that $p \mid\left(k /\left(k, d_{l, 1}\right)\right)$ implies $\left(p, d_{l, 1} /\left(k, d_{l, 1}\right)\right)=1$ and then $\left(p\left(k /\left(\left(k, d_{l, 1}\right) p\right)\right), d_{l, 1} /\left(k, d_{l, 1}\right)\right)=1$. Hence,

$$
\frac{|\operatorname{det} B|}{d_{\Xi, s-1}} \in p \frac{k}{\left(k, d_{l, 1}\right) p} \mathbf{Z} \subset p \mathbf{Z}
$$

Therefore, (3.26) holds, which implies $p \mid\left(k, d_{\Xi, s} / d_{\Xi, s-1}\right)$, i.e., (1.18) is valid.

Suppose conversely that (1.18) holds, say $1<p$ is prime and

$$
\begin{equation*}
p \left\lvert\,\left(k, \frac{d_{\Xi, s}}{d_{\Xi, s-1}}\right)\right. \tag{3.27}
\end{equation*}
$$

We show that (ii)(a) of Theorem 2 is valid. The method of proof is almost the same as that of the proof of the first implication of Theorem 2.

Let

$$
d_{\Xi, s-1}=p^{r_{1}} d_{1}
$$

with $r_{1} \geq 0, d_{1} \in \mathbf{N},\left(d_{1}, p\right)=1$. Choose an $s \times(s-1)$ submatrix $\tilde{B}$ of $\Xi$ such that

$$
d_{\tilde{B}^{T}, s-1}=p^{r_{1}} d_{2}
$$

$\underset{\tilde{B}}{\text { with }} d_{2} \in \mathbf{N},\left(d_{2}, p\right)=1$. Take an $s \times s$ submatrix $B$ of $\Xi$ containing $\tilde{B}$, and $\operatorname{det} B \neq 0$, then

$$
p^{r_{1}+1} \nmid d_{B^{T}, s-1}
$$

and

$$
d_{B^{T}, s}=|\operatorname{det} B|=p^{r_{2}} d_{3}
$$

where $r_{2}, d_{3} \in \mathbf{N}, r_{2} \geq r_{1}+1,\left(d_{3}, p\right)=1$.
By Lemma 2, there exists some $b \in \mathbf{Z}^{s}$ such that

$$
B^{T} y=p^{r_{2}-r_{1}-1} d_{3} b
$$

has no integer solutions, i.e.,

$$
y_{0}:=p^{r_{2}-r_{1}-1} d_{3}\left(B^{T}\right)^{-1} b \notin \mathbf{Z}^{s} .
$$

Now we prove that

$$
\begin{equation*}
\Xi^{T} y_{0} \in \mathbf{Z}^{n} \tag{3.28}
\end{equation*}
$$

To this end, it is sufficient to show that, for any $\xi \in \Xi$,

$$
P_{\xi}:=p^{r_{2}-r_{1}-1} d_{3} B^{-1} \xi \in \mathbf{Z}^{s}
$$

Since $P_{\xi}$ is the unique solution to the system of equations

$$
B y=p^{r_{2}-r_{1}-1} d_{3} \xi
$$

we only need to verify that

$$
\begin{equation*}
d_{B, s}=d_{\left[B, p^{r_{2}-r_{1}-1} d_{3} \xi\right], s} \tag{3.29}
\end{equation*}
$$

For any $s \times(s-1)$ submatrix $B_{1}$ of $B$, we have by (3.27) and the definition of $d_{\Xi, s}$,

$$
\begin{aligned}
\operatorname{det}\left[B_{1}, p^{r_{2}-r_{1}-1} d_{3} \xi\right] & =p^{r_{2}-r_{1}-1} d_{3} \operatorname{det}\left[B_{1}, \xi\right] \\
& \in p^{r_{2}-r_{1}-1} d_{3} p d_{\Xi, s-1} \mathbf{Z}
\end{aligned}
$$

i.e.,

$$
d_{B, s} \mid \operatorname{det}\left[B_{1}, p^{r_{2}-r_{1}-1} d_{3} \xi\right]
$$

Thus, (3.29), and hence (3.28), holds.
We observe that $\left(B^{T}\right)^{-1} \in\left(d_{\Xi, s-1} /|\operatorname{det} B|\right) \mathbf{Z}^{s \times s}$. Hence, by (3.27),

$$
k y_{0} \in \mathbf{Z}^{s}
$$

Therefore, we have some $l \in \mathcal{E}_{k, s} \backslash\left\{(0, \ldots, 0)^{T}\right\}$ such that

$$
y_{0} \in \frac{l}{k}+\mathbf{Z}^{s}
$$

Then, by (3.28),

$$
\Xi^{T} \frac{l}{k} \in \mathbf{Z}^{n}
$$

i.e., $\Xi_{l}$ is empty.

We have completed the proof for the case $\operatorname{rank} \Xi=s$.
If $\operatorname{rank} \Xi<s$, the proof of Lemma 4 implies that, for some $l \in$ $\mathcal{E}_{k, s} \backslash\left\{(0, \ldots, 0)^{T}\right\}, \Xi_{l}$ is empty. Hence (ii)(a) of Theorem 2 holds.

The proof of Theorem 3 is complete.

Finally let us turn to prove the main results on Box spline wavelets.

Proof of Theorem 4. By Theorem 1 we only need to prove the sufficiency. Assume that the two conditions (1.7) and (1.8) of Theorem 1 hold for $b=b_{\Xi}$. By the well-known characterization on linear independence of integer translates of Box splines given by Jia [10], Dahmen and Micchelli $[\mathbf{6}]$, it is sufficient to show that, for any $\mathbf{R}^{s}$-basis $B \subset \Xi$, $|\operatorname{det} B|=1$.

Suppose to the contrary that, for some $\mathbf{R}^{s}$-basis $B \subset \Xi$,

$$
|\operatorname{det} B|>1
$$

Then, by [11, Corollary 4.3], (1.7) implies $(|\operatorname{det} B|, k)=1$. By Lemma 5 and Theorems 2, 3, we conclude that (ii)(b) of Theorem 2 must hold. Then, using Lemma 5 again, we know that, for any prime $p \in \mathbf{N}$, $p \mid\left(d_{B, s} / d_{B, s-1}\right)$ implies $p \mid k$. Since $(|\operatorname{det} B|, k)=1$, we must have

$$
d_{B, s}=d_{B, s-1}
$$

from which it follows

$$
B^{-1} \in \frac{d_{B, s-1}}{|\operatorname{det} B|} \mathbf{Z}^{s \times s} \subset \mathbf{Z}^{s \times s}
$$

and, for any $b \in \mathbf{Z}^{s}$ the following system of linear diophantine equations

$$
B y=b
$$

always has an integer solution. By [11, Corollary 3.3], we have $d_{B, s}=|\operatorname{det} B|=1$, which is a contradiction.

The proof of Theorem 4 is complete.

Proof of Theorem 5. By Theorem 3, the second condition (1.8) of Theorem 1 always holds for $b=b_{\Xi}$ in case $\operatorname{rank} \Xi<s$. By our assumptions on $\Xi$ and [ $\mathbf{1}$, Theorem 6.30], the first condition (1.7) is also satisfied. Hence the two conditions of Theorem 1 hold for $b=b_{\Xi}$.

On the other hand, by the result of Dahmen, Jia and Micchelli [5, Corollary 3.1], the integer translates of $M_{\Xi}$ are linearly dependent.

The proof of Theorem 5 is complete.

To end our discussion, we prove Theorem 6 .

Proof of Theorem 6. The necessity can be proved in the same way as in Theorem 1 by noticing that $\left|z_{0}\right|=\left|e^{-i \omega_{0}}\right| \in\left[e^{-r / k}, e^{r / k}\right]$ if and only if $\operatorname{Im}\left(k \omega_{0}\right) \in[-r, r]$.

## Sufficiency. Let

$$
\begin{aligned}
& N(\phi):=\left\{\omega:=\left(\omega_{1}, \ldots, \omega_{s}\right)^{T} \in \mathbf{C}^{s}:\right. \\
& \left.\quad 0 \leq \operatorname{Re} \omega_{j}<2 \pi, \phi^{\wedge}(\omega+2 \pi \alpha)=0, \forall \alpha \in \mathbf{Z}^{s}\right\}
\end{aligned}
$$

Denote $\operatorname{Im} \omega:=\left(\operatorname{Im} \omega_{1}, \ldots, \operatorname{Im} \omega_{s}\right)^{T}$. Suppose to the contrary that, for some $\omega_{0}:=\left(\omega_{0,1}, \ldots, \omega_{0, s}\right)^{T} \in N(\phi)$, it holds that $\operatorname{Im} \omega_{0} \in[-r, r]^{s}$. Then, for any $\beta \in \mathbf{Z}^{s}$ and $l \in \mathcal{E}_{k, s}$,

$$
\begin{aligned}
\phi^{\wedge}\left(\omega_{0}+2 \pi l+2 \pi k \beta\right)= & \frac{1}{k^{s}} \tilde{b}\left(e^{-i 2 \pi(l / k)} e^{-i\left(\omega_{0} / k\right)}\right) \\
& \cdot \phi^{\wedge}\left(\frac{\omega_{0}}{k}+2 \pi \frac{l}{k}+2 \pi \beta\right)=0
\end{aligned}
$$

Note that $\left|e^{-i\left(\omega_{0, j} / k\right)}\right|=e^{(1 / k) \operatorname{Im} \omega_{0, j}} \in\left[e_{\tilde{b}}^{-r / k}, e^{r / k}\right]$. By condition (i), there exists some $l_{0} \in \mathcal{E}_{k, s}$ such that $\tilde{b}\left(e^{-i 2 \pi\left(l_{0} / k\right)} e^{-i\left(\omega_{0} / k\right)}\right) \neq 0$. Then, for any $\beta \in \mathbf{Z}^{s}, \phi^{\wedge}\left(\omega_{0} / k+2 \pi\left(l_{0} / k\right)+2 \pi \beta\right)=0$, i.e., $\omega_{1}:=$ $\omega_{0} / k+2 \pi\left(l_{0} / k\right) \in N(\phi)$. Observe that $\operatorname{Im} \omega_{1} \in[-r / k, r / k]^{s}$. Repeating the same process, we find a sequence $\left\{\omega_{n}\right\}_{n=0}^{\infty} \subset \mathbf{C}^{s}$ such that $\omega_{n+1} \in$ $\omega_{n} / k+2 \pi\left(\mathcal{E}_{k, s} / k\right), \omega_{n} \in N(\phi)$. Hence, $\operatorname{Im} \omega_{n}=k^{-n} \operatorname{Im} \omega_{0} \in[-r, r]^{s}$.

Since, for any $n \geq 0, \omega_{n} \in([0,2 \pi)+i[-r, r])^{s}$ which is a compact set, there is a subsequence $\left\{\omega_{n_{l}}\right\}_{l=0}^{\infty}$ of $\left\{\omega_{n}\right\}_{n=0}^{\infty}$ such that $\omega_{n_{l}} \rightarrow \xi \in \mathbf{C}^{s}$ as $l \rightarrow \infty$. Then $\operatorname{Re} \xi \in[0,2 \pi)^{s}$ and $\operatorname{Im} \xi=(0, \ldots, 0)^{T}$. Also, for any $\alpha \in \mathbf{Z}^{s}, \phi^{\wedge}(\xi+2 \pi \alpha)=\lim _{l \rightarrow \infty} \phi^{\wedge}\left(\omega_{n_{l}}+2 \pi \alpha\right)=0$. Therefore, $\xi \in N(\phi)$ and $\xi \in \mathbf{R}^{s}$. This is a contradiction to the condition (ii). The proof of Theorem 6 is complete.
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