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POINTS OF INFINITE DERIVATIVE OF
CANTOR FUNCTIONS

Abstract

We consider self-similar Borel probability measures µ on a self-similar
set E with strong separation property. We prove that for any such
measure µ the derivative of its distribution function F (x) is infinite for
µ-a.e. x ∈ E, and so the set of points at which F (x) has no derivative,
finite or infinite is of µ-zero.

1 Introduction.

Let E ⊂ R be a Borel set, let µ be a finite, atomless Borel measure on E. For
0 < c < ∞, set

Qu
c =

{
x ∈ E : lim sup

r→0+

µ([x− r, x + r])
r

≤ c

}
,

and

Ql
c =

{
x ∈ E : lim inf

r→0+

µ([x− r, x + r])
r

≤ c

}
.

Then a classical result (ref. proposition 2.2 (a) and (c) in [4]) shows that
µ(Qu

c ) ≤ cH1(Qu
c ) and µ(Ql

c) ≤ cP1(Ql
c), where H1(·) and P1(·) are, respec-

tively, the one-dimensional Hausdorff and packing measures. Therefore, if
both dimH E and dimP E are less than 1, then for µ-a.e. x ∈ E,

lim sup
r→0+

µ([x− r, x + r])/r = +∞ and lim inf
r→0+

µ([x− r, x + r])/r = +∞. (1)
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The first equality in (1) implies that for µ-a.e. x ∈ E,

max
{

lim sup
r→0+

µ[x− r, x]
r

, lim sup
r→0+

µ[x, x + r]
r

}
= +∞.

It shows that the distribution function of µ has infinite upper derivatives µ
almost everywhere. However, the second equality in (1) provides less informa-
tion about its lower derivatives which for x ∈ R equal

min
{

lim inf
r→0+

µ[x− r, x]
r

, lim inf
r→0+

µ[x, x + r]
r

}
.

In the following, we consider E as a class of self-similar sets, and µ as
the self-similar measures on E. In the present paper, we show that their
distribution functions have infinite derivatives for µ-a.e. x ∈ E.

A self-similar set E in R is defined as the unique nonempty compact set
invariant under hj ’s:

E =
r⋃

j=0

hj(E), (2)

where hj(x) = ajx + bj , j = 0, 1, . . . , r, with 0 < aj < 1 and r ≥ 1 being a
positive integer. Without loss of generality, we shall assume that b0 = 0 and
ar + br = 1. We furthermore assume that the images hj([0, 1]), j = 0, 1, . . . , r
are pairwise disjoint (i.e., E satisfies the strong separation property) and are
ordered from left to right. We remark that this assumption implies that the
hj ’s satisfy the open set condition with the open set (0, 1), which is less general
than the usual one defined by [6]. It is well-known that dimH E = dimB E =
dimP E = ξ ∈ (0, 1) and 0 < Hξ(E) < Pξ(E) < +∞ where ξ is given by∑r

j=0 aξ
j = 1 (ref. [6]).

As usual, the elements of E in (2) can be encoded by digits in Ω =
{0, 1, . . . , r} as follows. We write ΩN = {σ = (σ(1), σ(2), . . . ) : σ(j) ∈ Ω}
and Ω∗ =

⋃∞
k=1Ω

k with Ωk = {σ = (σ(1), σ(2), . . . , σ(k)) : σ(j) ∈ Ω}
for k ∈ N. |σ| is used to denote the length of the word σ ∈ Ω∗. For
any σ, τ ∈ Ω∗, write σ ∗ τ = (σ(1), . . . , σ(|σ|), τ(1), . . . , τ(|τ |)), and write
τ ∗ σ = (τ(1), . . . , τ(|τ |), σ(1), σ(2), . . . ) for any τ ∈ Ω∗, σ ∈ ΩN. σ|k =
(σ(1), σ(2), . . . , σ(k)) for σ ∈ ΩN and k ∈ N. Let hσ(x) = hσ(1) ◦ · · · ◦
hσ(k)(x) for σ ∈ Ωk and x ∈ R. Then for σ ∈ Ωk, the intervals hσ∗0([0, 1]),
hσ∗1([0, 1]), . . . , hσ∗r([0, 1]) are contained in hσ([0, 1]) in this order where the
left endpoint of hσ∗0([0, 1]) coincides with the left endpoint of hσ([0, 1]), and
the right endpoint of hσ∗r([0, 1]) coincides with the right endpoint of hσ([0, 1]).
Moreover, the length of the interval hσ([0, 1]) equals λ(hσ([0, 1])) =

∏k
j=1 aσ(j)

=: aσ for σ ∈ Ωk, where λ(·) denotes the one-dimensional Lebesgue measure.
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For j = 1, 2, . . . , let Ej = ∪σ∈Ωj hσ([0, 1]). Then Ej ↓ E as j → ∞ and
x ∈ E can be encoded by a unique σ ∈ ΩN satisfying

{x} =
∞⋂

k=1

hσ|k([0, 1]).

Throughout this paper we sometimes denote this unique code of x by x̃ and
use x(k) to denote the k-th component of x̃; i.e., use x̃ = (x(1), x(2), . . . ) for
the code of x ∈ E. In this way one can establish a continuous one-to-one
correspondence between ΩN and E. The endpoints of hσ([0, 1]) for a σ ∈ Ω∗

will be called the endpoints of E. So the set of endpoints of E is countable.
Obviously, any endpoint e of E lies in E and except for a finite number of
terms, its coding ẽ consists of either only the symbol 0 if e is the left endpoint
of some hσ([0, 1]), or only the symbol r if e is the right endpoint of some
hσ([0, 1]).

Let µ be a self-similar Borel probability measure on E corresponding to the
probability vector (p0, p1, . . . , pr), where each pi > 0 and

∑r
i=0 pi = 1; i.e., the

measure satisfying

µ(A) =
r∑

j=0

pjµ(h−1
j (A)) for any Borel set A,

and so

µ(hσ([0, 1])) =
k∏

j=1

pσ(j) =: pσ, for any σ ∈ Ωk, k ∈ N. (3)

Obviously, µ is atomless. Consider the distribution function of such a proba-
bility measure µ, also called Cantor function or a self-affine ‘devil’s staircase’
function,

F (x) = µ([0, x]), x ∈ [0, 1]. (4)

Then F (x) is a non-decreasing continuous function with F (0) < F (1); that
is, constant off the support of µ. Obviously, the derivative of F (x) is zero for
each x ∈ [0, 1] \E. In particular, the set S of points of non-differentiability of
F (x); that is, those x where

lim
δ→0

F (x + δ)− F (x)
δ

= lim
δ→0

µ((x, x + δ])
δ

(
or

µ((x + δ, x])
−δ

if δ < 0
)

does not exist either as a finite number or ∞, has Lebesgue measure 0. The
Hausdorff dimension of S has been obtained (ref. [1, 2, 3, 5] for the case
pi = aξ

i , [8] for the case pi = ai(
∑r

i=0 ai)−1 and [7] for the case pi > ai). Let

E∗ = E \ {endpoints of E},
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and

T =
{

t ∈ E∗ : lim
n→∞

1
n

n∑
i=1

log
pt(i)

at(i)
=

r∑
i=0

pi(log pi − log ai)
}

. (5)

Then µ(T ) = 1 by the law of large numbers. We decompose the set S into

S = N+ ∪N− ∪ Z,

where N+(N−) is the set of points in E∗ at which the right (left) derivative of
F (x) doesn’t exist, finite or infinite, Z is a subset of the set of endpoints of E,
so at most countable. In the present paper, we prove the following theorem.

Theorem 1.1. Let (p0, p1, . . . , pr) be an arbitrarily given probability vector.
Let µ and F (x) be determined by (3) and (4) respectively. Then F ′(x) = +∞
for µ-a.e. x ∈ E. So µ(S) = 0.

2 Proofs.

In this section, we first prove in the following Proposition 2.1 that F (x) has
infinite upper derivatives for µ-a.e. x ∈ E (although it can be obtained directly
from (1)) by showing that both of the upper right and the upper left derivatives
of F (x) are infinite for each x ∈ T . Then the set T ∩ N+ (T ∩ N−) consists
of those points of T at which F (x) has finite lower right (left) derivatives by
the definition of N+ (N−). We characterize T ∩N+ (T ∩N−) by the coding
property of its elements in Lemma 2.2. Theorem 1.1 then is proved by showing
that µ(T ∩N+) = 0 (µ(T ∩N−) = 0).

Proposition 2.1. Both the upper right and the upper left derivatives of F (x)
are infinite for each x ∈ T .

Proof. Let t ∈ T with code t̃ = (t(1), t(2), . . . ). Then t̃ has infinitely many
entries lying in Ω \ {r}. Suppose t̃ has an entry from Ω \ {r} in position
j. Then t lies in the interval ht̃|(j−1)([0, 1]), but is not equal to the right
endpoint u of ht̃|(j−1)([0, 1]), where ũ = (t(1), . . . , t(j − 1), r, r, . . . ). Note that
u is also the right endpoint of hũ|j([0, 1]) and that t /∈ hũ|j([0, 1]). Thus we
have that t, u ∈ ht̃|(j−1)([0, 1]) and (t, u] ⊇ hũ|j([0, 1]). Consider the slope of
the line segment from the point P = (t, F (t)) on the graph of F (x) to the
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point Q = (u, F (u)). We have

F (u)− F (t)
u− t

=
µ((t, u])
u− t

≥
µ(hũ|j([0, 1]))
|ht̃|(j−1)([0, 1])|

=
pt̃|(j−1)pr

at̃|(j−1)

= pr exp

(
(j − 1)

1
j − 1

j−1∑
i=1

log
pt(i)

at(i)

)
.

(6)

Note that by corollary 1.5 in [4],
r∑

i=0

pi(log pi − log ai) ≥ − log
r∑

j=0

aj > 0.

Thus, the upper right derivative of F (x) at t is infinite by (6) and (5) when
j → +∞. Symmetrically, the upper left derivative of F (x) at t of E is also
infinite.

Lemma 2.2. Let Γ = {0, 1, . . . , r − 1}. Let t ∈ E∗ and let z(t, n) denote the
position of the n-th occurrence of elements of Γ in t̃. Then

(I) T ∩N+ ⊆ T ∩

{
t ∈ E∗ : lim sup

n→∞

z(t,n+1)
z(t,n) ≥ 1− 1

log pr

r∑
i=0

pi(log pi − log ai)

}
;

(II) T ∩
{

t ∈ E∗ : lim supn→∞
z(t,n+1)

z(t,n) > 1− 1
log pr

∑r
i=0 pi(log pi − log ai)

}
⊆

T ∩N+.
Symmetrically, if we replace Γ by {1, 2, . . . , r}, then

(I’) T ∩N− ⊆ T ∩

{
t ∈ E∗ : lim sup

n→∞

z(t,n+1)
z(t,n) ≥ 1− 1

log p0

r∑
i=0

pi(log pi − log ai)

}
;

(II’) T∩
{

t ∈ E∗ : lim supn→∞
z(t,n+1)

z(t,n) > 1− 1
log p0

∑r
i=0 pi(log pi − log ai)

}
⊆

T ∩N−.

Proof. We first prove statement (I); i.e., the lower-right derivative of F (x)
is infinite at t ∈ T when

lim sup
n→∞

z(t, n + 1)
z(t, n)

< 1− 1
log pr

r∑
i=0

pi(log pi − log ai). (7)

Consider such a point t with t̃ = (t(1), t(2), . . . ). By (7) and (5) let k be a
positive integer such that for n ≥ k

z(t, n + 1)
z(t, n)

< 1− 1
log pr

r∑
i=0

pi(log pi − log ai) + 2q, (8)
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and
1

z(t, n)

z(t,n)∑
i=1

log
pt(i)

at(i)
>

r∑
i=0

pi(log pi − log ai)− q log pr, (9)

for some negative real number q. Let u be a positive number such that u
is smaller than the distance between t and [0, 1] \ Et̃|l with l = z(t, k). Let
x be a point in the segment (t, t + u). Then t, x ∈ ht̃|l([0, 1]). We will see
that (F (x) − F (t))/(x − t) is large relative to k, so t is not in N+. Let i
denote the level at which x /∈ ht̃|i([0, 1]) but x ∈ ht̃|(i−1)([0, 1]). Note also that
t ∈ ht̃|(i−1)([0, 1]). Thus x − t ≤ |ht̃|(i−1)([0, 1])| = at̃|(i−1); also i = z(t, n)
for some n > k. Put j = z(t, n + 1) − 1, and by v we denote the right
endpoint of ht̃|j([0, 1]), which implies that ṽ = (t(1), . . . , t(j), r, r, . . . ) and
(t, v] ⊇ hṽ|(j+1)([0, 1]). Then we have t < v < x and F (v)− F (t) = µ((t, v]) ≥
µ(hṽ|(j+1)([0, 1])) = pt̃|jpr. Therefore, we have

F (x)− F (t)
x− t

≥
pt̃|jpr

at̃|(i−1)

=
pr

∏z(t,n+1)−1
m=1 pt(m)∏z(t,n)−1
m=1 at(m)

= at(z(t,n))p
z(t,n+1)−z(t,n)
r

z(t,n)∏
m=1

pt(m)

at(m)

≥ ( min
0≤m≤r

am)

p
z(t,n+1)

z(t,n) −1
r

z(t,n)∏
m=1

pt(m)

at(m)

 1
z(t,n)


z(t,n)

.

(10)

Let

Q = p
z(t,n+1)

z(t,n) −1
r

z(t,n)∏
m=1

pt(m)

at(m)

 1
z(t,n)

.

Taking logs, and by (8) and (9), we have

log Q =
(

z(t, n + 1)
z(t, n)

− 1
)

log pr +
1

z(t, n)

z(t,n)∑
m=1

log
pt(m)

at(m)
> q log pr. (11)

Since t is a non-end point, z(t, n) →∞ and the lower-right derivative of F (x)
is infinite at t by (10) and (11).

Now we turn to the proof of statement (II). Let t ∈ T be such that

lim sup
n→∞

z(t, n + 1)
z(t, n)

> 1− 1
log pr

r∑
i=0

pi(log pi − log ai).
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Then there exists a sequence {nk} of positive integers such that for some
positive constant c,

z(t, nk + 1)
z(t, nk)

> 1− 1
log pr

r∑
i=0

pi(log pi − log ai) + 2c, (12)

and in addition by (5),

1
z(t, nk)

z(t,nk)∑
i=1

log
pt(i)

at(i)
<

r∑
i=0

pi(log pi − log ai)− c log pr. (13)

Let xk be the left endpoint of h(t̃|jk)∗(t(jk+1)+1)([0, 1]), where jk = z(t, nk) −
1. Thus we have x̃k = (t(1), . . . , t(jk), t(jk + 1) + 1, 0, . . . , 0, . . . ). Let uk

be the right endpoint of ht̃|(jk+1)([0, 1]). Then ũk = (t(1), . . . , t(jk), t(jk +
1), r, r, r, . . . ). Thus, (uk, xk) is the gap on the right side of ht̃|(jk+1)([0, 1])
and λ([uk, xk]) = xk − uk = at̃|jk

βt(jk+1) where by βj , j = 0, 1, . . . , r − 1,
we denote length of the gap between images hj([0, 1]) and hj+1([0, 1]). Note
that [t, xk] ⊇ [uk, xk] and µ((t, xk]) = µ((t, uk]) + µ((uk, xk]) = µ((t, uk]) ≤
µ(ht̃|(z(t,nk+1)−1)([0, 1])) since t̃|(z(t, nk +1)−1) = ũk|(z(t, nk +1)−1). There-
fore we have

F (xk)− F (t) = µ((t, xk]) ≤ µ(ht̃|(z(t,nk+1)−1)([0, 1])) = pt̃|(z(t,nk+1)−1),

and
xk − t ≥ λ([uk, xk]) = at̃|(z(t,nk)−1)βt(z(t,nk)).

Let β∗ = minj∈{0,1,...,r−1} βj and a∗ = maxj∈{0,1,...,r} aj . Then we obtain, by
a similar reasoning which led to (10),

F (xk)− F (t)
xk − t

≤
pt̃|(z(t,nk+1)−1)

at̃|(z(t,nk)−1)βt̃(z(t,nk))

=
az(t,nk)

βt̃(z(t,nk))pr
pz(t,nk+1)−z(t,nk)

r

z(t,nk)∏
i=1

pt(i)

at(i)

≤ a∗

β∗pr

p
z(t,nk+1)

z(t,nk) −1

r

z(t,nk)∏
i=1

pt(i)

at(i)

 1
z(t,nk)


z(t,nk)

.

(14)

Let

Q = p
z(t,nk+1)

z(t,nk) −1

r

z(t,nk)∏
i=1

pt(i)

at(i)

 1
z(t,nk)

.
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Taking logs and using (12) and (13), we obtain

log Q =
(

z(t, nk + 1)
z(t, nk)

− 1
)

log pr +
1

z(t, nk)

z(t,nk)∑
i=1

log
pt(i)

at(i)
< c log pr < 0. (15)

From (14) and (15) it follows that the lower-right derivative of F (x) at t is
finite by letting k −→∞. Finally, (I’) and (II’) can be proved similarly.

Proof of theorem 1.1. Since µ is atomless, we only need to prove that
µ(N+

⋂
T ) = µ(N−⋂T ) = 0. Below we prove µ(N+

⋂
T ) = 0; µ(N−⋂T ) =

0 can be obtained in the same way. By lemma 2.2 (I), we have N+
⋂

T ⊆ M
where

M =

{
t ∈ T : lim sup

n→∞

z(t, n + 1)
z(t, n)

≥ 1− 1
log pr

r∑
i=0

pi(log pi − log ai)

}
.

Now fix a positive real number

α < − 1
log pr

r∑
i=0

pi(log pi − log ai). (16)

Choose n∗ large enough to assure that when k ≥ n∗

− 2 log k

k log pr
<

α

2
and

1
k

<
α

8
. (17)

Now for each k ≥ n∗, we can choose uk > k such that

uk

k
> 1− 1

log pr

r∑
i=0

pi(log pi − log ai)−
α

2
, (18)

and

uk − 1
k

≤ 1− 1
log pr

r∑
i=0

pi(log pi − log ai)−
α

2
. (19)

Then we have

1− 1
log pr

r∑
i=0

pi(log pi − log ai)−
α

2
<

uk

k

< 1− 1
log pr

r∑
i=0

pi(log pi − log ai)−
α

4
,

(20)
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by (18), (19) and the second inequality in (17). Let

Jk = {x ∈ E : x(i) = r for k < i ≤ uk}, k ≥ n∗,

and

J∞ = lim sup
k→∞

Jk =
∞⋂

m=n∗

⋃
k≥m

Jk.

Now for each point t ∈ M , there exists a strictly increasing sequence {ni, i ∈
N} of positive integers such that z(t, n1) ≥ n∗ and

z(t, ni + 1)
z(t, ni)

> 1− 1
log pr

r∑
i=0

pi(log pi − log ai)−
α

4
. (21)

Taking ki = z(t, ni) and using (21) as well as the second inequality in (20), we
have z(t, ni + 1) > uki

, which implies that t ∈ Jki
. Thus we have M ⊆ J∞.

Note that for k ≥ n∗ and by the first inequality in (17), (18) and (16),

uk

k
− 1 ≥ − 2 log k

k log pr
; i.e., puk−k

r ≤ k−2. (22)

Therefore for any m ≥ n∗,

µ(N+ ∩ T ) ≤ µ(M) ≤ µ(
⋃

k≥m

Jk) ≤
∑
k≥m

puk−k
r ≤

∑
k≥m

k−2,

by (22). Finally, we obtain µ(N+ ∩ T ) = 0 by letting m →∞. �
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