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MODULI SPACES OF A FAMILY OF TOPOLOGICALLY

NON QUASI-HOMOGENEOUS FUNCTIONS
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Abstract: We consider a topological class of a germ of complex analytic function
in two variables which does not belong to its jacobian ideal. Such a function is not

quasi homogeneous. Each element f in this class induces a germ of foliation (df = 0).

Proceeding similarly to the homogeneous case [2] and the quasi homogeneous case [3]
treated by Genzmer and Paul, we describe the local moduli space of the foliations

in this class and give analytic normal forms. We prove also the uniqueness of these

normal forms.
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Introduction

A germ of holomorphic function f : (C2, 0) −→ (C, 0) is said to be
quasi-homogeneous if and only if f belongs to its jacobian ideal J(f) =(
∂f
∂x ,

∂f
∂y

)
. If f is quasi-homogeneous, then there exist coordinates (x, y)

and positive coprime integers k and l such that the quasi-radial vector
field R = kx ∂

∂x + ly ∂
∂y satisfies R(f) = d · f , where the integer d is

the quasi-homogeneous (k, l)-degree of f [6]. In [3], Genzmer and Paul
constructed analytic normal forms of topologically quasi-homogeneous
functions, the holomorphic functions topologically equivalent to a quasi-
homogeneous function.

In this article, we study the simplest topological class beyond the
quasi-homogeneous singularities, and we consider the following family of
functions

fM,N =
N∏
i=1

(y + aix)

M∏
i=1

(y + bix
2).

These functions are not quasi homogeneous. The symmetryR is a central
tool to study the moduli space of quasi-homogeneous functions. In some
sense, it allowed Genzmer and Paul to compactify the moduli space and
to describe it globally from a local study. However, in our case, we lack
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the existence of such a symmetry and thus we have to introduce a new
approach.

We denote by TM,N the set of holomorphic functions which are topo-
logically equivalent to fM,N . The purpose of this article is to describe the
moduli spaceMM,N which is the topological class TM,N up to right-left
equivalence. We give the infinitesimal description and local parametriza-
tion of this moduli space using the cohomological tools considered by
J. F. Mattei in [5]: the tangent space to the moduli space is given by
the first Cech cohomology group H1(D,ΘF ), where D is the exceptional
divisor of the desingularization of fM,N , and ΘF is the sheaf of germs
of vector fields tangent to the desingularized foliation of the foliation
induced by dfM,N = 0. Using a particular covering of D, we give a
presentation of the space H1(D,ΘF ) and exhibit a universal family of
analytic normal forms. This way, we obtain local description of MM,N .
We finally prove the global uniqueness of these normal forms.

I thank the referee for the valuable comments that improved a first
version of this work.

1. The dimension of H1(D,ΘF)

The foliations induced by the elements of TM,N can be desingularized
after two standard blow-ups of points. So, we consider the composition
of two blow-ups E : (M, D) −→ (C2, 0) with its exceptional divisor D =
E−1(0). On the manifold M, we consider the three charts V2(x2, y2),
V3(x3, y3), and V4(x4, y4) in which E is defined by E(x2, y2) = (x2y2, y2),
E(x3, y3) = (x3, x

2
3y3), and E(x4, y4) = (x4y4, x4y

2
4).

V2
V4

V3

Figure 1. Desingularization of fM,N for M = N = 3.

In particular, once M ≥ 2 and N ≥ 2, any function in TM,N is not topo-
logically quasi-homogeneous since the weighted desingularization process
is a topological invariant [4].
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Notation. Let QM,N be the region in the union of the real half
planes (X,Y ), X ≥ 0 and Y ≥ 0, delimited by

Y −X + (M − 1) > 0,

2Y −X − (N − 1) < 0.

(N − 1)/2

−(N − 1)

M − 1

−(M − 1)

x4

y4

Figure 2. The region QM,N for M = N = 6.

Proposition 1.1. The dimension δ of the first cohomology group
H1(D,ΘF ) is equal to the number of the integer points in the region
QM,N which can be expressed by the following formula

δ =
(M +N − 2)(M +N − 3)

2
+

(M − 1)(M − 2)

2
.

Proof: We consider the vector field θf with an isolated singularity de-
fined by

θf = −∂f
∂x

∂

∂y
+
∂f

∂y

∂

∂x
.

We consider the following covering of the divisor introduced above D =
V2 ∪V3 ∪V4. The sheaf ΘF is a coherent sheaf, and according to Siu [7],



84 J. Loubani

the covering {V2, V3, V4} can be supposed to be Stein. Thus, the first
cohomology group H1(D,ΘF ) is given by the quotient

H1(D,ΘF ) =
H0(V2 ∪ V4,ΘF )⊕H0(V3 ∪ V4,ΘF )

δ(H0(V2,ΘF )⊕H0(V3,ΘF )⊕H0(V4,ΘF ))
,

where δ is the operator defined by δ(X2, X3, X4) = (X2−X4, X3−X4).
In order to compute each term of the quotient, we consider the following
vector field

θis =
E∗θf

xM+N−2
4 y2M+N−3

4

.

This vector field has isolated singularities and defines the foliation on
the two intersections V2 ∩ V4 and V3 ∩ V4. Therefore, we have H0(V2 ∪
V4,ΘF ) = O(V2 ∪ V4) · θis and H0(V3 ∪ V4,ΘF ) = O(V3 ∪ V4) · θis, and
each element θ24 in H0(V2 ∪ V4,ΘF ) and θ34 in H0(V3 ∪ V4,ΘF ) can be
written

θ24 =

 ∑
i∈N, j∈Z

λijx
i
4y
j
4

 · θis and θ34 =

 ∑
i∈Z, j∈N

λijx
i
4y
j
4

 · θis.

Similarly, we find that the elements θ2 inH0(V2,ΘF ) and θ3 inH0(V3,ΘF )
can be written

θ2 =

∑
i,j∈N

αijx
j
4y

2j−i−(N−1)
4

·θis and θ3 =

∑
i,j∈N

βijx
i−j−(M−1)
4 yi4

·θis.

The cohomological equation describing H1(D,ΘF ) is thus equivalent to{
θ24 = θ2−θ4

0 = θ3 − θ4

⇐⇒ θ24 = θ2−θ3 and

{
0 = θ2 − θ4

θ34 = θ3−θ4

⇐⇒ θ34 = θ3−θ2,

which means that its dimension corresponds to the number of elements
which do not have a solution in any of the above two systems. This im-
plies that the dimension of the cohomology group is equal to the number
of integer points in the region QM,N that can be expressed by the fol-
lowing formula

δ =
(M +N − 2)(M +N − 3)

2
+

(M − 1)(M − 2)

2
.
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2. The local normal forms

We denote by P the following open set of Cδ

P =
{

(. . . , ak,i, . . . , bk′,i′ , . . . ) such that a1,i 6= 0, b1,j 6= 0, 1, and

a1,i 6= a1,j , b1,i′ 6= b1,j′ for i 6= j and i′ 6= j′
}
,

where the indexes k, i, k′, and i′ satisfy the following system of inequal-
ities

0 ≤ k − 1 ≤ i− 1,

−(N − 2) ≤ 2k − i− 1 ≤ 2i− 2,

−(M − 2) ≤ k′ − i′ − 1 ≤ N − 3 + 2i′,

0 ≤ k′ − 1 ≤ N − 2 + 2i′.

For p ∈ P, we define the analytic normal form by

N (M,N)
p =xy(y+x2)

N−1∏
i=1

(
y +

i∑
k=1

ak,ixy
k−1

)
M−2∏
i=1

(
y +

N−1+2i∑
k=1

bk,ix
k+1

)
.

We consider the saturated foliation F (M,N)
p defined by the one-form

dN
(M,N)
p on C2+δ.

The main result of this article is the following:

Theorem A. For any p0 in P the germ of unfolding {F (M,N)
p , p ∈

(P, p0)} is a universal equireducible unfolding of the foliation F (M,N)
p0 .

In particular, for any equireducible unfolding Ft, t ∈ (T , t0) which

defines F (M,N)
p0 for t = t0, there exists a map λ : (T , t0) −→ (P, p0) such

that the family Ft is analytically equivalent to Nλ(t). Furthermore, the
differential of λ at the point t0 is unique. As for the uniqueness of the
map λ, it follows from Theorem B.

Consider the sheaf ΘF(M,N)
p0

of germs of vector fields tangent to the

desingularized foliation F̃ (M,N)
p0 of the foliation F (M,N)

p0 induced by

dN
(M,N)
p0 = 0. According to [5], one can define the derivative of the defor-

mation as a map from Tp0P into H1(D,ΘF(M,N)
p0

). We denote this map

by TF (M,N)
p0 : since (see [5]) after desingularization any equireducible
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unfolding is locally analytically trivial, there exists Xl, l ∈ {2, 3, 4}, a
collection of local vector fields solutions of

(1)
∂Ñ

(M,N)
p

∂p1,i
= α1,i(xl, yl, a1,i, b1,i)

∂Ñ
(M,N)
p

∂xl

+ β1,i(xl, yl, a1,i, b1,i)
∂Ñ

(M,N)
p

∂yl
,

where p1,i ∈ {a1,i, b1,i}. The cocycle {X2,4 = X2−X4, X3,4 = X3−X4}
evaluated at p = p0 is the image of the direction ∂

∂p1,i
in H1(D,ΘF(M,N)

p0

)

by TF (M,N)
p0 . To prove Theorem A, we will make use of the following

result:

Theorem ([5]). The unfolding Ft, t ∈ (T , t0) is universal among the
equireducible unfoldings of Ft0 if and only if the map TFt0 : Tt0T −→
H1(D,ΘF ) is a bijective map.

Theorem A is thus a consequence of the following proposition.

Proposition 2.1. We consider the unfolding F̃ (M,N)
p defined by the blow-

ing up of N
(M,N)
p , p ∈ (P, p0). The image of the family

{
∂

∂ak,i
, ∂
∂bk,i

}
k,i

in H1(D,ΘF(M,N)
p0

) by TF (M,N)
p0 is linearly free.

Let S be the subset of P defined by its elements at the first level k =
k′ = 1, i.e.

S=
{

(. . . , a1,i, . . . , b1,i′ , . . . ) such that 1 ≤ i ≤ N−1 and 1 ≤ i′≤M−2
}
.

We denote by A1 the square matrix of size M + N − 3, represent-
ing the decomposition of the images of

{
∂

∂a1,i
, ∂
∂b1,i

}
in H1(D,ΘF(M,N)

p0

)

by TF (M,N)
p0 on the corresponding basis. We note that the corresponding

basis is in bijection with the set{
xαyβ | (α, β)=(0, 1−i), 1 ≤ i ≤ N−1 or (α, β)=(−i, 0), 1≤ i ≤M−2

}
.

Therefore, the proof of the proposition results from the following two
lemmas.

Lemma 2.1. The matrix A1 is invertible.
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Proof: The matrix A1 is given by

A1 =

∂
∂a1,1

∂
∂a1,2

. . . ∂
∂a1,N−1

∂
∂b1,1

∂
∂b1,2

. . . ∂
∂b1,M−2



1
yN−2
4

1
yN−3
4

... M1 M2

1
y4

1

1
x4

1
x2
4

... M3 M4

1
xM−2
4

We start by computing the matrix M3. In the chart V4, we have to solve

(2)
∂Ñ

(M,N)
p

∂a1,i
= α1,i(x4, y4, a1,i, b1,i)

∂Ñ
(M,N)
p

∂x4

+ β1,i(x4, y4, a1,i, b1,i)
∂Ñ

(M,N)
p

∂y4
.

Since E is defined on V4 by E(x4, y4) = (x4y4, x4y
2
4), we find that

Ñ (M,N)
p (x4, y4) = xM+N

4 y2M+N
4 (1 + x4)

×
N−1∏
i=1

(
y4 +

i∑
k=1

ak,ix
k−1
4 y2k−2

4

)
M−2∏
i=1

(
1 +

N−1+2i∑
k=1

bk,ix
k
4y
k−1
4

)
.

We have

∂Ñ
(M,N)
p

∂a1,i
=

Ñ
(M,N)
p

y4 +
∑i
k=1 ak,ix

k−1
4 y2k−2

4

=
y2M+N

4

a1,i
(Q(x4) + y4(. . .))

with

Q(x4) = xM+N
4 (1 + x4)

N−1∏
j=1

a1,j

M−2∏
j=1

(1 + b1,jx4)
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and where the suspension points (. . .) correspond to auxiliary holomor-

phic functions in (x4, y4). Since Ñ
(M,N)
p = y2M+N

4 (Q(x4) + y4(. . .)), we
find that

∂Ñ
(M,N)
p

∂x4
= y2M+N

4 (Q′(x4) + y4(. . .)),

∂Ñ
(M,N)
p

∂y4
= (2M +N)y2M+N−1

4 Q(x4) + y2M+N
4 (. . .).

(3)

Setting β1,i = y4β̃1,i, we deduce from (2) that

(4)
Q(x4)

a1,i
= α1,i(x4, 0)Q′(x4) + (2M +N)β̃1,i(x4, 0)Q(x4) + y4(. . .).

Using Bézout identity, there exist polynomials W and Z in x4 such that

Q ∧Q′ = WQ′ + ZQ,

where Q ∧Q′ is the great common divisor of Q and Q′. We can choose
the polynomial function W to be of degree M − 1. We denote by

S(x4) = x4(1 + x4)

M−2∏
i=1

(1 + b1,ix4)

the polynomial function satisfying Q = (Q ∧Q′)S. Therefore we obtain
a solution of (2) in the chart V4 of the form

α1,i =
W (x4)S(x4)

a1,i
+ y4(. . .), β1,i =

y4

2M +N

Z(x4)S(x4)

a1,i
+ y2

4(. . .),

i.e.

X
(4)
1,i =

W (x4)S(x4)

a1,i

∂

∂x4
+ y4(. . .).

Similarly, in the chart V3 we write

Ñ (M,N)
p = x2M+N

3 (P (y3) + x3(. . .))

with

P (y3) = y3(y3 + 1)

N−1∏
j=1

a1,j

M−2∏
j=1

(y3 + b1,j).
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We set P ∧ P ′ = UP ′ + V P and P = (P ∧ P ′)R with

R = y3(y3 + 1)

M−2∏
i=1

(y3 + b1,i).

Also, we can assume that the degree of U is M − 1 and so we obtain the
solution

X
(3)
1,i =

U(y3)R(y3)

a1,i

∂

∂y3
+ x3(. . .).

To compute the cocycle we writeX
(3)
1,i in the chart V4. Using the standard

change of coordinates x4 = 1/y3 and y4 = x3y3 and since we have

U(y3) =
Ũ(x4)

xM−1
4

and R(y3) =
S(x4)

xM+1
4

,

where Ũ is a polynomial function, we find the first part of the first term
of the cocycle

X
(3,4)
1,i = X

(3)
1,i −X

(4)
1,i = −S(x4)

a1,i

[
Ũ(x4)

x2M−2
4

+W (x4)

]
∂

∂x4
+ y4(. . .).

Let Θ0 be a holomorphic vector field with isolated singularities defin-

ing F̃ (M,N)
p0 on V3 ∩ V4. We have

X
(3,4)
1,i = Φ

(3,4)
1,i Θ0.

We can choose Θ0 =
E∗Θ

N
(M,N)
p

xM+N−2
4 y2M+N−3

4

with Θ
N

(M,N)
p

=
∂N(M,N)

p

∂x
∂
∂y −

∂N(M,N)
p

∂y
∂
∂x . According to Proposition 1.1, the set of the coefficients of the

Laurent’s series of Φ
(3,4)
1,i characterizes the class ofX

(3,4)
1,i inH1(D,ΘF(M,N)

p0

).

Now, according to (3), we get the equality

Φ
(3,4)
1,i =

1

(2M +N)a1,i

∏N−1
j=1 a1,j

[
Ũ(x4)

x2M−2
4

+W (x4)

]
+ y4(. . .).

Since Ũ(x4) is of degree M − 1, then the coefficients of 1/xl4 for 1 ≤ l ≤
M − 2 in the Laurent series of Ũ(x4)

x2M−2
4

are zeros. So the matrix M3 is the

zero matrix.
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We proceed similarly to compute the matrix M4. So, in the chart V4,
we have to solve the following equation

(5)
∂Ñ

(M,N)
p

∂b1,i
= η1,i(x4, y4, a1,i, b1,i)

∂Ñ
(M,N)
p

∂x4

+ γ1,i(x4, y4, a1,i, b1,i)
∂Ñ

(M,N)
p

∂y4
.

Following the same algorithm, we obtain the second part of the first term
of the cocycle

Y
(3,4)
1,i = Y

(3)
1,i − Y

(4)
1,i = − S(x4)

1 + b1,ix4

[
Ũ(x4)

x2M−3
4

+ x4W (x4)

]
∂

∂x4
+ y4(. . .).

Setting Y
(3,4)
1,i = Ψ

(3,4)
1,i Θ0, we obtain the following expression of Ψ

(3,4)
1,i

Ψ
(3,4)
1,i =

1

(2M +N)
∏N−1
j=1 a1,j(1 + b1,ix4)

[
Ũ(x4)

x2M−3
4

+ x4W (x4)

]
+y4(. . .).

Now, to study the invertibility of the matrix M4, we write

Ũ(x4) =

M−1∑
l=0

ulx
l
4 and

1

1 + b1,ix4
=

∞∑
s=0

(−1)sbs1,ix
s
4.

So, we obtain the following equality

Ũ(x4)

(1 + b1,i)x
2M−3
4

=

M−2∑
j=1

dji
1

xM−j−1
4

+
T (x4)

x2M−3
4

+ x4(. . .) + cst,

where T is a polynomial in x4 of degree M − 2 and dji is given by

dji =

M−1∑
r=0

(−1)M−r+jurb
M+j−r−2
1,i = (−1)M+jbM+j−2

1,i Ũ

(
−1

b1,i

)
.

This yields the following expression of Ψ
(3,4)
1,i

Ψ
(3,4)
1,i =

1

(2M +N)
∏N−1
l=1 a1,l

M−2∑
j=1

(−1)j+1b2M−j−3
1,i

xj4
Ũ

(
−1

b1,i

)

+
T (x4)

x2M−3
4

+ x4(. . .) + cst

+ y4(. . .).
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Thus, the matrix M4 = (mji)1≤i,j≤M−2 is given by

mji =
(−1)j+1b2M−j−3

1,i

(2M +N)
∏N−1
l=1 a1,l

Ũ

(
−1

b1,i

)
∀1 ≤ i, j ≤M − 2

which defines a Vandermonde matrix. We note that Ũ
( −1
b1,i

)
is different

from zero for all 1≤ i≤M−2 because the different values {−b1,i}1≤i≤M−2

are roots of the polynomial P which satisfies the Bézout identity P∧P ′ =
UP ′ + V P . So the matrix M4 is invertible.

Now we compute the second cocycle. In the chart V4, we can write

Ñ
(M,N)
P as

Ñ
(M,N)
P = xM+N

4 (A(y4) + y2M+N
4 x4(. . .)),

where A(y4) = y2M+N
4

∏N−1
j=1 (y4 + a1,j). So, we obtain the following

expressions

∂Ñ
(M,N)
p

∂a1,i
=

xM+N
4

y4 + a1,i
(A(y4) + y2M+N

4 x4(. . .)),

∂Ñ
(M,N)
p

∂x4
= (M +N)xM+N−1

4 A(y4) + y2M+N
4 xM+N

4 (. . .),

∂Ñ
(M,N)
p

∂y4
= xM+N

4 (A′(y4) + y2M+N−1
4 x4(. . .)).

(6)

Setting α1,i = x4α̃1,i, we deduce from (2) that

(7)
A(y4)

y4 + a1,i
= (M +N)α̃1,i(0, y4)A(y4)

+ β1,i(0, y4)A′(y4) + y2M+N−1
4 x4(. . .).

Using Bézout identity, there exist polynomials B and C in y4 such that

A ∧A′ = BA′ + CA.

As before, we can choose the polynomial function B to be of degree N −
1. We denote by D(y4) = y4

∏N−1
j=1 (y4 + a1,j) the polynomial function

satisfying A = (A ∧ A′)D. Therefore we obtain a solution of (2) in the
chart V4

X
(4)
1,i =

B(y4)D(y4)

y4 + a1,i

∂

∂y4
+ x4(. . .).

Similarly, in the chart V2 we write

Ñ (M,N)
p = yM+N

2 (J(x2) + x2
2y2(. . .))



92 J. Loubani

with

J(x2) = x2

N−1∏
j=1

(1 + a1,jx2).

We set J ∧ J ′ = KJ ′ + LJ = 1. Again, we can assume that the degree
of K is N − 1 and so we obtain the solution

X
(2)
1,i =

x2

1 + a1,ix2
K(x2)J(x2)

∂

∂x2
+ y2(. . .).

Using the change of coordinates x4 = x2
2y2 and y4 = 1/x2, we find the

first part of the second term of the cocycle

X
(2,4)
1,i = X

(2)
1,i −X

(4)
1,i

= − 1

y4 + a1,i

[
K̃(y4)A(y4)

y2M+3N−3
4

+B(y4)D(y4)

]
∂

∂y4
+ x4(. . .),

where K̃ is the polynomial function satisfying K(x2) = K̃(y4)

yN−1
4

.

Finally, we obtain the following expression of Φ
(2,4)
1,i

Φ
(2,4)
1,i =

−1

(M +N)(y4 + a1,i)

[
K̃(y4)

y2N−2
4

+B(y4)

]
+ x4(. . .).

Similarly, we find that Φ
(2,4)
1,i can be written as

Φ
(2,4)
1,i =

−1

M +N

N−1∑
j=1

(−1)N+j−1K̃(−a1,i)

aN+j
1,i

1

yN−j−1
4

+
B(0)

a1,i
+
R(y4)

y2N−2
4

+ y4(. . .)

+ x4(. . .).

So, the matrix M1 = (mji)1≤i,j≤N−1 is given by

mji =


(−1)N+j

(M +N)aN+j
1,i

K̃(−a1,i) for j 6= N − 1,

1

M +N

(
−1

a2N−1
1,i

K̃(−a1,i)−
B(0)

a1,i

)
for j = N − 1.
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A simple computation shows that the determinant of the matrix M1 is
given by

det(M1)=
(−1)N

2−1

(M +N)N−1

N−1∏
i=1

K̃(−a1,i)

aN+1
1,i

×

 ∏
1≤i<j≤N−1

(
1

a1,i
− 1

a1,j

)
−B(0)

N−1∑
i=1

(−1)iaN1,i

K̃(−a1,i)
M(N−1)i

 ,
where M(N−1)i =

∏
1≤j<j′≤N−1

j,j′ 6=i

(
1
a1,j
− 1

a1,j′

)
is the determinant of the

matrix obtained by deleting the (N − 1)th row and ith column of the
Vandermonde (N − 1)-matrix of

{ −1
a1,i

}
1≤i≤N−1

.

Let us compute the term B(0)
∑N−1
i=1

(−1)iaN1,i
K̃(−a1,i)

M(N−1)i. In fact, we

know that K̃(y4) = yN−1
4 K(x2) with y4 = 1/x2. This implies that

K̃(−a1,i) = (−a1,i)
N−1K

(
− 1

a1,i

)
.

But, we also know thatK
(
− 1
a1,i

)
= 1
J′( −1

a1,i
)
. Computing the term J ′

( −1
a1,i

)
,

we get the following expression

K̃(−a1,i) =
(−1)NaN−1

1,i

N−1∏
j=1
j 6=i

a1,j

(
1
a1,j
− 1

a1,i

) .

Moreover, one can see that the term (−1)i
N−1∏
j=1
j 6=i

(
1
a1,j
− 1

a1,i

)
M(N−1)i is

equal to (−1)α+i
∏

1≤i<j≤N−1

(
1
a1,i
− 1
a1,j

)
, where α is equal to the num-

ber of integer numbers in the interval [i + 1, N − 1]. When N is even
(−1)α+i is equal to −1 but when N is odd it is equal to 1. This implies
that we have the following equality

B(0)

N−1∑
i=1

(−1)iaN1,i

K̃(−a1,i)
M(N−1)i

= −(N − 1)B(0)

N−1∏
j=1

a1,j

∏
1≤i<j≤N−1

(
1

a1,i
− 1

a1,j

)
.
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A simple computation using Bézout identity shows that the term B(0)
is given by

B(0) =
1

(2M +N)
∏N−1
j=1 a1,j

.

Finally, we get the following expression of the determinant of the ma-
trix M1

det(M1) =
(−1)N

2−1

(M +N)N−1

2M + 2N − 1

2M +N

N−1∏
i=1

K̃(−a1,i)

aN+1
1,i

×
∏

1≤i<j≤N−1

(
1

a1,i
− 1

a1,j

)
.

Like for Ũ , we also have that K̃(−a1,i) is different from zero for all
1 ≤ i ≤ N − 1 and a1,i is different from a1,j for all i 6= j. This ensures
that the matrix M1 is invertible.

Lemma 2.2. The square matrix A of size δ, representing the decompo-
sition of the images of

{
∂

∂ak,i
, ∂
∂bk,i

}
k,i

in H1(D,ΘF(M,N)
p0

) by T F̃p(p0)

on its basis, is an invertible matrix.

Proof: After proving the invertibility of the matrix A1, it remains to
study the propagation of these coefficients along the higher levels. In
fact, we have to solve the following equations

∂Ñ
(M,N)
p

∂ak,i
= αk,i(x4, y4, ak,i, bk,i)

∂Ñ
(M,N)
p

∂x4
(8)

+ βk,i(x4, y4, ak,i, bk,i)
∂Ñ

(M,N)
p

∂y4
,

∂Ñ
(M,N)
p

∂bk,i
= ηk,i(x4, y4, ak,i, bk,i)

∂Ñ
(M,N)
p

∂x4
(9)

+ γk,i(x4, y4, ak,i, bk,i)
∂Ñ

(M,N)
p

∂y4
.

We note that we have the following relations

∂Ñ
(M,N)
p

∂ak,i
= xk−1

4 y2k−2
4

∂Ñ
(M,N)
p

∂a1,i
,

∂Ñ
(M,N)
p

∂bk,i
= xk−1

4 yk−1
4

∂Ñ
(M,N)
p

∂b1,i
.
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This implies that if Xk,i = αk,i
∂
∂x4

+βk,i
∂
∂y4

and Yk,i = ηk,i
∂
∂x4

+γk,i
∂
∂y4

are solutions of (8) and (9) respectively for k = 1, then we obtain solu-
tions for the other values of k setting

Xk,i = xk−1
4 y2k−2

4 X1,i and Yk,i = xk−1
4 yk−1

4 Y1,i.

This propagation can be described using the region QM,N as shown in

Figure 2. In fact, the decomposition of the vector fields X
(2,4)
k,i , X

(3,4)
k,i ,

Y
(2,4)
k,i , and Y

(3,4)
k,i on the basis of H1(D,ΘF(M,N)

p0

) corresponds to the

decomposition of the series Φ
(2,4)
k,i , Φ

(3,4)
k,i , Ψ

(2,4)
k,i , and Ψ

(3,4)
k,i on the basis

{
xi4y

j
4 | (i, j) ∈ N× Z ∪ Z× N such that j − 2i+ (N − 1) > 0 and

j − i− (M − 1) < 0
}
.

As a consequence of the previous relations, this decomposition can be
expressed by the following matrix

A =


A1 0 0 . . . 0
∗ A2 0 . . . 0
∗ ∗ A3 . . . 0
...

...
...

. . .
...

∗ ∗ ∗ ∗ AN+2M−5

 ,

where A1 =
[
M1 M2

M3 M4

]
and Ak is given by

∂
∂ak,1

. . . ∂
∂ak,N−k

∂
∂bk,1

. . . ∂
∂bk,M−2



xk−1
4

yN−2k
4

Mk
1 = M1 \ last

... k − 1 0

xk−1
4 yk−1

4 column and row

xk−2
4 yk−1

4
... 0 M4

yk−1
4

xM−k−1
4
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if 2 ≤ k ≤ N − 1, and

∂
∂bk,M−1−qk

. . . ∂
∂bk,M−2


yk−1
4

x
M−k−qk
4

Mk
4 = M4 \ first

M − 2− qk
yk−1
4

xM−k−1
4

column and row

if N ≤ k ≤ N+2M−5, with qk =
]k−1+(N−1)

2

]
+M−k, where ]x] is the

strict integer part m of x defined by m < x ≤ m+1. For 2 ≤ k ≤ N −1,
the determinant of the matrix Mk

1 is given by

Vandermonde

(
1

a1,1
, . . . ,

1

a1,N−k

) ∏N−k
i=1 (−1)N+iK̃(−a1,i)

(M +N)N−k
∏N−k
i=1 aN+1

1,i

.

Since K̃(−a1,i) is different from zero for all 1 ≤ i ≤ N − 1 and a1,i is
different from a1,j for all i 6= j, then the matrix Mk

1 is invertible for
all 2 ≤ k ≤ N − 1. Similarly, for N ≤ k ≤ N + 2M − 5, the determinant
of the matrix Mk

4 is given by

Vandermonde

(
1

b1,M−1−qk
, . . . ,

1

b1,M−2

)

×

∏M−2
i=M−1−qk(−1)i+1bM−2+qk

1,i Ũ
(
−1
b1,i

)
(2M +N)qk

∏N−1
i=1 aqk1,i

.

Also since Ũ
( −1
b1,i

)
is different from zero for all 1 ≤ i ≤ M − 2 and

b1,i is different from b1,j for all i 6= j, then the matrix Mk
4 is invertible

for all N ≤ k ≤ N + 2M − 5. This shows that the whole matrix A is
invertible.

Remark. The fact that the matrix Mk
1 is a principal minor of M1 is

essential for its determinant to be written under the form above. For
instance, some coefficients of the last row of M1

( −1
a2N−1
1,i

K̃(−a1,i)− B(0)
a1,i

)
may vanish.

Example 1. For M = N = 3, the function fM,N is given by

f3,3 =

3∏
i=1

(y + aix)

3∏
i=1

(y + bix
2).
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The corresponding normal form is given by

N (3,3)
p = xy(y + x2)(y + a1,1x)(y + a1,2x+ a2,2xy)

× (y + b1,1x
2 + b2,1x

3 + b3,1x
4 + b4,1x

5).

x4

y4

Figure 3. The region Q(M,N) for M = N = 3.

3. The uniqueness of the normal forms

This section is devoted to study the uniqueness of the normal forms.
From now on, we will consider Np as a notation for the normal form

instead of N
(M,N)
p .

Let hλ be the diffeomorphism defined by hλ(x, y) = (λx, λ2y). We
have:

Np◦hλ=λ2M+2N−1Nλ·p with λ·p = λ·(ak,i, bk,i) = (λ2k−3ak,i, λ
k−1bk,i).

This action of C∗ cannot be used to “localize” the uniqueness problem
as done in [3] because, contrary to the quasi-homogeneous case, the

topological class of the function
Np◦hλ

λ2M+2N−1 jumps while λ goes to zero.
However, we are still able to prove the following:

Theorem B. The foliations defined by Np and Nq, p and q are in P,
are equivalent if and only if there exists λ in C∗ such that p = λ · q.

We start by the following lemma:

Lemma 3.1. Let X be a germ of formal vector field given by its de-
composition into the sum of its homogeneous components X = Xν0+1 +
Xν0+2 + · · · . If Np ◦ eXν0+1+··· = Nq, then for all 1 ≤ i ≤ N − 1
and 1 ≤ k ≤ ν0 we have ak,i = a′k,i and for all 1 ≤ i ≤ M − 2 and

1 ≤ k ≤ ν1 we have bk,i = b′k,i, where ν1 + 1 is the order of tangency

of φ̃, the lifted biholomorphism of φ = eX by the blowing up E1 defined
by E1(x1, y1) = (x1, x1y1).
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Proof: We consider the decomposition of the normal form into its ho-
mogeneous components:

Np = N (M+N)
p +N (M+N+1)

p + · · · .

Since we have

(eXν0+1+···)∗Np = Np +Xν0+1 ·Np + · · · ,

we obtain that N
(M+N+l)
p = N

(M+N+l)
q for l from 0 to ν0 − 1. The

expression of N
(M+N+l)
p only depends on the variables ak,i for k ≤ l+ 1

and bk,i for k ≤ l. Setting φ̃ = eX̃ν1+1+···, the initial hypothesis leads to
the following equality

Ñp ◦ eX̃ν1+1+··· = Ñq,

where

Ñp(x1, y1) = x1y1(y1 + x1)

N−1∏
i=1

(
y1 +

i∑
k=1

ak,ix
k−1
1 yk−1

1

)

×
M−2∏
i=1

(
y1 +

N−1+2i∑
k=1

bk,ix
k
1

)
.

Similarly we obtain Ñ
(M+1+l)
p = Ñ

(M+1+l)
q for l from 0 to ν1 − 1. The

expression of Ñ
(M+1+l)
p only depends on the variables ak,i for k ≤ l

(except for l = 0 as Ñ
(M+1)
p depends on a1,i) and bk,i for k ≤ l+1. Now,

we claim that for all l from 0 to ν0 − 1,

N (M+N+l)
p = N (M+N+l)

q and Ñ (M+1+l)
p = Ñ (M+1+l)

q

⇐⇒ ak,i = a′k,i and bk,i = b′k,i ∀k ≤ l + 1.

This fact can be proved by induction on l ≤ ν0 − 1. For l = 0, we have
the following two equalities

N (M+N)
p = N (M+N)

q and Ñ (M+1)
p = Ñ (M+1)

q .

Since the conjugacy preserves a fixed numbering of the branches, we
obtain that a1,i = a′1,i and b1,i = b′1,i. Suppose that ak,i = a′k,i and

bk,i = b′k,i for l < ν0 − 1. Then we have N
(M+N+l)
p = N

(M+N+l)
q with

N (M+N+l)
p =

N−1∑
i=1

al+1,ixy
lN

(M+N)
p

y + a1,ix
+

M−2∑
i=1

bl,ix
l+1N

(M+N)
p

y
+Ha,b(x, y),
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where Ha,b is a function which depends on ak,i for k < l + 1 and
bk,i for k < l. This implies that al+1,i = a′l+1,i. Similarly, we have

Ñ
(M+1+l)
p = Ñ

(M+1+l)
q with

Ñ (M+1+l)
p =

N−1∑
i=1

a l
2 +1,ix

l
2
1 y

l
2
1

Ñ
(M+1)
p

a1,i
+

M−2∑
i=1

bl+1,ix
l+1
1

Ñ
(M+1)
p

y1 + b1,ix1

+ H̃a,b(x1, y1),

where the first term exists only if l is even and greater than or equal
to two and H̃a,b(x1, y1) is a function which depends on ak,i for k < l
and bk,i for k < l + 1. This implies that bl+1,i = b′l+1,i.

Now, we know that ν0 ≤ ν1. So we claim that for all ν0 ≤ l ≤ ν1 − 1,

Ñ (M+1+l)
p = Ñ (M+1+l)

q ⇐⇒ bk,i = b′k,i ∀k ≤ l + 1.

For l = ν0, we know that aν0,i = a′ν0,i and bν0,i = b′ν0,i. Similarly we
obtain that bν0+1,i = b′ν0+1,i. Suppose that bk,i = b′k,i for l < ν1 − 1.

Then we have Ñ
(M+1+l)
p = Ñ

(M+l+l)
p where

Ñ (M+1+l)
p =

N−1∑
i=1

a l
2 +1,ix

l
2
1 y

l
2
1

Ñ
(M+1)
p

a1,i
+

M−2∑
i=1

bl+1,ix
l+1
1

Ñ
(M+1)
p

y1 + b1,ix1

+

N−1∑
i=1

M−2∑
i=1

∑
2k1+k2=l+3
k1,k2 6=1

ak1,ibk2,jx
k1+k2−1
1 yk1−1

1

ÑM+1
p

a1,i(y1 + b1,jx1)

+H̃a,b(x1, y1).

To show that bl+1,i = b′l+1,i, it is enough to show that k1 < ν0 + 1. In

fact, by definition we have k1 = l+3−k2
2 . So, using that l ≤ ν1−1, k2 > 1,

and that ν1 ≤ 2ν0, we conclude that k1 < ν0 + 1.

A process of blowing-up E is said to be a chain process if, either E is
the standard blowing-up of the origin of C2, or E = E′◦E′′ where E′ is a
chain process and E′′ is the standard blowing-up of a point that belongs
to the smooth part of the highest irreducible component of E′. The
length of a chain process of blowing-up is the total number of blowing-
up and the height of an irreducible component D of the exceptional
divisor of E is the minimal number of blown-up points so that D appears.
A chain process of blowing-up admits privileged systems of coordinates
(x, y) in a neighborhood of the component of maximal height such that
E is written

E : (x, t) 7−→ (x, txh + th−1x
h−1 + th−2x

h−2 + · · ·+ t1x).
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The values ti are the positions of the successive centers in the successive
privileged coordinates and x = 0 is a local equation of the divisor.

Let φ be a germ of biholomorphism tangent to the identity map at
order ν0 + 1 ≥ 2 and fixing the curves {x = 0} and {y = 0}. The
function φ is written

(10) (x, y) 7−→ (x(1 +Aν0(x, y) + · · · ), y(1 +Bν0(x, y) + · · · )),
where Aν0 and Bν0 are homogeneous polynomials of degree ν0. The
following lemma can be proved by induction on the height of the com-
ponent:

Lemma 3.2. The biholomorphism φ can be lifted-up through any chain
process E of blowing-up with length less than ν0 + 1: there exists φ̃ such
that E ◦ φ̃ = φ ◦ E. The action of φ̃ on any component of the divisor of
height less than ν0 is trivial. Its action on any component of height ν0+1
is written in privileged coordinates

(0, t) 7−→ (0, t+ t1Bν0(1, t1)− t1Aν0(1, t1)),

where t1 is the coordinate of the blown-up point on the first component
of the irreducible divisor.

Definition. A germ of biholomorphism φ is said is said to be dicritical
if φ written

(x, y) 7−→ (x+Aν(x, y) + · · · , y +Bν(x, y) + · · · ),
xBν(x, y)− yAν(x, y) vanishes.

We can now prove the main Theorem B of this section.

Proof of Theorem B: Suppose that there exists a conjugacy relation

(11) Np ◦ φ = ψ ◦Nq.
Following [1], we can suppose that ψ is a homothety γ Id. The biholo-
morphism φ can be supposed tangent to the identity. In fact, since φ
leaves the curves {x = 0}, {y = 0}, and {y + x2 = 0} invariant, then it
can be written

(x, y) 7−→ (λx(1 +Aν0(x, y) + · · · ), λ2y(1 +Bν0(x, y) + · · · )),
for some λ 6= 0. Then

Np ◦ φ ◦ h−1
λ = γNq ◦ h−1

λ = cNλ−1·q,

where c stands for some non vanishing number. Since φ ◦h−1
λ is tangent

to the identity, we find that c = 1. Thus, setting for the sake of simplicity
q = λ−1 · q and φ = φ ◦ h−1

λ , we are led to the relation

Np ◦ φ = Nq,

where φ can be written under the form (10).
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The proof reduces to show that in this situation, we have p = q. Using
Lemma 3.1, we know that for all 1 ≤ i ≤ N − 1 and 1 ≤ k ≤ ν0 we have
ak,i = a′k,i and for all 1 ≤ i ≤M − 2 and 1 ≤ k ≤ ν1 we have bk,i = b′k,i.
This means that, based on the structure of the normal form, to show
that for any k ≤ N−1, ak,i = a′k,i, it is enough to show that ν0 ≥ N−1.

In the same way, to show that for any k ≤ 2M −N − 5, bk,i = b′k,i, it is
enough to show that ν1 ≥ N + 2M − 5. Thus, the proof results from the
following proposition:

Proposition 3.1. If Np ◦ φ = Nq, then the following assertions hold:

1. If φ is dicritical then p = q.

2. If φ is non-dicritical then ν0 ≥ N .

3. If φ and φ̃ are non-dicritical then ν1 ≥ 2M +N − 5.

4. If φ̃ is dicritical then p = q.

Proof: 1. If ν0 ≥ 2M +N −5 then ν1 ≥ 2M +N −5 and ν0 ≥ N −1. So,
by Lemma 3.1, we have p = q. Suppose that ν0 < 2M +N − 5. Since φ
is tangent to the identity, then it is the time one of the flow of a formal
dicritical vector field

φ = eX̂ .

Its homogeneous part of degree ν0 +1 is radial and is written φν0R where
φν0 stands for a homogeneous polynomial function of degree ν0 and R for
the radial vector field x∂x+y∂y. The initial hypothesis can be expressed
as follows

(eX̂)∗Np = Np + φν0R ·Np + · · · = Nq.

In this relation, the valuation of φν0R · Np is at least ν0 + M + N .
Lemma 3.1 implies that the first non-trivial homogeneous part of the
previous relation is of valuation ν0 +M +N and it is written

N (ν0+M+N)
p + φν0R ·N (M+N)

p = N (ν0+M+N)
q .

Since N
(M+N)
p is homogeneous, then this relation becomes

N (ν0+M+N)
p −N (ν0+M+N)

q + (M +N)φν0N
(M+N)
p = 0.

The homogeneous component of degree ν0 +M +N in Np is written:

• If ν0 + 1 ≤ N − 1, then

N (ν0+M+N)
p =

N−1∑
i=1

aν0+1,ixy
ν0
N

(M+N)
p

y + a1,ix
+

M−2∑
i=1

bν0,ix
ν0+1N

(M+N)
p

y

+Ha,b(x, y),
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where Ha,b is a function which depends on ak,i for k < ν0 + 1
and bk,i for k < ν0. Since a1,i = a′1,i and bν0,i = b′ν0,i, then the

difference N
(ν0+M+N)
p −N (ν0+M+N)

q is written

N (M+N)
p

(
N−1∑
i=1

λixy
ν0

y + a1,ix

)
,

where λi = aν0+1,i − a′ν0+1,i. Therefore, the polynomial func-
tion φν0 must coincide with

− 1

M +N

N−1∑
i=1

λixy
ν0

y + a1,ix

which happens to be polynomial if and only if λi vanishes for all i
and therefore φν0 must be the zero polynomial.

• If ν0 + 1 > N − 1, then

N (ν0+M+N)
p =

M−2∑
i=1

bν0,ix
ν0+1N

(M+N)
p

y
+Ha,b(x, y),

where Ha,b is a function which depends on bk,i for k < ν0. Since

bν0,i = b′ν0,i, then the difference N
(ν0+M+N)
p −N (ν0+M+N)

p is zero.
As a consequence φν0 must be the zero polynomial.

2. We suppose that ν0 < N . We know that φ can be written as follows

(x, y) 7−→ (x(1 +Aν0(x, y) + · · · ), y(1 +Bν0(x, y) + · · · )).

Since the action of φ on any component of height ν0 + 1 conjugates
the complete cones, then the function tBν0(1, t)− tAν0(1, t) vanishes on
{0,∞, a1,1, . . . , a1,ν0}, which is the common tangent cone of Np and Nq.
Since the degree of tBν0(1, t)− tAν0(1, t) is at most ν0 + 1, then it is the
zero polynomial. Hence,

xyBν0(x, y)− xyAν0(x, y) = 0,

which is impossible since φ is non-dicritical.

3. Suppose that ν1 < 2M + N − 5. The functions Aν0 and Bν0 are
homogeneous of degree ν0. So, we write them as

Aν0(x, y) =
∑

i+j=ν0

αi,jx
iyj and Bν0(x, y) =

∑
i+j=ν0

βi,jx
iyj .
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Since ν0 ≥ N , then the function f(t), defined by

f(t) = tBν0(1, t)− tAν0(1, t) = t
∑

i+j=ν0

(βi,j − αi,j)tj ,

vanishes at {0,∞, a1,1, . . . , a1,N−1}. The biholomorphism φ̃ is given by

φ̃ = E−1
1 ◦ φ ◦ E1. So, it can be written as

φ̃(x1, y1) = (x1(1+A(x1, x1y1)), y1(1+B(x1, x1y1)−A(x1, x1y1)+ · · · )),

where the lifted homogeneous parts of degree ν0 of A and B has the form

Aν0(x1, x1y1) =
∑

i+j=ν0

αi,jx
ν0
1 y

j
1 and Bν0(x1, x1y1) =

∑
i+j=ν0

βi,jx
ν0
1 y

j
1.

Since the order of tangency of φ is ν0 + 1 then there exists i and j
satisfying i + j = ν0 such that αi,j 6= 0 or βi,j 6= 0. Let j0 be the
smallest such j. So, we have

φ̃(x1, y1) = (x1(1 + Ãν1(x1, y1) + · · · ), y1(1 + B̃ν1(x1, y1) + · · · )),

where

Ãν1(x1, y1) =
∑

i+j=α0≤j0

α′i,jx
ν0+i
1 yj1,

B̃ν1(x1, y1) =
∑

i+j=α0≤j0

(β′i,j − α′i,j)x
ν0+i
1 yj1.

So, the order of tangency of φ̃, ν1 + 1, is equal to ν0 +α0 + 1. We define
the function f̃ by

f̃(t) = tB̃ν1(1, t)− tÃν1(1, t).

We know that ν1 ≥ ν0 ≥ N . Since the action of φ̃ on any component of
height ν1 + 1 conjugates the complete cones, then, if ν1 = N , the func-
tion f̃ vanishes at 0, 1, and∞. Since φ̃ is non-dicritical then α0 +1 must
be greater than or equal to 3. This implies that j0 ≥ 2 and so for all j < 2
satisfying i + j = ν0, we have αi,j = βi,j = 0. However, the function
f(t) = t3

∑
i+j=ν0

(βi,j − αi,j)tj−2 vanishes at {0,∞, a1,1, . . . , a1,N−1}.
Since φ is non-dicritical, then ν0 − 2 must be greater than or equal
to N . This implies that ν1 must be at least N + 4 which is impossi-
ble. Thus, ν1 must be greater than N . We proceed similarly at each
level. Finally, if ν1 = 2M + N − 6, then the function f̃ vanishes at
{0, 1,∞, b1,1, . . . , b1,M−3}. Since φ̃ is non-dicritical, then α0 + 1 must
be at least M . This implies that j0 ≥ M − 1. Similarly, we must have
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ν0 −M + 1 ≥ N . As a consequence, ν1 must be at least 2M + N − 2
which is impossible.

4. The proof is similar to that of the first point, noting that we necessarily
have ak,i = a′k,i for all 1 ≤ i ≤ N − 1 and 1 ≤ k ≤ ν0.
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darrera versió rebuda el 27 de setembre de 2017.

http://dx.doi.org/10.1016/S0021-7824(99)00013-6
http://dx.doi.org/10.5427/jsing.2016.14b
http://dx.doi.org/10.1007/BF01239515
http://dx.doi.org/10.1007/BF01405360
http://dx.doi.org/10.1007/BF01390170

	Introduction
	1. The dimension of H1(D,F)
	2. The local normal forms
	3. The uniqueness of the normal forms
	References

