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#### Abstract

A band is a semigroup consisting of idempotents. It is proved that for any field $K$ and any band $S$ with finitely many components, the semigroup algebra $K[S]$ can be embedded in upper triangular matrices over a commutative $K$-algebra. The proof of a theorem of Malcev [4, Theorem 10] on embeddability of algebras into matrix algebras over a field is corrected and it is proved that if $S=$ $F \cup E$ is a band with two components $E, F$ such that $F$ is an ideal of $S$ and $E$ is finite, then $S$ is a linear semigroup. Certain sufficient conditions for linearity of a band $S$, expressed in terms of annihilators associated to $S$, are also obtained.


## 1. Introduction

Recall that a band is a semigroup consisting of idempotents. This paper is motivated by the problem of embeddability of a band $S$ into the multiplicative semigroup $M_{n}(K)$ of matrices over a field $K$, which was first raised in [3]. It is known that every band $S$ is a semilattice of rectangular bands. In other words, there exists a semilattice (a commutative band) $\Gamma$ such that $S=\bigcup_{\alpha \in \Gamma} S_{\alpha}$, a disjoint union, and $S_{\alpha} S_{\beta} \subseteq S_{\alpha \beta}$. Here $S_{\alpha}$ are called the components of $S$ and they are rectangular bands. This means that every $E=S_{\alpha}$ satisfies the identity $x y x=x$. Equivalently, $E \cong \mathcal{M}(\{1\}, X, Y ; P)$, a completely simple semigroup over the trivial group and with a sandwich matrix $P=\left(p_{y x}\right)$ where $p_{y x}=1$ for all $x \in X, y \in Y$. Moreover $E=\left(E e_{0}\right)\left(e_{0} E\right)$ for every $e_{0} \in E$ and $E e_{0}$ is a left zero semigroup, that is it satisfies the identity $x y=x$, and $e_{0} E$ is

[^0]a right zero semigroup, defined by the identity $x y=y$. For more details we refer to [7].

It is well known that every linear semigroup $S \subseteq M_{n}(K)$ has only finitely many principal factors that contain idempotents (and every such factor is a completely 0 -simple or a completely simple semigroup). This follows from a general structure theorem for arbitrary linear semigroups, [6, Theorem 3.5]. So, when studying embeddability of bands into matrices, we have to deal with the case where $\Gamma$ is finite. It is also well known that every band $S \subseteq M_{n}(K)$ is triangularizable, see [6, $\left.\S 4.4\right]$, or [8].

If $|\Gamma|=1$, so $S=F$ is a rectangular band, then $F$ has an embedding into $M_{3}(L)$ for sufficiently big fields $L$. A matrix embedding of $F$, given in [3], is of the form

$$
x \longmapsto\left(\begin{array}{ccc}
0 & \mu(x f) & \mu(x f) \eta(f x) \\
0 & 1 & \eta(f x) \\
0 & 0 & 0
\end{array}\right) \in M_{3}(L)
$$

where $f \in F$ is a fixed element and $\mu: F f \longrightarrow L, \eta: f F \longrightarrow L$ are injective maps. Actually, it is easy to see that, for any field $K$, choosing the field $L$ big enough and choosing appropriate maps $\mu, \eta$, we also get an embedding of algebras $K[F] \hookrightarrow M_{3}(L)$.

The next step is to consider bands with two components. An example constructed in [3] shows that there exists a band with two components $S=E \cup F$ such that $S$ is not linear. In this example, both $E$ and $F$ are right zero semigroups. We show that one can construct an even simpler example with $E$ a left zero and $F$ a right zero semigroup.

Example 1.1. Let $S=E \cup F$, a disjoint union, where $E=\left\{e_{i} \mid i \geq 1\right\}$ and $F=X \cup X^{\prime}$ with $X=\left\{f_{i} \mid i \geq 1\right\}, X^{\prime}=\left\{f_{i}^{\prime} \mid i \geq 1\right\}$. On $E$ and $F$ we define the operation by the rules: $e e^{\prime}=e$ and $f f^{\prime}=f^{\prime}$ for all $e, e^{\prime} \in E, f, f^{\prime} \in F$. Then we define also $x^{\prime} e=x^{\prime}$ for $x^{\prime} \in$ $X^{\prime}, e \in E$ and $e f=f$ for $e \in E, f \in F$. Moreover, $f_{j} e_{i}=f_{j}^{\prime}$ for $j=1, \ldots, i-1$ and $f_{j} e_{i}=f_{i}^{\prime}$ for $j \geq i$. It is easy to see that $S$ is a band with components $E, F$ and $F$ is an ideal of $S$. Notice that the right annihilator $\operatorname{ann}_{r}\left(f_{j}-f_{j}^{\prime}\right)=\left\{x \in S \mid f_{j} x=f_{j}^{\prime} x\right\}$ of $f_{j}-f_{j}^{\prime}$ in $S$ contains $e_{i}$ with $i \geq j$ and does not contain $e_{1}, \ldots, e_{j-1}$. It follows that there is an infinite descending chain of such annihilators. Therefore $S$ is not a linear semigroup.

In view of these examples, one can ask for general conditions under which a band $S$ is linear. This problem is the main motivation for the results of this paper.

We note that the problem of embeddability of rings into matrices over a commutative ring has attracted a lot of attention because of its role in the theory of PI-algebras, see [9]. Several papers were also devoted to the embeddability into triangular matrices, in particular see [1], [5]. In the context of our general aim, it is then natural to look at these problems for the class of bands and also of their semigroup algebras.

In the first part of this paper, we prove that for any field $K$ and any band $S$ with finitely many components, the algebra $K[S]$ can be embedded in upper triangular matrices over a commutative $K$-algebra. We also give an explicit embedding in the case where $S$ has 2 components.

In the second part, we prove a technical lemma on algebras which allows us to correct the original proof of a theorem of Malcev [4, Theorem 10] and to prove that if $S=F \cup E$ is a band with two components $E, F$ such that $F$ is an ideal of $S$ and $E$ is finite, then $S$ is a linear semigroup. We give also some explicit embeddings of special classes of bands satisfying finiteness conditions on annihilators, and of their algebras, into triangular matrices over fields.

## 2. Triangular embeddings over commutative rings

Let $K$ be a field. For a $K$-algebra $A$, denote by $T_{n}(A)$ the algebra of upper triangular matrices $m=\left(m_{i j}\right)$ over $A$ with $m_{i i} \in K$ for every $i=$ $1, \ldots, n$. First, we prove an auxiliary result.

Lemma 2.1. Assume that a $K$-algebra $R$ is of the form $R=R_{0}+K e$ for an ideal $R_{0}$ of $R$ and for an idempotent $e \in R$. Let $A$ be a commutative $K$-algebra. If $R_{0}$ is embeddable into the matrix ring $M_{n}(A)$ for some $n \geq 1$ then $R$ embeds in $M_{2 n}(A)$. If $R_{0}$ is embeddable into $T_{n}(A)$ for some $n \geq 1$ then $R$ embeds in $T_{2 n}(A)$.

Proof: Suppose that $\phi: R_{0} \longrightarrow M_{n}(A)$ is an embedding. We have a decomposition $R=e R e+e R(1-e)+(1-e) R e+(1-e) R(1-e)$ (existence of a unity in $R$ is not assumed). By the hypothesis, $e R e=e R_{0} e+K e$ and the remaining three components are contained in $R_{0}$. Define the map $\bar{\phi}: R \longrightarrow M_{2 n}(A)$ by the rules:

$$
\begin{aligned}
& \bar{\phi}(\lambda e)=\left(\begin{array}{cc}
\lambda I & 0 \\
0 & 0
\end{array}\right), \quad \text { for } \lambda \in K, \\
& \bar{\phi}(x)=\left(\begin{array}{cc}
\phi(x) & 0 \\
0 & 0
\end{array}\right), \quad \text { for } x \in e R_{0} e,
\end{aligned}
$$

$$
\begin{array}{ll}
\bar{\phi}(x)=\left(\begin{array}{cc}
0 & \phi(x) \\
0 & 0
\end{array}\right), & \text { for } x \in e R_{0}(1-e) \\
\bar{\phi}(x)=\left(\begin{array}{cc}
0 & 0 \\
\phi(x) & 0
\end{array}\right), \quad \text { for } x \in(1-e) R_{0} e \\
\bar{\phi}(x)=\left(\begin{array}{cc}
0 & 0 \\
0 & \phi(x)
\end{array}\right), \quad \text { for } x \in(1-e) R_{0}(1-e)
\end{array}
$$

using the block matrix notation with all blocks of size $n \times n$. It is clear that $\bar{\phi}$ is an injective homomorphism.

Next, assume that $\phi: R_{0} \longrightarrow T_{n}(A)$. In this case, a slightly more complicated approach is needed to prove the second assertion. Write $\phi(x)=\left(\phi_{i j}(x)\right)$. Put $\phi(e)=I$, the identity matrix. Then define: $\bar{\phi}: R \longrightarrow T_{2 n}(A)$ as follows: $\bar{\phi}(x)=\left(\bar{\phi}_{i j}(x)\right)$, where

$$
\begin{aligned}
\bar{\phi}_{2 i-1,2 j-1}(x) & =\phi_{i j}(x) \text { for } x \in e R e \\
\bar{\phi}_{2 i-1,2 j}(x) & =\phi_{i j}(x) \text { for } x \in e R(1-e) \\
\bar{\phi}_{2 i, 2 j-1}(x) & =\phi_{i j}(x) \text { for } x \in(1-e) R e \\
\bar{\phi}_{2 i, 2 j}(x) & =\phi_{i j}(x) \text { for } x \in(1-e) R(1-e),
\end{aligned}
$$

where $i, j$ run over the set $\{1, \ldots, n\}$ with the convention that $\bar{\phi}_{k, l}(x)=0$ for all unspecified pairs $k, l \in\{1, \ldots, n\}$ in each of the four cases listed above. It is clear that $\bar{\phi}(x)$ is an embedding. A direct verification shows that $\bar{\phi}(x y)=\bar{\phi}(x) \bar{\phi}(y)$ for every $x, y \in R$. To illustrate this, we verify the case where $x \in e R(1-e)$ and $y \in(1-e) R e$. Then the nonzero entries of the matrix
$\bar{\phi}(x) \bar{\phi}(y)=\left(\bar{\phi}_{i j}(x)\right)\left(\bar{\phi}_{k l}(y)\right)=\left(\sum_{q=1}^{2 n} \bar{\phi}_{i q}(x) \bar{\phi}_{q l}(y)\right)=\left(\sum_{q=1}^{n} \bar{\phi}_{i, 2 q}(x) \bar{\phi}_{2 q, l}(y)\right)$
are in positions $(i, l)$ with odd $i$ and $l$ and they are equal to

$$
\sum_{q=1}^{n} \phi_{(i+1) / 2, q}(x) \phi_{q,(l+1) / 2}(y)=\phi_{(i+1) / 2,(l+1) / 2}(x y)=\bar{\phi}_{i l}(x y)
$$

So the claim follows.
In order to verify that $\bar{\phi}(x) \in T_{2 n}(A)$ for every $x \in R$ we first note that $\bar{\phi}_{i, i}(x)$ is nonzero only if $x \in e R e$ or $(1-e) R(1-e)$ and then $\bar{\phi}_{i, i}(x)$ is equal to $\phi_{k, k}(x)$ for some $k$, which lies in $K$ by the assumption that $\phi\left(R_{0}\right) \subseteq T_{n}(A)$. On the other hand, suppose that $\bar{\phi}_{i+1, i}(x)$ is nonzero. Then $x \in(1-e) R e$ and in this case $x^{2}=0$. So, again by the
assumption on the image of $\phi$, we must get $\bar{\phi}_{i+1, i}(x)=\phi_{k, k}(x)=0$, for some $k$, a contradiction. Since other entries below the diagonal in every matrix $\bar{\phi}(x)$ are zero, the result follows.

Theorem 2.2. Let $S$ be a band with finitely many components. Then the Jacobson radical $J(K[S])$ of $K[S]$ is nilpotent and $K[S]$ embeds into $T_{n}(A)$ for a commutative $K$-algebra $A$. Moreover, the $K$-algebra $K[S] / J(K[S])$ has finite dimension.
Proof: Let $S=\bigcup_{\gamma \in \Gamma} S_{\gamma}$, a semilattice $\Gamma$ of completely simple components $S_{\gamma}, \gamma \in \Gamma$. We claim that $J(K[S])=\sum_{\gamma \in \Gamma} \omega\left(K\left[S_{\gamma}\right]\right)$, where $\omega\left(K\left[S_{\gamma}\right]\right)$ denotes the augmentation ideal of $K\left[S_{\gamma}\right]$, and the radical is nilpotent. In particular, this implies that the radical has finite codimension. We proceed by induction on $|\Gamma|$. If $|\Gamma|=1$, then it is well known and easy to check that $K[S]$ is a local algebra with radical $\omega(K[S])$ and $\omega(K[S])^{3}=0$.

So, assume that $|\Gamma|>1$. Let $\beta$ be a maximal element of $\Gamma$. Let $\Gamma^{\prime}=$ $\Gamma \backslash\{\beta\}$ and $S^{\prime}=\bigcup_{\gamma \in \Gamma^{\prime}} S_{\gamma}$. By the induction hypothesis, $J\left(K\left[S^{\prime}\right]\right)=$ $\sum_{\gamma \in \Gamma^{\prime}} \omega\left(K\left[S_{\gamma}\right]\right)$ and it is nilpotent. Note that $\sum_{\gamma \in \Gamma} \omega\left(K\left[S_{\gamma}\right]\right)$ is an ideal of $K[S]$. Since $\left(\omega\left(K\left[S_{\beta}\right]\right)\right)^{3}=0$, we have that

$$
\left(\sum_{\gamma \in \Gamma} \omega\left(K\left[S_{\gamma}\right]\right)\right)^{3} \subseteq J\left(K\left[S^{\prime}\right]\right)
$$

Hence $\sum_{\gamma \in \Gamma} \omega\left(K\left[S_{\gamma}\right]\right)$ is nilpotent and $\sum_{\gamma \in \Gamma} \omega\left(K\left[S_{\gamma}\right]\right) \subseteq J(K[S])$. We define the map $f: K[S] \longrightarrow K\left[S_{\beta}\right]$ by

$$
f\left(\sum_{s \in S} \alpha(s) s\right)=\sum_{s \in S_{\beta}} \alpha(s) s
$$

for all $\sum_{s \in S} \alpha(s) s \in K[S]$. Since $\beta$ is a maximal element of $\Gamma, f$ is a ring homomorphism which is surjective. It follows that $f(J(K[S])) \subseteq$ $J\left(K\left[S_{\beta}\right]\right)=\omega\left(K\left[S_{\beta}\right]\right)$. Hence $f(J(K[S])) \subseteq J(K[S])$. Since $K\left[S^{\prime}\right]$ is an ideal of $K[S]$, we have that $J(K[S]) \cap K\left[S^{\prime}\right] \subseteq J\left(K\left[S^{\prime}\right]\right)$. Therefore

$$
J(K[S])=f(J(K[S]))+\left(J\left(K[S] \cap K\left[S^{\prime}\right]\right)\right) \subseteq \sum_{\gamma \in \Gamma} \omega\left(K\left[S_{\gamma}\right]\right)
$$

It follows that $J(K[S])=\sum_{\gamma \in \Gamma} \omega\left(K\left[S_{\gamma}\right]\right)$ and it is nilpotent.
From [1] we know that there exists an embedding $\phi: J(K[S]) \longrightarrow$ $T_{n}(A)$ (actually into strictly upper triangular matrices) for some $n \geq 1$ and a commutative algebra $A$. Let $J$ be an ideal of $\Gamma$ that is not a singleton. Then $J=L \cup\{\delta\}$, a disjoint union, for an ideal $L$ of $\Gamma$
and a maximal element $\delta \in J$. Define $R_{J}=J(K[S])+\sum_{\gamma \in J} K\left[S_{\gamma}\right]$. From the first part of the proof it follows that $R_{J}$ is an ideal of $K[S]$ such that $R_{J}=R_{L}+K e_{\delta}$ for an element $e_{\delta} \in S_{\delta}$, and $R_{L}$ is an ideal of $R_{J}$. Therefore the assertion follows by an easy induction based on Lemma 2.1.

As an immediate consequence of Theorem 2.2 we get the following result.
Corollary 2.3. The semigroup algebra $K[S]$ of a band $S$ with finitely many components satisfies a standard polynomial identity.

Our second aim is to construct a concrete embedding of a band $S$ with two components into an algebra over a commutative ring. This is based on a commutative algebra $\bar{R}$ naturally associated to $S$. Therefore, it also leads to the question whether linearity of $S$ (over a field) can be characterized in terms of this algebra.

Suppose that $S$ is a band with two components $F$ and $E$ such that $F$ is an ideal of $S$. We may assume that $F=\left\{f_{i, j} \mid i \in I\right.$ and $\left.j \in J\right\}$, $E=\left\{e_{a, b} \mid a \in A\right.$ and $\left.b \in B\right\}$, and

$$
f_{i, j} f_{k, l}=f_{i, l} \quad \text { and } \quad e_{a, b} e_{c, d}=e_{a, d}
$$

for all $i, k \in I, j, l \in J, a, c \in A$ and $b, d \in B$. Let $\alpha: A \times B \times I \rightarrow I$ be the map defined by the rule

$$
e_{a, b} f_{i, j}=f_{\alpha(a, b, i), j}
$$

Let $\beta: J \times A \times B \rightarrow J$ be the map defined by the rule

$$
f_{i, j} e_{a, b}=f_{i, \beta(j, a, b)}
$$

Since

$$
f_{\alpha(a, d, i), j}=e_{a, d} f_{i, j}=e_{a, b} e_{c, d} f_{i, j}=e_{a, b} f_{\alpha(c, d, i), j}=f_{\alpha(a, b, \alpha(c, d, i)), j}
$$

we have that

$$
\begin{equation*}
\alpha(a, b, \alpha(c, d, i))=\alpha(a, d, i) \tag{1}
\end{equation*}
$$

for all $a, c \in A, b, d \in B$ and $i \in I$. Similarly one can see that

$$
\begin{equation*}
\beta(\beta(j, a, b), c, d)=\beta(j, a, d) \tag{2}
\end{equation*}
$$

for all $a, c \in A, b, d \in B$ and $j \in J$.
For any field $K$, we will construct a commutative $K$-algebra $\bar{R}$ such that the semigroup algebra $K[S]$ embeds into the ring $T_{7}(\bar{R})$ of $7 \times$ 7 upper triangular matrices over $\bar{R}$ with diagonal in $K$. Actually, $\bar{R}$ is a semigroup algebra $K[C]$ of a commutative semigroup $C$.

Let $X=\left\{x_{i} \mid i \in I\right\}, Y=\left\{y_{j} \mid j \in J\right\}, Z=\left\{z_{a} \mid a \in A\right\}, Z^{\prime}=\left\{z_{a}^{\prime} \mid\right.$ $a \in A\}, T=\left\{t_{b} \mid b \in B\right\}$ and $T^{\prime}=\left\{t_{b}^{\prime} \mid b \in B\right\}$ be pairwise disjoint sets of commuting indeterminates over $K$. Let $R=K\left[X \cup Y \cup Z \cup Z^{\prime} \cup T \cup T^{\prime}\right]$ be the polynomial ring on these indeterminates with coefficients in $K$. Let $M$ be the ideal of $R$ generated by
(i) $t_{b} x_{i}-t_{d} x_{k}$, for all $i, k \in I$ and all $b, d \in B$ such that there exists $a \in A$ satisfying $\alpha(a, b, i)=\alpha(a, d, k)$,
(ii) $z_{a} t_{b} x_{i}-z_{c} t_{d} x_{k}$, for all $i, k \in I, a, c \in A$ and $b, d \in B$ such that $\alpha(a, b, i)=\alpha(c, d, k)$,
(iii) $y_{j} z_{a}^{\prime}-y_{l} z_{c}^{\prime}$, for all $j, l \in J$ and all $a, c \in A$ such that there exists $b \in B$ satisfying $\beta(j, a, b)=\beta(l, c, b)$,
(iv) $y_{j} z_{a}^{\prime} t_{b}^{\prime}-y_{l} z_{c}^{\prime} t_{d}^{\prime}$, for all $j, l \in J, a, c \in A$ and $b, d \in B$ such that $\beta(j, a, b)=\beta(l, c, d)$.
Let $\bar{R}=R / M$. Let $\rho: S \rightarrow T_{7}(\bar{R})$ be the map defined by

$$
\rho\left(e_{a, b}\right)=\left(\begin{array}{ccccccc}
0 & \overline{z_{a}} & \overline{z_{a} t_{b}} & 0 & 0 & 0 & 0 \\
0 & 1 & \overline{t_{b}} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \overline{z_{a}^{\prime}} & \overline{z_{a}^{\prime} t_{b}^{\prime}} \\
0 & 0 & 0 & 0 & 0 & 1 & \overline{t_{b}^{\prime}} \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right),
$$

for all $a \in A$ and $b \in B$,

$$
\rho\left(f_{i, j}\right)=\left(\begin{array}{ccccccc}
0 & 0 & 0 & \overline{z_{a} t_{b} x_{k}} & 0 & \overline{z_{a} t_{b} x_{k} y_{l} z_{c}^{\prime}} & \overline{z_{a} t_{b} x_{k} y_{l} z_{c}^{\prime} t_{d}^{\prime}} \\
0 & 0 & 0 & \overline{t_{b} x_{k}} & 0 & \overline{t_{b} x_{k} y_{l} z_{c}^{\prime}} & \overline{t_{b} x_{k} y_{l} z_{c}^{\prime} t_{d}^{\prime}} \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{0}{0} \\
0 & 0 & 1 & 0 & \overline{y_{l} z_{c}^{\prime}} & \overline{y_{l} z_{c}^{\prime} t_{d}^{\prime}} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right),
$$

for all $f_{i, j} \in E F E$ such that $\alpha(a, b, k)=i$ and $\beta(l, c, d)=j$,

$$
\rho\left(f_{i, j}\right)=\left(\begin{array}{ccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \overline{x_{i}} & 0 & \frac{0}{x_{i} y_{l} z_{c}^{\prime}} & \frac{0}{x_{i} y_{l} z_{c}^{\prime} t_{d}^{\prime}} \\
0 & 0 & 0 & 1 & 0 & \frac{y_{l} z_{c}^{\prime}}{y_{l} z_{c}^{\prime} t_{d}^{\prime}} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right)
$$

for all $f_{i, j} \in F E \backslash E F E$ such that $\beta(l, c, d)=j$,

$$
\rho\left(f_{i, j}\right)=\left(\begin{array}{ccccccc}
0 & 0 & 0 & \overline{z_{a} t_{b} x_{k}} & \overline{z_{a} t_{b} x_{k} y_{j}} & 0 & 0 \\
0 & 0 & 0 & \frac{t_{b} x_{k}}{t_{b} x_{k} y_{j}} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & \overline{y_{j}} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right),
$$

for all $f_{i, j} \in E F \backslash E F E$ such that $\alpha(a, b, k)=i$, and

$$
\rho\left(f_{i, j}\right)=\left(\begin{array}{ccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \overline{x_{i}} & \overline{x_{i} y_{j}} & 0 & 0 \\
0 & 0 & 0 & 1 & \overline{y_{j}} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right),
$$

for all $f_{i, j} \in F \backslash(E F \cup F E)$.
To prove that $\rho$ is well-defined we need to check that $\overline{z_{a} t_{b} x_{k}}=\overline{z_{a^{\prime}} t_{b^{\prime}} x_{k^{\prime}}}$, $\overline{t_{b} x_{k}}=\overline{t_{b^{\prime}} x_{k^{\prime}}}, \overline{y_{l} z_{c}^{\prime} t_{d}^{\prime}}=\overline{y_{l^{\prime}} z_{c^{\prime}}^{\prime} t_{d^{\prime}}^{\prime}}, \overline{y_{l} z_{c}^{\prime}}=\overline{y_{l^{\prime}} z_{c^{\prime}}^{\prime}}$, for all $a, a^{\prime}, c, c^{\prime} \in A$, $b, b^{\prime}, d, d^{\prime} \in B, k, k^{\prime} \in I$ and $l, l^{\prime} \in J$ such that $\alpha(a, b, k)=\alpha\left(a^{\prime}, b^{\prime}, k^{\prime}\right)$ and $\beta(l, c, d)=\beta\left(l^{\prime}, c^{\prime}, d^{\prime}\right)$. Suppose that $\alpha(a, b, k)=\alpha\left(a^{\prime}, b^{\prime}, k^{\prime}\right)$ and $\beta(l, c, d)=\beta\left(l^{\prime}, c^{\prime}, d^{\prime}\right)$. By the definition of $M$, we have that $\overline{z_{a} t_{b} x_{k}}=$ $\overline{z_{a^{\prime}} t_{b^{\prime}} x_{k^{\prime}}}$ and $\overline{y_{l} z_{c}^{\prime} t_{d}^{\prime}}=\overline{y_{l^{\prime}} z_{c^{\prime}}^{\prime} t_{d^{\prime}}^{\prime}}$. By (1),

$$
\alpha(a, b, k)=\alpha(a, b, \alpha(a, b, k))=\alpha\left(a, b, \alpha\left(a^{\prime}, b^{\prime}, k^{\prime}\right)\right)=\alpha\left(a, b^{\prime}, k^{\prime}\right)
$$

Hence $\overline{t_{b} x_{k}}=\overline{t_{b^{\prime}} x_{k^{\prime}}}$. By (2),

$$
\beta(l, c, d)=\beta(\beta(l, c, d), c, d)=\beta\left(\beta\left(l^{\prime}, c^{\prime}, d^{\prime}\right), c, d\right)=\beta\left(l^{\prime}, c^{\prime}, d\right)
$$

Hence $\overline{y_{l} z_{c}^{\prime}}=\overline{y_{l^{\prime}} z_{c^{\prime}}^{\prime}}$. Therefore $\rho$ is well-defined.
We shall see that $\rho$ is injective. Since $M$ is generated by homogeneous polynomials of degree 2 and 3 , it is clear that the restrictions of $\rho$ to $E$ and to $F \backslash(E F \cup F E)$ are injective. It is also clear that we only need to check that each of the restrictions of $\rho$ to the disjoint sets $E F E$, $F E \backslash E F E$ and $E F \backslash E F E$ is injective. It is sufficient to prove that for $a, c \in A, b, d \in B, i, k \in I$ and $j, l \in J$,

$$
\begin{equation*}
\overline{z_{a} t_{b} x_{i}}=\overline{z_{c} t_{d} x_{k}} \Longrightarrow \alpha(a, b, i)=\alpha(c, d, k) \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
\overline{y_{j} z_{a}^{\prime} t_{b}^{\prime}}=\overline{y_{l} z_{c}^{\prime} t_{d}^{\prime}} \Longrightarrow \beta(j, a, b)=\beta(l, c, d) . \tag{4}
\end{equation*}
$$

Suppose that $\overline{z_{a} t_{b} x_{i}}=\overline{z_{c} t_{d} x_{k}}$ and that $\alpha(a, b, i) \neq \alpha(c, d, k)$. Since $M$ is homogeneous with respect to the degrees in $X, Y, Z, Z^{\prime}, T$ and in $T^{\prime}$,

$$
z_{a} t_{b} x_{i}-z_{c} t_{d} x_{k}=\sum_{n=1}^{m} \lambda_{n}\left(z_{a_{n}} t_{b_{n}} x_{i_{n}}-z_{c_{n}} t_{d_{n}} x_{k_{n}}\right)
$$

for some $\lambda_{n} \in K$ and some $a_{n}, c_{n} \in A, b_{n}, d_{n} \in B$ and $i_{n}, k_{n} \in I$ such that $\alpha\left(a_{n}, b_{n}, i_{n}\right)=\alpha\left(c_{n}, d_{n}, k_{n}\right)$, for all $n=1, \ldots, m$. Let $N_{1}=\{n \mid$ $1 \leq n \leq m$ and $\left.\alpha\left(a_{n}, b_{n}, i_{n}\right)=\alpha(a, b, i)\right\}$ and $N_{2}=\{n \mid 1 \leq n \leq m$ and $\left.\alpha\left(a_{n}, b_{n}, i_{n}\right)=\alpha(c, d, k)\right\}$. Then, clearly,

$$
z_{a} t_{b} x_{i}=\sum_{n \in N_{1}} \lambda_{n}\left(z_{a_{n}} t_{b_{n}} x_{i_{n}}-z_{c_{n}} t_{d_{n}} x_{k_{n}}\right)
$$

and

$$
-z_{c} t_{d} x_{k}=\sum_{n \in N_{2}} \lambda_{n}\left(z_{a_{n}} t_{b_{n}} x_{i_{n}}-z_{c_{n}} t_{d_{n}} x_{k_{n}}\right) .
$$

But this is impossible. Hence $\alpha(a, b, i)=\alpha(c, d, k)$ and (3) follows. Similarly we prove (4). Hence $\rho$ is injective. It is easy to see that $\rho\left(e_{a, b} e_{c, d}\right)=$ $\rho\left(e_{a, b}\right) \rho\left(e_{c, d}\right)$ and $\rho\left(f_{i, j} f_{k, l}\right)=\rho\left(f_{i, j}\right) \rho\left(f_{k, l}\right)$. Let $f_{i, j}=e_{a, b} f_{i, j} \in E F$ and $e_{c, d} \in E$. Then

$$
\rho\left(f_{i, j}\right)=\left(\begin{array}{ccccc}
0 & 0 & 0 & \overline{z_{a} t_{b} x_{i}} & \overline{z_{a} t_{b} x_{i}} r \\
0 & 0 & 0 & \overline{t_{b} x_{i}} & \overline{t_{b} x_{i}} r \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & r \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right)
$$

for some $r \in M_{1 \times 3}(\bar{R})$, and

$$
\begin{aligned}
\rho\left(e_{c, d}\right) \rho\left(f_{i, j}\right) & =\left(\begin{array}{ccccc}
0 & 0 & 0 & \overline{z_{c} t_{b} x_{i}} & \overline{\overline{z_{c} t_{b} x_{i}} r} \\
0 & 0 & 0 & \overline{t_{b} x_{i}} & \overline{t_{b} x_{i}} r \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & r \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right) \\
& =\rho\left(f_{\alpha(c, b, i), j}\right)=\rho\left(e_{c, b} f_{i, j}\right)=\rho\left(e_{c, d} e_{a, b} f_{i, j}\right)=\rho\left(e_{c, d} f_{i, j}\right)
\end{aligned}
$$

Let $f_{i, j} \in F \backslash E F$ and $e_{c, d} \in E$. Then

$$
\rho\left(f_{i, j}\right)=\left(\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \overline{x_{i}} & \overline{x_{i}} r \\
0 & 0 & 0 & 1 & r \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right)
$$

for some $r \in M_{1 \times 3}(\bar{R})$, and

$$
\begin{aligned}
\rho\left(e_{c, d}\right) \rho\left(f_{i, j}\right) & =\left(\begin{array}{ccccc}
0 & 0 & 0 & \overline{z_{c} t_{d} x_{i}} & \overline{\overline{z_{c} t_{d} x_{i}} r} \\
0 & 0 & 0 & \overline{t_{d} x_{i}} & \overline{t_{d} x_{i}} r \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & r \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right) \\
& =\rho\left(f_{\alpha(c, d, i), j}\right)=\rho\left(e_{c, d} f_{i, j}\right)
\end{aligned}
$$

Similarly, it is easy to see that we always have $\rho\left(f_{i, j} e_{a, b}\right)=\rho\left(f_{i, j}\right) \rho\left(e_{a, b}\right)$. Since $\rho(S)$ is $K$-linearly independent, $\rho$ extends to a monomorphism of $K$-algebras $K[S] \rightarrow T_{7}(\bar{R})$. It is clear that $\bar{R} \cong K[C]$, where $C$ is the monoid defined by the same presentation as $\bar{R}$.

## 3. Embeddings over a field

This section is devoted to the embeddability of bands, and of their semigroup algebras, into the matrix algebras over a field. We start with a discussion of a theorem formulated in [4, Theorem 10]. The proof given there is incorrect. Our first aim is to give a correct proof. For this, recall the following simple observation. Let $L$ be a left ideal of an algebra $R$ over a field $K$. Assume that the left $R$-module $R / L$ is finite dimensional over $K$. Let $R^{1}$ be the standard extension of $R$ to the algebra with unity. If $I$ is the annihilator of the left $R^{1}$-module $R^{1} / L$, then the algebra $R^{1} / I$ embeds into $\operatorname{End}_{K}\left(R^{1} / L\right)$ and hence it has finite dimension. Hence, $L$ contains an ideal $I$ of $R^{1}$ that has finite codimension.

In the proof we will also use the following lemma.
Lemma 3.1. Let $R$ be an algebra over a field $K$. Let $I$ be a left ideal of $R$ of finite codimension. Let $M$ be an ideal of I of finite codimension. Then there exists an ideal $W$ of $R$ of finite codimension such that $W \subseteq M$.

Proof: We can write $R=I+\sum_{i=1}^{m} a_{i} K$ for some $m \geq 1$ and some $a_{i} \in R$. Define

$$
V_{i}=\left\{x \in M \mid a_{i} x \in M\right\}, \quad i=1, \ldots, m
$$

Then $a_{i} I x \subseteq I x \subseteq M$ for $x \in M$, so $I V_{i} \subseteq V_{i}$. It follows that $V^{\prime}=$ $\bigcap_{i=1}^{m} V_{i}$ is a left ideal of $I$. Define

$$
\bar{V}=V^{\prime}+\sum_{i=1}^{m} a_{i} V^{\prime}
$$

Then $\bar{V}$ is a left ideal of the algebra $R$ and $\bar{V} \subseteq M$. We claim that $\operatorname{dim}_{K}(R / \bar{V})<\infty$. In order to check this, it is enough to show that $\bar{V}$ has finite codimension in $M$ (since $M$ has finite codimension in $I$ and the latter has finite codimension in $R$ ). Therefore, it is sufficient to show that every $V_{i}$ has finite codimension in $M$. Now, $V_{i}=\phi^{-1}(M)$, where $\phi: M \longrightarrow R$ is the linear map defined by $\phi(x)=a_{i} x$. Since $M$ has finite codimension in $R$, also $\phi^{-1}(M)$ has finite codimension in $M$. The claim follows.

Hence, by the comment before Lemma 3.1, there exists also a twosided ideal $W$ of $R$ of finite codimension such that $W \subseteq \bar{V} \subseteq M$.

Now we can prove the following theorem, stated by Malcev in [4].
Theorem 3.2. Let $I$ be a left ideal of an algebra $R$ over a field $K$. Assume that $\operatorname{dim}_{K}(R / I)<\infty$ and that there exists a positive integer $n$ such that I embeds into the matrix ring $M_{n}(L)$ over a field extension $L$ of $K$. Then $R$ embeds into $M_{k}(L)$ for some $k$.

Proof: First notice that the second part of the assumptions can be reformulated as follows: there exists an ideal $M$ of the algebra $I \otimes_{K} L$ such that $I \cap M=0$ and $\operatorname{dim}_{L}\left(\left(I \otimes_{K} L\right) / M\right)<\infty$. Indeed, the latter is satisfied if the ideal $M$ is defined as the kernel of the natural homomorphism $I \otimes_{K} L \longrightarrow M_{n}(L)$.

Since $I \otimes_{K} L$ is a left ideal of $R \otimes_{K} L$ and

$$
\operatorname{dim}_{L}\left(\left(R \otimes_{K} L\right) /\left(I \otimes_{K} L\right)\right)=\operatorname{dim}_{K}(R / I)<\infty
$$

by Lemma 3.1, there exists an ideal $W$ of $R \otimes_{K} L$ such that $\operatorname{dim}_{L}\left(\left(R \otimes_{K}\right.\right.$ $L) / W)<\infty$ and $W \subseteq M$.

Since $I \cap M=0$ and $M \subseteq I \otimes_{K} L$, we get $W \cap R \subseteq M \cap R=0$. Thus $R$ embeds into the finite dimensional $L$-algebra $\left(R \otimes_{K} L\right) / W$. It follows that $R$ embeds into $M_{k}(L)$ for some $k$.

In view of Theorem 2.2, it follows that the Jacobson radical of $K[S]$ is not embeddable into matrices over a field whenever $S$ is a band with
finitely many components such that $K[S]$ is not embeddable into matrices over a field.

The following general result on finite ideal extensions of semigroups is an analogue of Theorem 3.2.

Theorem 3.3. Let $S$ be a semigroup with an ideal $I$ such that $S / I$ is finite. Assume that $I$ is a linear semigroup. Then $S$ is a linear semigroup.
Proof: By the hypothesis, there exist a field $K$ and an ideal $J$ of $K[I]$ such that $I$ embeds into $K[I] / J$ and the latter is finite dimensional over $K$. Since $K[I]$ is an ideal of $K[S]$, by Lemma 3.1, there exists an ideal $W$ of $K[S]$ of finite codimension and such that $W \subseteq J$.

Let $R=K[S] / W$. Suppose that $s-t \in W$ for some $s, t \in S$. Since $W \subseteq K[I]$, it follows that either $s=t$ or $s, t \in I$. But by the choice of $J$, $I$ embeds into $R$ under the natural map $K[S] \longrightarrow R$. Hence $S$ embeds into the algebra $R$.

Then $S$ has a faithful representation in the finite dimensional algebra $R$, whence applying the regular representation of the algebra $R^{1}$ obtained by adjoining an identity to $R$ we get a faithful representation of $S$ in some $M_{n}(K)$, as desired.

We get the following immediate consequence of Theorem 3.2.
Corollary 3.4. Let $S=F \cup E$ be a band with two components $E, F$ and such that $F$ is an ideal of $S$ and $E$ is finite. Then for every field $K$ the algebra $K[S]$ embeds into $M_{k}(L)$ for a field extension $L$ of $K$.

The proof of Theorem 3.3 is not constructive. Moreover, when applied to a band $S=F \cup E$ with two components, with $F$ an ideal of $S$ and $E$ finite, it does not give a chance for an extension to some cases where $E$ is infinite. These are the main motivations for the construction given in Example 3.5. First, we give a simple observation.

Suppose that $S \subseteq M_{n}(K)$ is any band. Assume that $S \neq\{0\}$. Let $I$ be the ideal of $S$ consisting of all elements of the least nonzero rank and the zero matrix, if it is in $S$. Then $S$ has a nonzero ideal $F \subseteq I$ which is a rectangular band or such that $F \backslash\{0\}$ is a rectangular band. Let $j$ be the common rank of all matrices in $F$. Consider the exterior power $\operatorname{map} \phi=\Lambda^{j}: M_{n}(K) \longrightarrow M_{\binom{n}{j}}(K)$. Then $\operatorname{rank}(\phi(a))=\binom{\operatorname{rank}(a)}{j}$ for every $a \in S \backslash\{0\}$ and in particular $\operatorname{rank}(\phi(f))=1$ for every $f \in F \backslash\{0\}$ (see [6, Lemma 1.6]). Suppose that $a, b \in S$ are such that $\phi(a)=\phi(b)$. Then $\operatorname{rank}(a)=\operatorname{rank}(b)$. If $a \neq b$ then there exists $x \in M_{n}(K)$ such that $\operatorname{rank}(a x)=\operatorname{rank}(a)$ but $\operatorname{rank}(b x)<\operatorname{rank}(a)$, or there exists $y \in M_{n}(K)$
such that $\operatorname{rank}(y a)=\operatorname{rank}(a)$ but $\operatorname{rank}(y b)<\operatorname{rank}(a)$. (It is easy to see that otherwise $a, b$ have equal kernels as elements of $M_{n}(K) \cong \operatorname{End}\left(K^{n}\right)$ acting on the left on $K^{n}$ and also as maps acting on the row vector space on the right. Then these are two $\mathcal{H}$-related idempotents of the multiplicative monoid $M_{n}(K)$, whence they must be equal.) It follows that $\phi(a) \neq \phi(b)$, a contradiction. Thus, $\phi_{\mid S}: S \longrightarrow M_{\binom{n}{j}}(K)$ is an embedding. Therefore, if a band $S$ is linear, then we may assume that a minimal nonzero ideal of $S$ consists of matrices of rank at most 1. Our construction will be of this type and it generalizes the matrix embedding of any rectangular band $F$ given in [3], mentioned earlier.

Example 3.5. Let $S=F \cup E$ be a two component band with $F$ an ideal of $S$ and $E=\left\{e_{i, j} \mid i \in\{1, \ldots, m\}, j \in\{1, \ldots, n\}\right\}$ such that $e_{i, j} e_{k, l}=e_{i, l}$. We give an explicit construction of an embedding of $S$ (and of the algebra $K_{0}[S]$ for any given field $K_{0}$ ) into the matrix algebra $M_{r}(L)$ for some $r \geq 1$ and a field $L$.
Proof: Note that $F e_{i, j} \supseteq F e_{k, l} e_{i, j}=F e_{k, j}$ and $e_{i, j} F \supseteq e_{i, j} e_{k, l} F=e_{i, l} F$. Hence

$$
F e_{i, j}=F e_{1, j} \text { and } e_{i, j} F=e_{i, 1} F
$$

for all $i, j$.
Fix some $f_{0} \in F$. Consider the maps

$$
\begin{aligned}
\varphi: F f_{0} & \longrightarrow M_{m \times n}\left(F f_{0}\right) \\
f f_{0} & \longmapsto
\end{aligned} \quad \text { and } \begin{aligned}
\left.\psi: e_{i, j} f f_{0}\right)
\end{aligned} \quad \begin{aligned}
f_{0} F & \longrightarrow M_{m \times n}\left(f_{0} F\right) \\
f_{0} f & \longmapsto
\end{aligned}
$$

Let $K$ be an infinite field such that $|K| \geq|S|$.
We will define a monomorphism $\rho: S \rightarrow M_{r}(L)$ for some $r \geq 3$ and some field extension $L$ of $K$ such that for all $f \in F$,

$$
\rho(f)=\left(\begin{array}{ccc}
0_{r_{1}, r_{1}} & \mu\left(f f_{0}\right)^{t} & \mu\left(f f_{0}\right)^{t} \eta\left(f_{0} f\right) \\
0_{1, r_{1}} & 1 & \eta\left(f_{0} f\right) \\
0_{r_{2}, r_{1}} & 0_{r_{2}, 1} & 0_{r_{2}, r_{2}}
\end{array}\right)
$$

where $0_{p, q}$ denotes the zero matrix in $M_{p \times q}(L)$ and $D^{t}$ denotes the transpose of the matrix $D$, and $r_{1}, r_{2}$ are positive integers such that $r_{1}+r_{2}+1=r$. The row vector $\mu\left(f f_{0}\right)$ will contain encoded information about $f f_{0}$ and $\varphi\left(f f_{0}\right)$, and the row vector $\eta\left(f_{0} f\right)$ will contain the information about $f_{0} f$ and $\psi\left(f_{0} f\right)$.

Let $F_{1}=\bigcup_{i=1}^{m} e_{i, 1} F, F_{2}=\bigcup_{j=1}^{n} F e_{1, j}, \overline{F_{1}}=F \backslash F_{1}$ and $\overline{F_{2}}=F \backslash F_{2}$.
Let $f \in F$. We define $i\left(e_{k, l} f\right)$ to be the least positive integer such that $e_{k, l} f f_{0} \in e_{i\left(e_{k, l} f\right), 1} F$. Note that if $f f_{0} \in F_{1}$ then

$$
f f_{0}=e_{i(f), 1} e_{1,1} f f_{0} \text { and } e_{k, l} f f_{0}=e_{i\left(e_{k, 1} f\right), 1} e_{1,1} f f_{0}
$$

Thus $\left(e_{1,1} f f_{0}, i(f), i\left(e_{1,1} f\right), i\left(e_{2,1} f\right), \ldots, i\left(e_{m, 1} f\right)\right)$ contains all the information about $f f_{0}$ and $\varphi\left(f f_{0}\right)$ if $f f_{0} \in F_{1}$. If $f f_{0} \in \overline{F_{1}}$ then

$$
e_{k, l} f f_{0}=e_{i\left(e_{k, l} f\right), 1} e_{1, l} f f_{0}
$$

Thus $\left(e_{1,1} f f_{0}, \ldots, e_{1, n} f f_{0}\right)$ and $\left(i\left(e_{k, l} f\right)\right) \in M_{m \times n}(\mathbb{N})$ contain all the information about $\varphi\left(f f_{0}\right)$ if $f f_{0} \in \overline{F_{1}}$. In order to encode the elements $i\left(e_{k, l} f\right)$ we use commuting indeterminates $\left.x_{i\left(e_{k}, l\right.} f\right)$ over $K$, thus we need the indeterminates $x_{1}, \ldots, x_{m}$. To encode the elements $e_{1, l} f f_{0}$ we choose any injective map $\widetilde{\mu}: e_{1,1} F \longrightarrow K \backslash\{0\}$. To encode the elements $f f_{0} \in \overline{F_{1}}$ we choose any injective map $\mu_{0}: \overline{F_{1}} \longrightarrow K \backslash\{0\}$.

Let $L_{1}=K\left(x_{1}, \ldots, x_{m}\right)$ be the field of fractions of the polynomial $\operatorname{ring} K\left[x_{1}, \ldots, x_{m}\right]$.

Let $\mu: F f_{0} \longrightarrow L_{1}^{m(n+1)+2}$ be the map defined by

$$
\begin{array}{r}
\mu\left(f f_{0}\right)=\left(0, x_{i(f)} \widetilde{\mu}\left(e_{1,1} f f_{0}\right), x_{i\left(e_{1,1} f\right)} \widetilde{\mu}\left(e_{1,1} f f_{0}\right), \ldots\right. \\
\left.\ldots, x_{i\left(e_{m, 1} f\right)} \widetilde{\mu}\left(e_{1,1} f f_{0}\right), 0, \ldots, 0\right)
\end{array}
$$

for all $f f_{0} \in F_{1}$, and

$$
\begin{aligned}
\mu\left(f f_{0}\right)= & \left(\mu_{0}\left(f f_{0}\right), 0, \ldots, 0, \mu_{1,1}\left(f f_{0}\right), \ldots, \mu_{1, n}\left(f f_{0}\right)\right. \\
& \left.\mu_{2,1}\left(f f_{0}\right), \ldots, \mu_{2, n}\left(f f_{0}\right), \ldots, \mu_{m, 1}\left(f f_{0}\right), \ldots, \mu_{m, n}\left(f f_{0}\right)\right)
\end{aligned}
$$

for all $f f_{0} \in \overline{F_{1}}$, where $\mu_{k, l}\left(f f_{0}\right)=x_{i\left(e_{k, l} f\right)} \widetilde{\mu}\left(e_{1, l} f f_{0}\right)$. Looking at the two first components of $\mu\left(f f_{0}\right)$ it is easy to see that $\mu$ is an injective map.

Let $f \in F$. We define $j\left(f e_{k, l}\right)$ to be the least positive integer such that $f_{0} f e_{k, l} \in F e_{1, j\left(f e_{k, l}\right)}$. Note that if $f_{0} f \in F_{2}$ then

$$
f_{0} f=f_{0} f e_{1,1} e_{1, j(f)} \text { and } f_{0} f e_{k, l}=f_{0} f e_{1,1} e_{1, j\left(f e_{1, l}\right)}
$$

Thus $\left(f_{0} f e_{1,1}, j(f), j\left(f e_{1,1}\right), j\left(f e_{1,2}\right), \ldots, j\left(f e_{1, n}\right)\right)$ contains all the information about $f_{0} f$ and $\psi\left(f_{0} f\right)$ if $f_{0} f \in F_{2}$. If $f_{0} f \in \overline{F_{2}}$ then

$$
f_{0} f e_{k, l}=f_{0} f e_{k, 1} e_{1, j\left(f e_{k, l}\right)}
$$

Thus $\left(f_{0} f e_{1,1}, \ldots, f_{0} f e_{m, 1}\right)$ and $\left(j\left(f e_{k, l}\right)\right) \in M_{m \times n}(\mathbb{N})$ contain all the information about $\psi\left(f_{0} f\right)$ if $f_{0} f \in \overline{F_{2}}$. To encode the $j\left(f e_{k, l}\right)$ we use commuting indeterminates $y_{j\left(e_{k, l}\right)}$ over $K$, thus we need the indeterminates $y_{1}, \ldots, y_{n}$. To encode the elements $f_{0} f e_{k, 1}$ we choose any injective $\operatorname{map} \widetilde{\eta}: F e_{1,1} \longrightarrow K \backslash\{0\}$. To encode the elements $f_{0} f \in \overline{F_{2}}$ we choose any injective map $\eta_{0}: \overline{F_{2}} \longrightarrow K \backslash\{0\}$.

Let $L=L_{1}\left(y_{1}, \ldots, y_{n}\right)$ be the field of fractions of the polynomial ring $L_{1}\left[y_{1}, \ldots, y_{n}\right]$.

Let $\eta: f_{0} F \longrightarrow L^{n(m+1)+2}$ be the map defined by

$$
\begin{aligned}
& \eta\left(f_{0} f\right)=\left(0, \ldots, 0, y_{j\left(f e_{1,1}\right)}\right. \widetilde{\eta}\left(f_{0} f e_{1,1}\right), \ldots \\
&\left.\ldots, y_{j\left(f e_{1, n}\right)} \widetilde{\eta}\left(f_{0} f e_{1,1}\right), y_{j(f)} \widetilde{\eta}\left(f_{0} f e_{1,1}\right), 0\right)
\end{aligned}
$$

for all $f_{0} f \in F_{2}$, and

$$
\begin{aligned}
\eta\left(f f_{0}\right)=\left(\eta_{1,1}\left(f_{0} f\right),\right. & \ldots, \eta_{m, 1}\left(f_{0} f\right), \eta_{1,2}\left(f_{0} f\right), \ldots, \eta_{m, 2}\left(f_{0} f\right), \ldots \\
& \left.\ldots, \eta_{1, n}\left(f_{0} f\right), \ldots, \eta_{m, n}\left(f_{0} f\right), 0, \ldots, 0, \eta_{0}\left(f_{0} f\right)\right)
\end{aligned}
$$

for all $f_{0} f \in \overline{F_{2}}$, where $\eta_{k, l}\left(f_{0} f\right)=y_{j\left(f e_{k, l}\right)} \widetilde{\eta}\left(f_{0} f e_{k, 1}\right)$. Looking at the two last components of $\eta\left(f_{0} f\right)$ it is easy to see that $\eta$ is an injective map.

Let $I_{n}$ denote the identity matrix in $M_{n}(L), a_{i}$ denote the element of $M_{1 \times m}(L)$ with 1 in position $i$ and zeros elsewhere, $b_{j}$ denote the element of $M_{n \times 1}(L)$ with 1 in position $j$ and zeros elsewhere, and $E_{i, j} \in$ $M_{m \times n}(L)$ denote the matrix whose $(i, j)$-entry is 1 , while all the other entries are 0 .

Let $C_{j}=\left(E_{1 j}, E_{2, j}, \ldots, E_{m j}\right) \in M_{m \times(m n)}(L)$. Let

$$
D_{i}=\left(\begin{array}{c}
E_{i, 1} \\
E_{i, 2} \\
\vdots \\
E_{i, n}
\end{array}\right) \in M_{(m n) \times n}(L) .
$$

We define a function $\rho: S \longrightarrow M_{2 m n+m+n+5}(L)$ by
$\rho\left(e_{i, j}\right)=\left(\begin{array}{ccccccccc}0 & 0 & 0_{1, m} & 0_{1, m n} & 0 & 0_{1, m n} & 0_{1, n} & 0 & 0 \\ 0 & 0 & a_{i} & a_{i} C_{j} & 0 & 0_{1, m n} & 0_{1, n} & 0 & 0 \\ 0_{m, 1} & 0_{m, 1} & I_{m} & C_{j} & 0_{m, 1} & 0_{m, m n} & 0_{m, n} & 0_{m, 1} & 0_{m, 1} \\ 0_{m n, 1} & 0_{m n, 1} & 0_{m n, m} & 0_{m n, m n} & 0_{m n, 1} & 0_{m n, m n} & 0_{m n, n} & 0_{m n, 1} & 0_{m n, 1} \\ 0 & 0 & 0_{1, m} & 0_{1, m n} & I_{1} & 0_{1, m n} & 0_{1, n} & 0 & 0 \\ 0_{m n, 1} & 0_{m n, 1} & 0_{m n, m} & 0_{m n, m n} & 0_{m n, 1} & 0_{m n, m n} & D_{i} & D_{i} b_{j} & 0_{m n, 1} \\ 0_{n, 1} & 0_{n, 1} & 0_{n, m} & 0_{n, m n} & 0_{n, 1} & 0_{n, m n} & I_{n} & b_{j} & 0_{n, 1} \\ 0 & 0 & 0_{1, m} & 0_{1, m n} & 0 & 0_{1, m n} & 0_{1, n} & 0 & 0 \\ 0 & 0 & 0_{1, m} & 0_{1, m n} & 0 & 0_{1, m n} & 0_{1, n} & 0 & 0\end{array}\right)$
for all $i=1, \ldots, m$ and all $j=1, \ldots, n$, and

$$
\rho(f)=\left(\begin{array}{ccc}
0_{m n+m+2, m n+m+2} & \mu\left(f f_{0}\right)^{t} & \mu\left(f f_{0}\right)^{t} \eta\left(f_{0} f\right) \\
0_{1, m n+m+2} & I_{1} & \eta\left(f_{0} f\right) \\
0_{m n+n+2, m n+m+2} & 0_{m n+n+2,1} & 0_{m n+n+2, m n+n+2}
\end{array}\right)
$$

for all $f \in F$.
Since $\mu$ and $\eta$ are injective, it follows that $\rho$ is injective. It is easy to see that $\rho(f g)=\rho(f) \rho(g)$ for all $f, g \in F$ and that $\rho\left(e_{i, j} e_{k, l}\right)=\rho\left(e_{i, j}\right) \rho\left(e_{k, l}\right)$.

Let $f \in F$. Since $f_{0} f=f_{0} e_{i, j} f$, we have $\eta\left(f_{0} f\right)=\eta\left(f_{0} e_{i, j} f\right)$. Thus, in order to show that $\rho\left(e_{i, j} f\right)=\rho\left(e_{i, j}\right) \rho(f)$, it is sufficient to see that

$$
\left(\begin{array}{cccc}
0_{1,1} & 0_{1,1} & 0_{1, m} & 0_{1, m n} \\
0_{1,1} & 0_{1,1} & a_{i} & a_{i} C_{j} \\
0_{m, 1} & 0_{m, 1} & I_{m} & C_{j} \\
0_{m n, 1} & 0_{m n, 1} & 0_{m n, m} & 0_{m n, m n}
\end{array}\right) \mu\left(f f_{0}\right)^{t}=\mu\left(e_{i, j} f f_{0}\right)^{t}
$$

Suppose that $f f_{0} \in \overline{F_{1}}$. Then

$$
\left(\begin{array}{cccc}
0_{1,1} & 0_{1,1} & 0_{1, m} & 0_{1, m n} \\
0_{1,1} & 0_{1,1} & a_{i} & a_{i} C_{j} \\
0_{m, 1} & 0_{m, 1} & I_{m} & C_{j} \\
0_{m n, 1} & 0_{m n, 1} & 0_{m n, m} & 0_{m n, m n}
\end{array}\right) \mu\left(f f_{0}\right)^{t}=\left(\begin{array}{c}
0 \\
x_{i\left(e_{i, j} f\right)} \widetilde{\mu}\left(e_{1, j} f f_{0}\right) \\
x_{i\left(e_{1, j} f\right)} \widetilde{\mu}\left(e_{1, j} f f_{0}\right) \\
x_{i\left(e_{2, j} f\right)}\left(e_{1, j} f f_{0}\right) \\
\vdots \\
\left.x_{i\left(e_{m, j} f\right)}\right) \\
0 \\
0 \\
\left(e_{1, j} f f_{0}\right) \\
\vdots \\
0
\end{array}\right) .
$$

Since $e_{k, 1} e_{i, j}=e_{k, j}$, we have

$$
\left(\begin{array}{cccc}
0_{1,1} & 0_{1,1} & 0_{1, m} & 0_{1, m n} \\
0_{1,1} & 0_{1,1} & a_{i} & a_{i} C_{j} \\
0_{m, 1} & 0_{m, 1} & I_{m} & C_{j} \\
0_{m n, 1} & 0_{m n, 1} & 0_{m n, m} & 0_{m n, m n}
\end{array}\right) \mu\left(f f_{0}\right)^{t}=\mu\left(e_{i, j} f f_{0}\right)^{t}
$$

in this case.
Suppose that $f f_{0} \in F_{1}$. Then

$$
\left(\begin{array}{cccc}
0_{1,1} & 0_{1,1} & 0_{1, m} & 0_{1, m n} \\
0_{1,1} & 0_{1,1} & a_{i} & a_{i} C_{j} \\
0_{m, 1} & 0_{m, 1} & I_{m} & C_{j} \\
0_{m n, 1} & 0_{m n, 1} & 0_{m n, m} & 0_{m n, m n}
\end{array}\right) \mu\left(f f_{0}\right)^{t}=\left(\begin{array}{c}
0 \\
x_{i\left(e_{i, 1} f\right)} \widetilde{\mu}\left(e_{1,1} f f_{0}\right) \\
x_{i\left(e_{1,1} f\right)} \widetilde{\mu}\left(e_{1,1} f f_{0}\right) \\
x_{i\left(e_{2,1} f\right)}\left(e_{1,1} f f_{0}\right) \\
\vdots \\
x_{i\left(e_{m, 1} f\right)} \widetilde{\mu}\left(e_{1,1} f f_{0}\right) \\
0 \\
\vdots \\
0
\end{array}\right) .
$$

Since $e_{k, 1} e_{i, 1}=e_{k, 1}$, we have

$$
\left(\begin{array}{cccc}
0_{1,1} & 0_{1,1} & 0_{1, m} & 0_{1, m n} \\
0_{1,1} & 0_{1,1} & a_{i} & a_{i} C_{j} \\
0_{m, 1} & 0_{m, 1} & I_{m} & C_{j} \\
0_{m n, 1} & 0_{m n, 1} & 0_{m n, m} & 0_{m n, m n}
\end{array}\right) \mu\left(f f_{0}\right)^{t}=\mu\left(e_{i, j} f f_{0}\right)^{t}
$$

in this case.
Hence $\rho\left(e_{i, j} f\right)=\rho\left(e_{i, j}\right) \rho(f)$ for all $f \in F$. Similarly one can verify that $\rho\left(f e_{i, j}\right)=\rho(f) \rho\left(e_{i, j}\right)$ for all $f \in F$. Therefore $\rho$ is an injective homomorphism of semigroups.

Let $K_{0}$ be any field. Choosing $\mu$ and $\eta$ in this construction in an appropriate way, we also get an embedding of the algebra $K_{0}[S] \hookrightarrow$ $M_{n}(L)$ for a field extension $L$ of $K_{0}$. Indeed, let $X, Y, X^{\prime}$ and $Y^{\prime}$ be pairwise disjoint sets of commuting indeterminates over $K_{0}$ such that $|X|,|Y|,\left|X^{\prime}\right|,\left|Y^{\prime}\right| \geq|S|$. Choose any injective maps $\widetilde{\mu}: e_{1,1} F \longrightarrow X$, $\widetilde{\eta}: F e_{1,1} \longrightarrow Y, \mu_{0}: \overline{F_{1}} \longrightarrow X^{\prime}$ and $\eta_{0}: \overline{F_{2}} \longrightarrow Y^{\prime}$. Let $K=K_{0}(X \cup Y \cup$ $\left.X^{\prime} \cup Y^{\prime}\right)$ be the field of fractions of the polynomial ring $K_{0}\left[X \cup Y \cup X^{\prime} \cup Y^{\prime}\right]$. Then, applying the above construction, it is easy to see that $\rho(S)$ is $K_{0}$-linearly independent. Hence we get an algebra embedding $K_{0}[S] \hookrightarrow$ $M_{n}(L)$.

Our second aim in this section is to discuss certain natural embeddability criterions for a band $S$, formulated in terms of annihilators associated to $S$. This approach seems justified because linearity of $S$ implies certain finiteness conditions on annihilators. Let $T$ be a semigroup. Let $s, t \in T^{1}$ and let $I$ be an ideal of $T$. Then we may form the right annihilator $\mathrm{r}_{I}(s-t)=\{x \in I \mid s x=t x\}$, which is a right ideal of $T$, and similarly $\mathrm{l}_{I}(s-t)$, the left annihilator in $I$. Also, we define $\mathrm{r}_{I}(s)=\{(x, y) \in I \times I \mid s x=s y\}$. This is a restriction to $I$ of a right congruence on $T$, whence a right congruence on $I$. A symmetric definition yields a left congruence $l_{I}(s)$ on $I$. Recall that if $T \subseteq M_{n}(L)$ is a linear semigroup then every chain of annihilator (onesided) ideals of the algebra $R=\operatorname{lin}_{L}(T) \subseteq M_{n}(L)$ has length bounded by $n$. This justifies the following conjecture. Let $S$ be a band with finitely many components. Assume that every chain of one-sided ideals of the form $\mathrm{r}_{S}(s-t), \mathrm{l}_{S}(s-t), s, t \in S^{1}$, is of bounded length and every chain of one-sided congruences of the form $\mathrm{r}_{S}(s), 1_{S}(s), s \in S$, has bounded length. Then $S$ (or maybe also $K[S]$ for any field $K$ ) embeds into matrices over a field $L$.

The information about the structure of a 2-component band $S=E \cup F$ is contained in properties of the action of $E$ on $F f_{0}$ by left multiplication
and the action of $E$ on $f_{0} F$ by right multiplication. This is clear because $e_{i j} f=\left(e_{i j} f f_{0}\right)\left(f_{0} f\right)$ and hence $e_{i j} f$ is determined by $f_{0} f$ and by $e_{i j} f f_{0}$; so by $f$ and by the left action of $e_{i j}$ on $F f_{0}$. Similarly for $f e_{i j}$. So, necessary and sufficient conditions for embeddability of $S$ must be in terms of conditions on these two actions: $\phi: E \longrightarrow T$, where $T$ is the semigroup of all maps $F f_{0} \longrightarrow F f_{0}$ and $\phi(e)$ is the left multiplication by $e$, and $\psi: E \longrightarrow T^{\prime}$, where $T^{\prime}$ is the semigroup of all maps $f_{0} F \longrightarrow$ $f_{0} F$ and $\psi(e)$ is the right multiplication by $E$. This approach is used below.

Lemma 3.6. Let $S$ be a semigroup with an ideal I and a subsemigroup $E$ such that $S=I \cup E$ is a disjoint union and $E$ is a rectangular band. If $I$ is linear and there are only finitely many one-sided congruences $\mathrm{r}_{I}(x), \mathrm{l}_{I}(x)$ and one-sided ideals $\mathrm{r}_{I}(1-x), \mathrm{l}_{I}(1-x)$, where $x \in E$, then $S$ is linear.
Proof: Let $e \in E$. Assume that $\left\{\mathrm{r}_{I}(1-e) \mid e \in E\right\}$ is a finite set consisting of $m$ elements. Let $e_{1}, \ldots, e_{m} \in E$ be elements such that $\left\{\mathrm{r}_{I}(1-e) \mid e \in E\right\}=\left\{\mathrm{r}_{I}\left(1-e_{1}\right), \ldots, \mathrm{r}_{I}\left(1-e_{m}\right)\right\}$. Consider the map $E \longrightarrow\{1, \ldots, m\}$ defined by $e \mapsto i_{e}$, where $\mathrm{r}_{I}(1-e)=\mathrm{r}_{I}\left(1-e_{i_{e}}\right)$. Now, for all $f \in I$, we have that $e f \in \mathrm{r}_{I}(1-e)=\mathrm{r}_{I}\left(1-e_{i_{e}}\right)$, thus $e f=e_{i_{e}} e f$.

Assume that $\left\{\mathrm{r}_{I}(e) \mid e \in E\right\}$ is a finite set consisting of $n$ elements. Let $e_{1}^{\prime}, \ldots, e_{n}^{\prime} \in E$ be elements such that $\left\{\mathrm{r}_{I}(e) \mid e \in E\right\}=$ $\left\{\mathrm{r}_{I}\left(e_{1}^{\prime}\right), \ldots, \mathrm{r}_{I}\left(e_{n}^{\prime}\right)\right\}$. Consider the map $E \longrightarrow\{1, \ldots, n\}$ defined by $e \mapsto$ $j_{e}$, where $\mathrm{r}_{I}(e)=\mathrm{r}_{I}\left(e_{j_{e}}^{\prime}\right)$. Now, for all $f \in I$, we have that $(f, e f) \in$ $\mathrm{r}_{I}(e)=\mathrm{r}_{I}\left(e_{j_{e}}^{\prime}\right)$, and thus $e_{j_{e}}^{\prime} f=e_{j_{e}}^{\prime} e f$. Therefore, multiplying by $e$ on the left, we get $e e_{j_{e}}^{\prime} f=e e_{j_{e}}^{\prime} e f=e f$ (the latter equality holds because $x y z=x z$ for all $x, y, z \in E)$.

Note that for all $e \in E$ and all $f \in I$ we have

$$
e f=e_{i_{e}} e f=e_{i_{e}} e e_{j_{e}}^{\prime} f=e_{i_{e}} e_{j_{e}}^{\prime} f
$$

Let $\phi: E \longrightarrow T$, where $T$ is the semigroup of all maps $I \longrightarrow I$ and $\phi(e)$ is the left multiplication by $e$. Then $\phi(E) \subseteq\left\{\phi\left(e_{i}\right) \phi\left(e_{j}^{\prime}\right) \mid 1 \leq i \leq\right.$ $m$ and $1 \leq j \leq n\}$. Thus $\phi(E)$ is finite in this case.

Let $\psi: E \longrightarrow T$, where $T$ is the semigroup of all maps $I \longrightarrow I$ and $\psi(e)$ is the right multiplication by $e$. As above, one shows that $\psi(E)$ is also finite.

Let $E_{0}=\{(\phi(e), \psi(e)) \mid e \in E\} \subseteq \phi(E) \times \psi(E)$. Then $E_{0}$ is a finite rectangular band, as a homomorphic image of $E$ (the operation in $E_{0}$ is defined by the rule $\left.(\phi(e), \psi(e))\left(\phi\left(e^{\prime}\right), \psi\left(e^{\prime}\right)\right)=\left(\phi\left(e e^{\prime}\right), \psi\left(e e^{\prime}\right)\right)\right)$. It is easy to see that $S_{0}=E_{0} \cup I$ is a semigroup with respect to the operation extending the given operations on $E_{0}$ and $I$ and on the remaining pairs of elements defined by the rules: $(\phi(e), \psi(e)) f=e f$ and $f(\phi(e), \psi(e))=$
$f e$ for $e \in E, f \in I$. By Theorem 3.3, there exists a monomorphism $\rho: S_{0} \longrightarrow M_{k}(L)$ for some field $L$ and some positive integer $k$. Next, let $\rho^{\prime}: E \longrightarrow M_{3}(L)$ be an embedding (we know that it exists if $L$ is big enough). Then define $\delta: S \longrightarrow M_{k}(L) \times M_{3}(L)$ by $\delta(f)=(\rho(f), 0)$ for $f \in I$ and $\delta(e)=\left(\rho((\phi(e), \psi(e))), \rho^{\prime}(e)\right)$ for $e \in E$. Then $\delta$ is a homomorphism and it is injective.

Let $S$ be a band. Let $E, E^{\prime}$ be components of $S$. It is known that $E E^{\prime}$ and $E^{\prime} E$ are subsets of the same component. We write $E^{\prime} \preceq E$ in case $E E^{\prime} \subseteq E^{\prime}$. Thus $\preceq$ is a partial order on the set of all components of $S$. For any component $E$ of $S$, we denote by $\mathcal{C}_{E}$ the set of all components $E^{\prime}$ of $S$ such that $E \npreceq E^{\prime}$ and by $I_{E}$ the subband of $S$ defined by

$$
I_{E}=\bigcup_{E^{\prime} \in \mathcal{C}_{E}} E^{\prime}
$$

Note that $I_{E}$ is an ideal of $S$, whence also of the band $I_{E} \cup E$.
Theorem 3.7. Let $S$ be a band with finitely many components. If for any component $E$ of $S$ there are finitely many $\mathrm{r}_{I_{E}}(x), \mathrm{l}_{I_{E}}(x)$ (one-sided congruences in $I_{E}$ ) and $\mathrm{r}_{I_{E}}(1-x), \mathrm{l}_{I_{E}}(1-x)$ (one-sided ideals in $I_{E} \cup E$ ), where $x \in E$, then $S$ is linear.

Proof: Let $E_{1}, \ldots, E_{r}$ be the components of $S$. We may assume that $I_{E_{r}}=E_{1} \cup \cdots \cup E_{r-1}$. Then $S=I_{E_{r}} \cup E_{r}$ and the result follows by induction on $r$ using Lemma 3.6.

It was observed in [3] that, if a band $S$ is linear, then for every subset $T \subseteq S$ there exists a finite subset $X \subseteq T$ such that $\mathrm{l}(X)=\mathrm{l}(T)$ and $\mathrm{r}(X)=\mathrm{r}(T)$. Here $\mathrm{l}(X)$ denotes the left congruence on $S$ defined by $(a, b) \in \mathrm{l}(X)$ if $(a-b) X=0$ in $K[S]$. And $\mathrm{r}(X)$ is defined dually. One can ask whether the converse is true. In this direction we have the following result.

Proposition 3.8. Let $S$ be a band with finitely many components. Assume that $\mathrm{r}_{S}(f)=\mathrm{r}_{S}(F), \mathrm{l}_{S}(f)=\mathrm{l}_{S}(F)$ for every component $F$ of $S$ and for every $f \in F$. Then, for any field $K$, the semigroup algebra $K[S]$ embeds in $M_{n}(L)$ for some field extension $L$ of $K$ and some positive integer $n$.

Before proving the assertion, recall that a band $S$ is normal if $z x y z=$ $z y x z$ for all $x, y, z \in S$, see $[\mathbf{7}]$. We claim that the annihilator conditions in the above proposition are equivalent to saying that $S$ is a normal band.

Indeed, let $S$ be a normal band with a component $S_{\gamma}$. Assume that $f, f^{\prime} \in S_{\gamma}, e \in S$. Using normality of $S$ twice, we get

$$
\begin{equation*}
e f^{\prime} f=e f^{\prime} f e f^{\prime} f=e f f^{\prime} e f^{\prime} f=e f f^{\prime} f^{\prime} e f=e f \tag{5}
\end{equation*}
$$

(the last equality follows because (ef) $f^{\prime} f^{\prime}(e f)$, ef are in the same component). By symmetry, we also get

$$
\begin{equation*}
f f^{\prime} e=f e \tag{6}
\end{equation*}
$$

Furthermore, if $(e, g) \in l_{S}(f)$ for some $g \in S$ then by (5) we get

$$
e f^{\prime}=e f f^{\prime}=g f f^{\prime}=g f^{\prime}
$$

Hence $\mathrm{l}_{S}(f)=\mathrm{l}_{S}\left(S_{\gamma}\right)$. Similarly, one shows that $\mathrm{r}_{S}(f)=\mathrm{r}_{S}\left(S_{\gamma}\right)$.
On the other hand, if $S$ satisfies the hypothesis of Proposition 3.8, then $\left(e f^{\prime}-e\right) f^{\prime}=0$ implies that $\left(e f^{\prime}-e\right) f=0$, for all $e, f, f^{\prime} \in S$ with $f, f^{\prime}$ in the same component of $S$. Hence (5) follows and similarly
(6) follows. Let $x, y, z \in S$. Then, applying (5) and (6) we get

$$
x y z x=x(x z y)(x y z) x=x z y x
$$

since $x z y$ and $x y z$ are in the same component of $S$. Therefore $S$ is a normal band, which proves our claim.

Now we are ready for the proof of Proposition 3.8.
Proof: Assume that $S$ satisfies the hypothesis. Let $\left\{S_{\gamma} \mid \gamma \in \Gamma\right\}$ be the set of all components of $S$. For every $\gamma \in \Gamma$ choose some $e_{\gamma} \in S_{\gamma}$. Let $S_{\gamma}^{0}$ be the semigroup obtained by adjoining a zero element to $S_{\gamma}$. For $a \in S$ define $\phi_{\gamma}(a)=a e_{\gamma} a$ if $a e_{\gamma} a \in S_{\gamma}$ and $\phi_{\gamma}(a)=0$ otherwise. We claim that $\phi_{\gamma}: S \longrightarrow S_{\gamma}^{0}$ is a homomorphism. Let $a, b \in S$. Then the elements $a e_{\gamma} a b e_{\gamma} b$ and $a b e_{\gamma} a b$ are in the same component of $S$. So $\phi_{\gamma}(a b)=0$ if and only if $\phi_{\gamma}(a) \phi_{\gamma}(b)=0$. Therefore we may assume that $a e_{\gamma} a, b e_{\gamma} b, a b e_{\gamma} a b \in S_{\gamma}$. Moreover, in this case,

$$
a b e_{\gamma} a b=\left(a b e_{\gamma}\right)\left(e_{\gamma} a b\right) b=a b e_{\gamma} b
$$

by (6), because $a b e_{\gamma}, e_{\gamma} a b \in S_{\gamma}$, and

$$
a b e_{\gamma} b=a\left(b e_{\gamma}\right)\left(e_{\gamma} b\right)=a e_{\gamma} b
$$

by (5) because $b e_{\gamma}, e_{\gamma} b \in S_{\gamma}$. We also get

$$
a e_{\gamma} a b e_{\gamma} b=\left(a e_{\gamma}\right)\left(a b e_{\gamma}\right) b=a e_{\gamma} b
$$

because $a e_{\gamma}, a b e_{\gamma} \in S_{\gamma}$. Therefore $\phi_{\gamma}(a b)=\phi_{\gamma}(a) \phi_{\gamma}(b)$.
This leads to the homomorphism $\phi: S \longrightarrow \prod_{\gamma \in \Gamma} S_{\gamma}^{0}$ defined by $\phi(s)=$ $\left(\phi_{\gamma}(s)\right)_{\gamma \in \Gamma}$. Since we know that for every $\gamma$ there is an embedding $\chi_{\gamma}: K\left[S_{\gamma}\right] \longrightarrow M_{3}\left(L_{\gamma}\right)$ for a field extension $L_{\gamma}$ of $K$, it follows that $\phi$ defines an algebra homomorphism $\psi=\left(\psi_{\gamma}\right)_{\gamma \in \Gamma}: K[S] \longrightarrow \prod_{\gamma \in \Gamma} M_{3}\left(L_{\gamma}\right)$,
defined by $\psi_{\gamma}(s)=\chi_{\gamma} \phi_{\gamma}(s)$ for $s \in S$. As $\Gamma$ is finite, the latter algebra embeds into $M_{n}(L)$ for some positive integer $n$ and any field $L$ containing all $L_{\gamma}, \gamma \in \Gamma$. Suppose $\psi(z)=0$ for some nonzero $z=\sum_{s \in S} z_{s} s \in K[S]$. Let $\gamma \in \Gamma$ be a maximal element such that $\operatorname{supp}(z) \cap S_{\gamma} \neq \emptyset$. Let $z_{\gamma}=\sum_{s \in S_{\gamma}} z_{s} s$. By the construction of $\phi$ we get $\psi_{\gamma}(z)=\psi_{\gamma}\left(z_{\gamma}\right)$. Note that, if $s \in S_{\gamma}$ then $\phi_{\gamma}(s)=s e_{\gamma} s=s$. Since $\chi_{\gamma}$ is an embedding, $\psi_{\gamma}\left(z_{\gamma}\right)=0$ leads to a contradiction. This shows that $\psi$ is an embedding.

We note that the linearity of a normal band with finitely many components follows from the results in [2]. However, the embeddability of $K[S]$ into $M_{n}(L)$ for a field $L$ containing $K$ cannot be proved in this way.

Acknowledgements. The first author is grateful for the warm hospitality of the Institute of Mathematics of Warsaw University, where a part of this work was done.

## References

[1] G. M. Bergman and S. M. Vovsi, Embedding rings in completed graded rings. II. Algebras over a field, J. Algebra 84(1) (1983), 25-41.
[2] K. Cvetko-Vah, Skew lattices of matrices in rings, Algebra Universalis 53(4) (2005), 471-479.
[3] L. Livshits, G. MacDonald, B. Mathes, and H. Radjavi, Reducible semigroups of idempotent operators, J. Operator Theory 40(1) (1998), 35-69.
[4] A. Malcev, On the representations of infinite algebras, (Russian), Rec. Math. [Mat. Sbornik] N.S. 13(55) (1943), 263-286.
[5] N. G. Nesterenko, Representations of algebras by triangular matrices, in: "Three papers on algebras and their representations", Amer. Math. Soc. Transl. Ser. 2 156, Amer. Math. Soc., Providence, RI, 1993, pp. 77-124.
[6] J. Okniński, "Semigroups of matrices", Series in Algebra 6, World Scientific Publishing Co., Inc., River Edge, NJ, 1998.
[7] M. Petrich, "Lectures in semigroups", Mathematische Lehrbücher und Monographien. I. Abteilung: Mathematische Lehrbücher 29, Akademie-Verlag, Berlin, 1977.
[8] H. Radjavi and P. Rosenthal, "Simultaneous triangularization", Universitext, Springer-Verlag, New York, 2000.
[9] L. H. Rowen, "Polynomial identities in ring theory", Pure and Applied Mathematics 84, Academic Press, Inc. [Harcourt Brace Jovanovich, Publishers], New York-London, 1980.

Ferran Cedó:
Departament de Matemàtiques
Universitat Autònoma de Barcelona
08193 Bellaterra (Barcelona)
Spain
E-mail address: cedo@mat.uab.cat
Jan Okniński:
Institute of Mathematics
Warsaw University
02-097 Warsaw
Poland
E-mail address: okninski@mimuw.edu.pl

Rebut el 20 de setembre de 2007.


[^0]:    2000 Mathematics Subject Classification. Primary: 20M25, 16R20, 16S36; Secondary: 20M12, 20M17, 20M30.
    Key words. Linear band, semigroup algebra, triangular matrices, annihilator, PI rings, normal band.
    Work supported in part by the DGI MEC-Spain and FEDER through grant MTM2005-00934, by Generalitat de Catalunya (Grup de Recerca consolidat 2005SGR00206) and the MNiSW research grant N201 004 32/0088 (Poland).

